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M20580 L.A. and D.E. Tutorial
Worksheet 8

1. Find all eigenvalues and a eigenvector for each eigenvalue of

A =

[
1 −2
2 1

]
.

Solution: The characteristic equation is

det(A− λI) = λ2 − 2λ+ 5.

Then the eigenvalues are

λ =
2±

√
4− 20

2
= 1± 2i.

The REF of A− (1 + 2i)I is [
i 1
0 0

]
.

Thus the eigenvalue v1 associated with λ1 = 1 + 2i is

[
i
1

]
and the eigenvalue v2

associated with λ2 = 1− 2i = λ1 is

[
−i
1

]
= v1.

2. Determine if the given vectors form an orthogonal set31
1

 ,

−1
2
1

 ,

−1/2
−2
7/2

 .

Solution: Let v1,v2,v3 be the given vectors respectively. Then we have

v1 · v2 = −3 + 2 + 1 = 0

v1 · v3 = −3/2− 2 + 7/2 = 0

v2 · v3 = 1/2− 4 + 7/2 = 0.

Then they form an orthogonal set.
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3. Determine if the given vectors form an orthogonal basis for R2[
3
2

]
,

[
−6
9

]
.

Solution:

(1) Proving directly: Clearly, they form an orthogonal set. We only need to check
if they are linearly independent. That is[

3 −6
2 9

]
∼

[
1 −2
2 9

]
∼

[
1 −2
0 13

]
.

(2) Using Theorem 5.1 in Poole: If {v1, . . . , vk} is an orthogonal set of nonzero
vector in Rn, then these vectors are linearly independent. Since our vectors are
nonzero and form an orthogonal set, they are also linearly independent. Thus
they form an orthogonal basis for R2.

4. Find the orthogonal complement W⊥ of W in R3 where

W =


xy
z

 : 2x+ y = z , y + z = 0

 .

Hint: (nullA)⊥ = colAT and (colA)⊥ = nullAT .

Solution: Note that W = null{
[
2 1 −1
0 1 1

]
}. Let A =

[
2 1 −1
0 1 1

]
. Then W⊥ =

colAT . We have that

AT =

 2 0
1 1
−1 1

 ∼

1 0
0 1
0 0

 .

Thus W⊥ = span


 2

1
−1

 ,

01
1

.
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5. Let

u =

 1
−1
0

 , v =

12
3

 .

(a) Find u · v and v · u

Solution: u · v = 1− 2 + 0 = −1 = v · u.

(b) Find projuv and projvu.

Solution:

projuv =
v · u
u · u

u =
−1

2
u

projvu =
u · v
v · v

v =
−1

14
v.

6. Find the orthogonal projection of v =

 1
2
−3

 onto the subspace W = span(u1,u2) in

R3, where u1 =

10
1

 and u2 =

−1
2
1

 . Find the distance from v to W .

Solution: Note that u1 · u2 = 0, then u1 and u2 form an orthogonal basis of W .
Thus,

projW (v) =
(1, 2,−3) · (1, 0, 1)

∥(1, 0, 1)∥2
(1,0, 1) +

(1, 2,−3) · (−1, 2, 1)

∥(−1, 2, 1)∥2
(−1, 2, 1)

projW (v) = (−1, 0,−1)

perpW (v) = v− projW (v) = (2, 2,−2).

Then distance from v to W is ∥v − projW (v)∥ = 2
√
3.
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7. Apply the Gram-Schmidt process to the vectors (0, 1, 1), (−2, 0,−2) and (−2, 0,−1) to
obtain an orthonormal basis.

Solution: Let v1 = (0, 1, 1). Then

v2 = (−2, 0,−2)− (−2, 0,−2) · (0, 1, 1)
∥(0, 1, 1)∥2

(0, 1, 1) = (−2, 1,−1),

and

v3 = (−2, 0,−1)−
(
(−2, 0,−1) · (0, 1, 1)

∥(0, 1, 1)∥2
(0, 1, 1) +

(−2, 0,−1) · (−2, 1,−1)

∥(−2, 1,−1)∥2
(−2, 1,−1)

)
= (−1/3,−1/3, 1/3)

To get orthonormal basis, we simply normalize the above vector, i.e.

u1 =
v1

∥v1∥
= (0, 1/

√
2, 1/

√
2)

u2 =
v2

∥v2∥
= (−2/

√
6, 1/

√
6,−1/

√
6)

u3 =
v3

∥v3∥
= (−1/

√
3,−1

√
3, 1

√
3).


