
STRATIFIED EXACT CATEGORIES AND HIGHEST WEIGHT
REPRESENTATIONS

MATTHEW J. DYER

Abstract. We define stratified exact categories, which are a class of exact

categories abstracting very general features of the category of modules with a
Verma flag in a highest weight category. For any small stratified exact cat-

egory, the associated abelian category of left-exact contravariant functors to

abelian groups has highest weight structure in some weak general sense. Much
of the paper is devoted to giving constructions of stratified exact categories and

functors between them, and describing conditions which give rise to stronger

properties of the associated categories and functors. We discuss only the most
general properties of standard objects (projectives, injectives, highest weight

objects, tilting modules etc), and various natural functors (base change, un-

grading functors, translation and projective functors etc) in this setting. The
formal results here are a part of a project to construct and study certain

representation theories associated to Coxeter groups (conjecturally related to

Kazdhan-Lusztig polynomials) and to fans of polyhedral cones (conjecturally
related to h-vectors of polytopal complexes), and to clarify their analogies to

and relationships with highest weight representation categories arising in Lie
theory.

The Kazdhan-Lusztig polynomials Px,y defined in [35] (and their variants) have,
for crystallographic Coxeter groups, important applications in many areas of Lie
theory. It has been conjectured in loc cit that these polynomials Px,y have non-
negative coefficients for an arbitrary Coxeter group. The conjecture is known to
be true for crystallographic Coxeter groups, using an interpretation of Kazdhan-
Lusztig polynomials as Poincaré series of local intersection cohomology of Schubert
varieties (see e.g. [36] and [29]) or closely related interpretations in representation
theory.

To study the conjecture in general, we have initiated (in [18], [22], [21], [23])
the study of certain highest weight representation categories naturally associated
to data consisting (essentially) of a reflection representation of a Coxeter system
(W,S) on a space V and a possibly non-standard system of positive roots of W
on V . In graded characteristic zero versions of these representation categories,
the multiplicities of graded simple modules as composition factors of Verma mod-
ules are conjecturally given by coefficients of Kazdhan-Lusztig polynomials (we
call this the Kazdhan-Lusztig conjecture, in view of its close relationship to the
proven Kazdhan-Lusztig conjecture on Verma module multiplicities in semisimple
complex Lie algebras ([35], [7], [4], [3])). We have also begun the study of closely
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analogous representation theories associated to (possibly non-rational) fans of poly-
hedral cones in a Euclidean space, with similar conjectural applications to the study
of g-vectors of convex polytopes and h-vectors of polytopal complexes [51]. These
representation categories have an interesting and combinatorially rich theory, and
several natural questions and conjectures about Kac-Moody Lie algebras, quan-
tum groups etc and associated geometry are suggested by analogy with results and
conjectures about these representation categories.

A definition and some of the most basic properties of some of these representation
categories was surveyed with incomplete proofs in [23]. In this paper we provide,
with proofs, some extensions of the formal part of the results there which are
important for the examples; notably, we allow infinite weight posets to be able to
obtain more “global” results on structure constants of Iwahori-Hecke algebras (cf.
[23, 5.6]), we give the results more generally for application to the integral versions
of representation theories associated to crystallographic Coxeter groups and to the
study of polytopal complexes, and we make the role of exact categories more explicit
in order to improve (at least slightly) the functoriality of the constructions.

The representation categories of interest are constructed in roughly the following
way. Call an exact category with a family of “standard” objects satisfying the
usual Ext-vanishing conditions of Verma modules in highest weight categories, and
in which every object has a “good filtration” by these standard objects, a stratified
exact category; thus, such categories are a general analogue of the category of
modules with a “Verma flag” in a highest weight category. Now associated to
a stratified exact category, one has an associated abelian category of left exact
contravariant functors from it to abelian groups; this has highest weight structure
in some very weak general sense. Such representation categories can typically be
realized as a category of “diagonalizable modules” over a “diagonalizable ring,” the
description being formally similar to the definition of category O of modules for a
Kac-Moody Lie algebra. We are interested in these categories over commutative
rings and in closely related highest weight categories over fields obtained by base
change from such module categories.

Accordingly, much of the paper is concerned with giving a number of construc-
tions of stratified exact categories and functors between the corresponding abelian
categories, and with describing simple conditions on a stratified exact category
which give rise to desirable features of the representation categories and functors
which may be constructed from them. We have collected general facts which are
useful for the study of the motivating examples from Coxeter groups, polyhedral
cones and Lie theory but which are independent of the context. Most of the results
and methods are variants, generalizations or special cases (in some cases, all three)
of well known ones from Lie theory or general algebra, but we have recorded them
here since the existing references seem inadequate for our intended applications.
The constructions and basic results we give are extremely general and thus very
widely applicable. However, though this greatly facilitates the construction and
study of the motivating examples, none of the deeper phenomena and conjectures
which make those examples particularly interesting hold in the generality of this
paper; moreover, we have no particular reason to expect that the deeper properties
of the motivating examples can be proved within the rather restrictive (not very
functorial) context of this paper.
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The first section of the paper provides an overview. It lists the results which are
most useful for the study of the intended examples and informally discusses these
results in relation to some of those examples. At the end, it mentions a few of the
deeper properties which are conjectured or known to hold in some of those exam-
ples; the detailed discussion of the examples is deferred to future papers. Sections
2–16 contain the proofs of the general facts mentioned in the first section and of
additional related results. There are three appendices. Appendix A explains poset
terminology used throughout this paper. Appendix B describes some facts and
terminology concerning exact categories. Appendix C collects some terminology
and general facts we shall use about categories with automorphisms, and their rela-
tionship with “diagonalizable” graded rings and modules; a much briefer discussion
which should be adequate for many readers is given in 1.10.

1. Main results, examples, and conjectures

In this section, we describe the results in this paper. General background in-
formation and terminology concerning posets and exact categories can be found in
Appendix A and Appendix B respectively. Terminology is mostly standard; one ex-
ception is that we shall find it very convenient to call a functor F : C → D between
exact categories perfectly exact if it is full, faithful, exact, reflects exactness and
has extension closed strict image, and to say that C is a perfectly exact subcategory
of D if it is a subcategory of D and the inclusion functor is perfectly exact.

1.1. Stratified exact categories. Let C be an exact category and let {Cx}x∈Ω

be a family of strict full additive subcategories Cx of C indexed by an interval
finite poset Ω. For any subset Γ of Ω, let CΓ denote the smallest extension closed
(additive) subcategory of C containing Cx for x ∈ Γ, regarded as a perfectly exact
subcategory of C.

Definition. We say that (C, {Cx}x∈Ω) is a stratified exact category if the following
conditions all hold:

(i) Hom(M,N) = 0 if M is in Cx, N is in Cy and x 6≤ y
(ii) CΩ = C
(iii) for x ∈ Ω, any object M of Cx is projective in C6>x

When the conditions hold, we shall abuse terminology and call C itself a stratified
exact category (with strata Cx and weight poset Ω).

Remarks. Condition (iii) could be replaced by the requirement that if L is in in
Cx, N is in Cy and y 6< x, then Ext1C(N,L) = 0 i.e. for such L, N , any short exact
sequence

(1.1.1) 0→ L→M → N → 0

in C is split exact. It follows that if C is stratified, then the opposite category Cop
is a stratified exact category with strata Copx and weight poset Ωop (we identify the
opposite poset Ωop with Ω as a set), and CΓ is stratified with weight poset Γ for
any Γ ⊆ Ω. Moreover, Cx = C{x} is a split exact category for each x ∈ Ω (i.e. its
exact sequences are all split exact sequences).
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1.2. Let B be an exact category and Cx, for x ∈ Ω, be perfectly exact, strict
subcategories of B. We assume that Hom(M,N) = 0 if M is in Cx, N is in Cy and
x 6≤ y. Suppose also that for each x ∈ Ω, there exists a Serre subcategory Bx of
B, containing Cy for all y 6> x, such that every object of Cx is projective in Bx.
Define C to be the smallest extension-closed full additive category of B containing
the objects of Cy for all y ∈ Ω, regarded as a perfectly exact subcategory of B.

The following result is proved in 3.8 (note part (a) is immediate form the defi-
nitions).

Lemma. (a) The family (C, {Cx}x∈Ω) is a stratified exact category.
(b) Assume idempotents split in Cx for all x ∈ Ω. Then any short exact se-

quence 0 → M ′ → M → M ′′ → 0 in B with M , M ′′ objects of C, is an
exact sequence in C (in particular, M ′ is in C). Thus, C is a perfectly exact
subcategory of B.

Remarks. Of course any stratified exact category C arises from this construction, in
a trivial way with B = C. If C is small, it also arises from this construction taking
for B the abelian category C∗ of left exact contravariant functors from C to abelian
groups, as we see subsequently.

1.3. Suppose above that B is a highest weight (abelian) category with weight poset
Ω over a field, such as category O for a semisimple complex Lie algebra or Kac-
Moody Lie algebra, or the category of finite dimensional rational G-modules for a
semisimple algebraic group over an algebraically closed field of prime characteristic;
see e.g. [10] or [32] for general frameworks. One may take Cx to be the category
of objects which are direct sums of universal highest weight modules with highest
weight x (also known as Verma or Weyl modules) and Bx to be the full subcategory
of objects all of whose irreducible subquotients are indexed by highest weights which
are not greater than x. Then the category C above becomes the category of objects
with a finite “good filtration” (by Verma modules). In such situations, one can
often reconstruct B or a closely related abelian category as a natural subcategory
of C∗. For example, if Ω is finite and B has a projective generator P in C, one
typically has B ∼= A-Modfg and C∗ ∼= A-Mod where A = End(P )op; this idea
goes back at least to Bernstein-Gelfand-Gelfand, who applied it to blocks of O for
a semisimple complex Lie algebra. In more general situations, when one works
with “thickened” versions of highest weight categories over general commutative
rings instead of fields and allows infinite weight posets, there is a large abelian
subcategory C† of C∗ which typically is similarly related to B; C† usually has a
natural realization as a subcategory E of the category A-Mod of “diagonalizable”
modules for a “diagonalizable” ring A subject to additional conditions formally
resembling those in the definition of category O for a Kac-Moody Lie algebra. See
1.11 for an example and 1.20 for a general result in this vein.

In contrast to the usual situation in Lie theory, in most of our intended appli-
cations to Coxeter groups and polyhedral cones (see 1.12 and 1.13), one does not
have an a priori description of the highest weight category B of interest. In these
cases, we have to give an independent construction of C and define B as the abelian
subcategory B := C† of C∗ (more precisely, we construct the thickened versions
over commutative rings in this way, realize them as module categories and obtain
the desired highest weight categories over fields by “base change”). The examples
of stratified exact categories C of interest to us for the intended applications are
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generally constructed using a faithful exact functor F : C → D where D is typically
a “familiar” abelian or exact category (such as the category graded modules over a
a polynomial ring over a field, or filtered modules over the T -equivariant K-theory
ring of a flag variety) but where F does not have the favorable properties of the
inclusion C → B in 1.2. In fact, F typically does not reflect exactness or have exten-
sion closed strict image, and may not even be full. General methods of constructing
exact category embeddings F : C → D of this type will be described below for a
larger class of “weakly stratified exact categories” C; if Ω = {•}, a stratified exact
category is a split exact category, whereas a weakly stratified exact category is an
exact category.

1.4. Weakly stratified exact categories. We begin again with an exact category
D and a family {Dx}x∈Ω of strict, full additive subcategories Dx indexed by an
interval finite poset Ω.

We consider the following two conditions on this data:
(i) Hom(M,N) = 0 if M is in Dx, N is in Dy and x 6≤ y
(ii) if L is in in Dx, N is in Dy, x 6≤ y and y 6≤ x, then Ext1D(N,L) = 0.

Lemma. Assume that 1.4(i) and 1.4(ii) hold.
(a) There is a full additive subcategory C of D consisting of the objects M in D

which possess a filtration M = M0 ⊇ M1 ⊇ . . . ⊇ Mn = 0 with M i−1/M i

in Dxi
for some x1, . . . , xn in Ω (depending on M) such that xi ≤ xj implies

i ≤ j.
(b) Fix such a filtration for each M in C, and set M(xi) := M i−1/M i and

M(x) := 0 if x ∈ Ω with x 6= xi for any i. Then up to isomorphism, M(x)
is independent of the choice of the filtration, and there is a natural additive
functor τx : C → Dx with τx(M) = M(x) for M in C.

(c) More generally, let Γ be a locally closed subset of Ω (i.e. x, y ∈ Γ implies
[x, y] ⊆ Γ). Then there is a natural additive functor σΓ : C → C, denoted
M 7→M(Γ), such that M(Γ) is an admissible subquotient object of M and
τx(M) ∼= τx

(
M(Γ)

)
if x ∈ Γ, and τx

(
M(Γ)

)
= 0 if x 6∈ Γ.

(d) If Γ and Λ are locally closed subsets of Ω such that Γ is a coideal of Λ, there
is a natural short exact sequence 0 → M(Γ) → M(Λ) → M(Λ \ Γ) → 0 in
D for each object M of C.

This is proved in Section 2, where we also provide more canonical descriptions
of C and M(Γ) and establish additional facts on filtrations as in (a) (which are just
analogues, appropriate to the weaker conditions assumed here, of Verma flags in
highest weight categories).

For any locally closed subset Γ of Ω, let CΓ be the full additive subcategory of
objects M of C with M(x) = 0 for x 6∈ Γ. Let ιΓ : CΓ → C be the inclusion, and
τΓ : C → CΓ denote the restriction of σΓ.

1.5. Now we can define weakly stratified exact categories.

Definition. We shall say that D is a weakly stratified exact category (with strata
{Dx}x∈Ω and (interval finite) weight poset Ω) if the following conditions hold:

(i) D is an exact category,
(ii) the Dx for x ∈ Ω are perfectly exact, strict subcategories of D satisfying

1.4(i) and 1.4(ii) above
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(iii) every object of D is in the additive category C as defined above i.e. C = D
as additive categories.

(iv) for any locally closed subset Γ of Ω, the truncation functor σΓ is exact.

Remarks. Condition (iv) could be replaced by the requirement that τx : C → Dx is
exact for all x, or replaced by the requirement that a sequence (1.1.1) in D is exact
iff gf = 0 and each sequence

(1.5.1) 0→ L(x)
τx(f)−−−→M(x)

τx(g)−−−→ N(x)→ 0

with x ∈ Ω is exact in Dx (this follows using the 9-lemma and Lemma 1.4).
If (i)–(iv) hold, then for any locally closed Γ ⊆ Ω, DΓ := CΓ is a perfectly exact

subcategory of D and is itself naturally a weakly stratified exact category with
weight poset Γ and strata Dx for x ∈ Γ.

1.6. The following lemma is proved in 3.9.

Proposition. Let D be an exact category with a family {Dx}x∈Ω of perfectly exact
strict subcategories indexed by a locally finite poset Ω.

(a) If (D, {Dx}x∈Ω) is a weakly stratified exact category, then Ext1D(L,N) = 0
if L is in Dx, N in Dy and x 6≤ y.

(b) If (D, {Dx}x∈Ω) is a weakly stratified exact category, then for any locally
closed subset Γ of Ω and any objects M , N of DΓ, the natural map

Exti
DΓ

(M,N)→ Exti
D(M,N)

is an isomorphism.
(c) If (D, {Dx}x∈Ω) is a stratified exact category, then Exti

D(N,L) = 0 for all
i ≥ 1 if N is in Dx and L is in Dy with x 6< y.

(d) (D, {Dx}x∈Ω) is a stratified exact category iff it is a weakly stratified exact
category and each stratum Dx is a split exact category.

1.7. Construction of weakly stratified exact categories. The following con-
struction of weakly stratified exact categories is a more general version of the con-
struction sketched in [23, 1.1.–1.5].

Proposition. Let D be an exact category and Dx for x ∈ Ω be strict, full additive
subcategories of D which are each endowed with a structure of exact category so the
inclusion Dx → D is exact. Assume 1.4(i) and 1.4(ii) hold, so one may define the
category C and functors τx : C → Dx as in 1.4. Define a sequence (1.1.1) in C to be
exact if gf = 0 and for each x, (1.5.1) is a short exact sequence in Dx.

Then (C, {Dx}x∈Ω) is a weakly stratified exact category.

More generally still, in Sections 3 and 5, we shall give a construction which,
to exact categories D, Dx for x ∈ Ω and a family {Fx : Dx → D}x∈Ω of exact
functors, associates a weakly statified exact category C0 with strata C0x ∼= Dx (as
exact categories) and an exact functor F : C0 → D. One may view C0 as having
been obtained by gluing together the strata Dx allowing extensions from their strict
images Fx(Dx) in D which are “compatible” with the poset Ω. In the case where the
strict images of the Fx satisfy 1.4(i) and 1.4(ii), we denote the weakly stratified exact
category we construct as C0 = C0[{Fx : Dx → D}x∈Ω] (the construction in this case
is given in Section 3); if in addition all Fx are full, faithful, exact inclusion functors,
then the functor F induces an equivalence of weakly stratified exact categories
between C0 and C as defined in the above proposition. The weakly stratified exact
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category we associate to general functors {Fx}x∈Ω is C0[{jxFx : Dx → DIop}x∈Ω]
where DIop

is an exact category of “sheaves” on Ω and jx : D → DIop
sends an

object M of D to the corresponding “skyscraper sheaf” with global sections M and
support equal to the closure { y ∈ Ω|y ≥ x } of x (see 5.9 for precise details).

1.8. Construction of representation categories. If C is a svelte exact category
(i.e. skeletally small), we replace C by an equivalent small exact category C0 and
define C∗ to be the abelian category of left exact contravariant functors from C
to abelian groups (see Appendix B for more details here and below). There is a
natural perfectly exact functor (Gabriel-Quillen embedding) φC : C → C∗ given by
φC(M) = HomC(?,M).

In general, if D is another such (small) exact category and F : C → D is a right
exact functor, F induces a left exact functor F ∗ : D∗ → C∗. The functor F ∗ has a
left adjoint which is a right exact functor F∗ : C∗ → D∗ extending F in the sense
that F∗φC

∼= φDF . The correspondence F 7→ F∗ preserves composites and adjoints.
Now let C be a svelte weakly stratified exact category. For any open subset

(ideal) Γ of Ω, the functor τ∗Γ : C∗Γ → C∗ is perfectly exact. Define C† to be the full
abelian subcategory of C∗ consisting of objects which belong to the strict image of
τ∗Γ for some f.g. ideal Γ of Ω (see 4.1).

1.9. Some general properties of C∗ and C† for a stratified exact category C, are
given in Section 4. Module-theoretic variants of many of these facts are described
later in this section; these variants require slightly stronger assumptions on C which
hold in most of the intended applications.

Before proceeding with the discussion of these results, we introduce the class
of diagonalizable rings and their diagonalizable modules which are used in their
module-theoretic formulation (see Appendix C) and mention three examples which
have motivated the considerations of this paper; many of the subsequent results
will be briefly discussed in relation to these examples.

1.10. Diagonalizable rings. By a G-graded J-diagonalizable ring A, we mean a
(possibly non-unital) G-graded ring A = ⊕g∈GAg (G a group) with a specified set
{ej}j∈J of orthogonal homogeneous idempotents such that A = ⊕j,k∈J ejAek. If
B = ⊕j,k∈JfjBfk is another such ring, a ring homomorphism A→ B is required to
map ej 7→ fj for all j. We call a G-graded A-module M = ⊕g∈GMg diagonalizable
if M = ⊕j∈J ejM . Let A-mod denote the category of diagonalizable graded A-
modules, with homogeneous A-module homomorphisms of degree 1G as morphisms.
We generally call A itself simply a G-graded ring, omitting explicit mention of the
set J unless necessary to avoid confusion; if the grading G is fixed in the discussion,
as it often is, we may even call A just a ring. Similarly, the objects of A-mod will
hereafter be called graded A-modules or even just A-modules. All limits, colimits
etc of G-graded J-diagonalizable rings (resp., modules) are taken in the category
of G-graded J-diagonalizable rings (resp., modules). There is a natural action of G
as a group of automorphisms of A-mod by grading shift. For a graded A-module
M , rad A (resp., Rad A) denotes the graded (resp., ungraded) radical of M i.e. the
intersection of the family of all graded (resp., ungraded) maximal submodules of
M .

We call an additive, (resp., abelian or exact) category C with a given action of a
group G by automorphisms as additive (resp., abelian or exact category) an additive
(resp., abelian or exact) category over G. We call the automorphisms translations
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of C and generally denote them as {Tg}g∈G; we also often write TgM = M〈g−1〉.
A functor F : C → D between additive categories over G is said to be a functor
over G if it is compatible with translations, in the sense that FTg = TgF for all F .

Let C be an additive category over G. For a family M of objects in C, AddM
(resp., addM) denotes the full additive subcategory of all direct summands of finite
direct sums of copies of (resp., translates of) objects of M. For M , N in C, we de-
fine the G-graded Z-module homC(M,N) with homC(M,N)g = HomC(M,TgN).
Similarly, define exti(M,N) if C is an abelian or exact category and the Tg are
exact functors. Now if M = {Mj}j∈J , then there is a naturally associated J-
diagonalizable, G-graded ring A = end(M)op with ejAek = hom(Mj ,Mk) and mul-
tiplication by composition. Moreover, there is a natural functor hom(M, ?) : C →
A-mod with ej hom(M, N) = hom(Mj , N) for N in C. Similarly, one defines
hom(?,M), and defines exti(M, ?), exti(?,M) if C is exact.

1.11. Example 1: Categories from Kac-Moody Lie algebras. Let g = n− +
h + n+ be a symmetrizable Kac-Moody Lie algebra with enveloping algebra U =
U(g) (unexplained notation is as in [34] unless otherwise indicated). Partially order
h∗ by setting µ ≤ λ if λ−µ ∈ Q+ := ⊕α∈ΠNα. Let S = U(h) (a polynomial ring on
a basis of h) and A be one of the following S-algebras: A = S, or A is the localization
Sm0 of S at the maximal ideal m0 of polynomials in S with zero constant term, or
A = S/m0

∼= C. Let m denote the maximal ideal of A if A = C or A = Sm0 , and
let m = m0 if A = S. Let π : S → A be the structural morphism.

Define the Anderson-Jantzen-Soergel category (cf. [1])MA of (U,A)-bimodules
M with an h∗-gradation M = ⊕λ∈h∗Mλ as right A-module such that hm = mπ(h+
〈λ, h〉) for all m ∈ Mλ, h ∈ h ⊆ S ⊆ U and UλMµ ⊆ Mλ+µ where Uλ is the λ-
weightspace of U(g) under the adjoint action of h; morphisms are (U,A)-bimodule
homomorphisms respecting the grading. Then MA is an abelian category; we
consider also its full abelian subcategories M′

A ⊇ M′′
A with M′

A consisting of
modules M such that there exist λ1, . . . , λn ∈ h∗ such that Mλ 6= 0 unless λ ≤ λi

for some i and M′′
A consisting of objects M of M′

A such that each Mλ is a f.g.
A-module. Then M′′

C is the usual category O for g; we regard M′
A and M′′

A as
“thickened versions” of O over A (the former without finiteness conditions).

Let b+ := n+ + h. For any λ ∈ h∗, let Aλ be a (U(b+), A)-bimodule equal to
A as right A-module, with n+(Aλ) = 0 and hm = mπ(h + 〈λ, h〉) for all m ∈ Aλ

and h ∈ h. The (U,A)-bimodule Nλ := ZA(λ) := U ⊗U(b+) A
λ can be naturally

regarded as an object of M′′
A with 1U × 1A ∈ ZA(λ)λ (cf [1]). Thus, ZC(λ) is the

usual Verma module of highest weight λ.
Define D = M′

A and for x ∈ Ω, let Dx := Add {ZA(x)}. One can show that
EndD(ZA(Λ)) ∼= A naturally, and that 1.4(i) and 1.4(ii) hold (in fact, if A = S or
A = Sm0 then HomD(ZA(λ), ZA(µ)) = 0 unless λ = µ).

The “blocks” of M′
A over A are defined to be the equivalence classes for the

finest equivalence relation ≡ on h∗ such that λ ≡ µ if Exti
M′

A
(ZA(λ), ZA(µ)) 6= 0

for some i ≤ 1. For general reasons, the blocks for A = C and A = Sm0 are both
the same as the blocks of O which were explicitly computed in [13]; in that case,
one has for each block Ω a full subcategory OΩ of O consisting of all modules all
of whose irreducible subquotient modules have their highest weights in Ω, and O
is determined by these block subcategories. (Over A = S, the blocks are quite
different.)
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One would like, for a fixed block Ω of O, to construct a thickened version of the
block category OΩ over A = Sm0 , or, more subtly, over A = S. In order to do this,
one can proceed as follows. Give Ω the induced order as a subset of h∗. Let C = CA
be the smallest extension closed additive subcategory of D containing the objects
ZA(x) for all x ∈ Ω, regarded as a perfectly exact subcategory of D. It is easy to
show (e.g. using 1.2) that CA is equal to the stratified exact category associated by
the construction 1.7 to D and its additive subcategories Dx (regarded as split exact
categories) for x ∈ Ω. The category E := C†A may be regarded as an analogue of
M′

A associated to the block Ω. It contains (for fixed A) full abelian subcategories
Efin ⊆ Efg satisfying additional finiteness conditions (see 1.30). If A = C, it can
be shown using 1.20 that Efin = Efg is equivalent to the full subcategory of OΩ

consisting of objects M such that there exist λ1, . . . , λn ∈ Ω such that if Mµ 6= 0,
then λi − µ ∈ Q+ for some i. For each of the three possible choices of A we allow,
Efin may be regarded as an analogue (corresponding to the weight poset Ω ⊆ h∗) of
M′′

A (which corresponds to the weight poset h∗).

1.12. Example 2: Categories from Coxeter groups. We describe here one nat-
ural family of representation theories (over the real numbers) associated to Coxeter
groups, from among several mentioned in [23]. We allow infinite weight posets and
“singular infinitesimal character on both sides” since these situations (cf. [23, 5.6.])
are responsible for many features of our treatment here. Another class of exam-
ples which have motivated the general setup considered in this paper are various
integral and prime characteristic versions of some of these examples (associated to
crystallographic reflection representations), but we make only sporadic mention of
these.

Let (W,R) be a (f.g. for simplicity) Coxeter system in its (standard, for definite-
ness) reflection representation (see [6] or [31]) on a real finite-dimensional vector
space V . For the exposition here, if the associated bilinear form is degenerate
(e.g. for an affine Weyl group) we need to enlarge V and extend the form to a
non-degenerate symmetric bilinear form on V .

Consider W in either Chevalley-Bruhat order or reverse Chevalley-Bruhat order;
accordingly, we define l : W → Z by l = l0 or l = −l0 where l0 is the standard length
function onW (one could also use orders associated to more general length functions
as in [19], see [23]). Let S be the symmetric algebra of V over R graded in even
degrees so S2 = V ; the W action on V extends naturally to an action of W as a
group of graded R-algebra automorphisms of S. For any finite standard parabolic
subgroup WL of W , let SL denote the corresponding ring of WL-invariants on S (it
is well known that SL is a graded polynomial ring). Fix finite standard parabolic
subgroups WJ and WK of W , and let Ω be the set of minimal length (WJ ,WK)
double coset representatives in W with respect to l, given the order induced as a
subset of W by ≤.

Let D be the abelian category of graded SJ ⊗R S
K-modules, with homogeneous

maps of degree zero respecting the module structure as morphisms. The group G =
Z acts as a group of automorphismsM 7→M〈n〉, n ∈ Z ofD by grading shifts, where
(M〈n〉)m = Mm−n. Define for each d ∈ Ω the graded module Nd := Sd−1Jd∩K〈l(d)〉
in D with SJ ⊗R S

K action given by (a ⊗ b)(n) = nbd−1(a) for a ∈ SJ , b ∈ SK

and n ∈ Sd−1Jd∩K , where nbd−1(a) is just the product in Sd−1Jd∩K . For d ∈ Ω set
Dd := addNd.
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Here, one has end(Nd) ∼= Sd−1Jd∩K for each d ∈ Ω, and the conditions 1.4(i)
and 1.4(ii) hold (in fact, hom(Nx, Ny) = 0 for x 6= y in Ω); however, in contrast
to Example 1, one may have ext1(Nx, Ny) 6= 0 with y ≤ x (cf. [23] or [17] for
explicit formulae in the case K = ∅). Using 1.7, one may define the associated
stratified exact category C and abelian categories C† ∼= E ⊇ Efg ⊇ Efin which are
conjecturally closely analogous to the corresponding categories in Example 1 with
A = S, but with graded structure. To obtain analogues in this setting over C
of the representation theories over A = C in Example 1, one applies certain base
change and forgetful functors (forgetting grading) to those over S, as discussed
subsequently.

If it is necessary to indicate dependence of C on J , K, l we write it as JCK
l .

Remarks. If W is finite, one could work equivalently with graded SJ ⊗SW SK-
modules instead of graded SJ ⊗R S

K-modules.

1.13. Example 3: Categories from fans of polyhedral cones. To partly mo-
tivate the more general constructions in Sections 3 and 5, we give a natural example
in which the construction in Proposition 1.7 is not quite adequate.

Let V be a finite-dimensional R-vector space, and let S be the symmetric algebra
of V over R, graded so S2 = V . Let D be the category over Z of graded S ⊗R S-
modules, with translations by grading shifts.

By a fan Ω in V , we mean a set Ω of polyhedral cones in V such that any face
of a cone in the fan is also a cone in the fan, and the intersection of any two cones
of the fan is a face of both of those two cones. Fix a (finite for simplicity) fan Ω in
V , and partially order Ω by inclusion. For x ∈ Ω, define l(x) as the dimension of
the linear span of x.

Now assume further that V is a Euclidean space i.e. V is endowed with an inner
product (a positive definite R-valued symmetric bilinear form). For x ∈ V , let sx

be the orthogonal reflection in x i.e. the linear map on V with the linear span of x
(resp., the orthogonal complement of x) as its 1-eigenspace (resp., −1-eigenspace),
and extend sx to a graded R-algebra automorphism of S. For x ∈ Ω, define Nx in D
to be equal to S〈l(d)〉 as graded R-vector space, with S⊗RS-module structure given
by (a⊗ b)n = nbsx(a) (product in S) for a, b ∈ S and n ∈ Nx. Let Dx = addNx.

Now one has end(Nx) ∼= S for x ∈ Ω; if Ω consists of all faces of some fixed
polyhedral cone, then the conditions 1.4(i) and 1.4(ii) hold (in fact, hom(Nx, Ny) =
0 unless x = y). For a general fan, neither 1.4(i) nor 1.4(ii) hold, but one can use
5.9 to define C, C∗, C† etc, which are conjecturally closely analogous to categories
in the preceding two examples. Again, one can obtain analogues of the categories
in Example 1 over A = C by applying base change and forgetful functors described
later.

Remarks. In general, a “global” weakly stratified exact category C can be regarded
as having been obtained by “gluing” the “local” categories C≤y for y ∈ Ω; in the
above example, observe that each C≤y is the stratified exact category associated to
the face lattice of a single polyhedral cone and can therefore be constructed using
just Proposition 1.7.

It should not be difficult to show that, more generally, (weakly) stratified exact
categories with weight posets forming an open cover of Ω can be glued to give
a (weakly) stratified exact category with weight poset Ω, if they satisfy suitable
compatibility conditions (analogous to those needed for gluing sheaves).
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1.14. As already mentioned, the “representation categories” C† considered in Ex-
amples 1–3 above have realizations as full subcategories E of A-mod, for an Ω-
diagonalizable G-graded ring A, where G = {1} (resp., G = Z) in Example 1
(resp., Examples 2 and 3). This is useful in applications for obtaining other similar
representation categories (e.g. by base change or by forgetting the grading, or by
imposing extra finiteness conditions similar to those imposed onM′

A to getM′′
A in

Example 1).
The ring A arises as endĈ(P)op for a suitable family P of projective objects in

a category Ĉ of pro-objects of C, as we shall now describe. For finite Ω, one may
canonically identify Ĉ ∼= C.

1.15. Pro-objects. Fix a weakly stratified exact category C with strata Cx for
x ∈ Ω. The category Ĉ in general is studied in Section 6 after some preparation in
Section 5. We summarize the definition and the most important technical properties
of Ĉ below.

Let I1 be the set of ideals Γ of Ω such that Γ ⊆ Γ′ for some finitely-generated
ideal Γ′ of Ω. Let I0 be the set of ideals of the form { y|y ≤ x } for some x ∈ Ω,
Let I0 ⊆ I ⊆ I1 and regard I, I0 and I1 as posets ordered by inclusion. Note that
Ω ∈ I1 for l = −l0 in Example 2 or if Ω is finite (e.g. in Example 3).

Let I be as above and define a category ĈI as the full subcategory of inverse
systems {QΛ}Λ∈I of objects of C such that QΛ(x) = 0 for x 6∈ Λ, and for Λ ⊇ Σ
in I, the restriction map QΛ → QΣ is an admissible epimorphism in C with kernel
σΛ\Σ(QΛ).

For locally closed subsets Γ of Ω, there is a “truncation functor” σ̂Γ,I : ĈI → ĈI
defined on objects by {QΛ}Λ∈I 7→ {QΛ(Γ)}Λ∈I . There is also a natural functor
θI : C → ĈI mapping an object Q of C to the inverse system {Q(Λ)}Λ∈I , with the
unique restriction maps which are admissible epimorphisms in C compatible with
the canonical epimorphisms Q→ Q(Λ) for Λ ∈ I.

Lemma. (a) ĈI has a natural structure of exact category.
(b) The forgetful functor F : {QΛ}Λ∈I 7→ {QΛ}Λ∈I0 is an equivalence of exact

categories ĈI → ĈI0 , satisfying FθI
∼= θI0 and Fσ̂Λ,I

∼= σ̂Λ,I0F . Hence we
write simply ĈI = Ĉ, σ̂Γ,I = σ̂Γ and θI = θ.

(c) The functor θ is perfectly exact, and θσΓ
∼= σ̂Γθ for any locally closed subset

Γ of Ω.
(d) If Γ is a locally closed subset of Ω which generates an ideal Γ′ ∈ I1, there is

a natural exact functor ρΓ : Ĉ → C which we denote Q 7→ Q(Γ), determined
by {QΛ}Λ∈I1 7→ τΓQΓ′ . Moreover, ρΓθ ∼= σΓ.

(e) If Γ ∈ I1, then θ is an equivalence of exact categories.

We will write an object M of Ĉ as M = {MΓ}Γ∈I , where we choose I = I0 or
I = I1 as convenience dictates. Frequently, we regard C as a subcategory of Ĉ by
means of θ, and we identify C = Ĉ if Ω ∈ I1.

Remarks. One may think of Ĉ as the “inverse limit” of the CΛ for Λ ∈ I with respect
to the truncation functors τΣ : CΛ → CΣ for Λ ⊇ Σ in I. Objects of ĈI1 are analogues
of flabby sheaves of objects of C, in the sense that for the “presheaf” {QU}U∈I1 in
ĈI1 , the sheaf condition holds for finite coverings of U ∈ I1 by objects of I1. The
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equivalence ĈI1
∼= ĈI0 is technically important for Zorn’s lemma arguments involving

Ĉ, and corresponds to the usual local description of sheaves by their stalks.

1.16. Bistable functors. In Section 6, we consider various “stability properties”
of a right exact functor F : C → D between stratified exact categories. These hold
automatically if the weight posets of C and D are finite. The strongest of these
conditions, which we call bistability, implies F∗ and F ∗ restrict to functors F† and
F † between C† and D†; a weaker condition than bistability, which we call stability
backwards for f.g ideals, has the following consequences.

Theorem. Let Ci be weakly stratified exact categories. Suppose that F, F ′ : C1 → C2
and G : C2 → C1 are right exact functors which are stable backwards for f.g. ideals
and ε : F → F ′ is a natural transformation.

(a) F can be naturally extended to a right exact functor F̂ : Ĉ1 → Ĉ2 so that for
an object M in Ĉ1, (F̂M)Γ := lim←−Λ∈I1 σΓF (MΛ). If F is exact, so is F̂ .

(b) ε induces in a natural way a natural transformation ε̂ : F̂ → F̂ ′

(c) If G is right adjoint to F , then Ĝ : Ĉ2 → Ĉ1 is a right adjoint to F̂ .

One uses this in applications of Example 2 to the combinatorial study of the
generic Iwahori-Hecke algebra, for which it is necessary to show that certain functors
F̂ preserve projective objects of Ĉ.

1.17. Standard objects N. We now fix a stratified exact category C over a group
G (i.e. C is stratified exact category with a compatible structure of exact category
over G such that the translations preserve each stratum Cx for x ∈ Ω).

Suppose C is svelte. Fix once and for all for each x ∈ Ω a family Nx := {Nx,i}i∈Ix

of objects of Cx such that Cx = addNx (we call Nx a family of standard objects
of weight x in C; in many, but not all, applications there is a natural choice of
Nx). We define the G-graded unital ring Rx,i := end(Nx,i)op and the G-graded
(diagonalizable) ring Rx := end(Nx)op, so eiRxej = hom(Nx,i, Nx,j) for i, j ∈ Ix.
Define the graded Jacobson radicals Jx,i := rad Rx,i and Jx := rad Rx.

Generally, we will write {Nx,i}i for {Nx,i}i∈Ix
, {Nx,i}x,i for {Nx,i}x∈Ω,i∈Ix

and
similarly for other families indexed by pairs (x, i). Sometimes we write ei ∈ Rx as
ex,i; if {Ix} is a singleton, as in Examples 1–3, we may suppress the i ∈ Ix from
notation, writing Nx,i as Nx, ex,i as ex or e etc.

In Example 1, G is trivial and Rx = A (ungraded ring) for all x. In Example
2 (resp., Example 3), G = Z acting by degree shifts and Rx = Sx−1Jx∩K (resp.,
Rx = S). Note all these rings are Noetherian (even as ungraded rings).

1.18. Projective pro-objects. Let P (resp., P̂) denote the split exact category
of projective objects in C (resp., Ĉ); we study them in Section 7. The main facts
are as follows. A convergent direct sum in Ĉ is defined to be one of the form
M = ⊕jMj such that for each Γ ∈ I1, Mj,Γ is non-zero for only finitely many j

(such a sum exists for any such Mj and is also the product of the Mj in Ĉ; see 6.5).
By a standard family of projectives in Ĉ, we mean a family P := {Px,i}x∈Ω,i∈Ix

of
projective objects of Ĉ such that Px,i(x) ∼= Nx,i and Px,i(y) = 0 unless y ≥ x. We
define the support of an object M of Ĉ to be the closure of {x ∈ Ω | M(x) 6= 0 }
(i.e. the coideal it generates).
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Theorem. (a) An object P of Ĉ is projective iff for each x ∈ Ω, the natural
map gP,x : homC(P (x),Nx)→ ext1C(P (< x),Nx) induced by the short exact
sequence 0→ P (x)→ P (≤ x)→ P (< x)→ 0 in C is an epimorphism.

(b) A standard family of projective objects of Ĉ exists iff Ĉ has enough projective
objects in the usual sense, or equivalently if each CΓ for Γ ∈ I has enough
projectives. Then we say C has enough projective pro-objects.

(c) There are enough projective pro-objects of C if ext1C(Ny,i,Nx) is a graded
Noetherian right Rx-module for all x > y in Ω and i.

(d) If P is a standard family of projectives, each object M of Ĉ has a projective
resolution P • →M → 0 by projective objects which are direct summands of
convergent direct sums of translates of objects of P. In fact, let Γ0 be the
support of M and recursively define Γi+1 to be Γi with all of its minimal
elements deleted (or Γi+1 = ∅ if Γi = ∅). Then ∩iΓi = ∅ (so Γi = ∅ for
large i if Ω ∈ I1) and one can choose such a resolution so the support of P i

is contained in Γi.

Projective objects are constructed essentially by taking iterated “maximal non-
split extensions,” extending a method used to construct projective objects in suit-
able highest weight categories over fields in [9, (5.9)] and [3, 3.2.1]. In situations
like Example 1, there are often alternative constructions of projectives using “trun-
cated induced modules;” these go back to Bernstein-Gelfand-Gelfand in the case of
category O for a semisimple complex Lie algebra and have been used for infinite
weight posets in [47] and over more general commutative rings than fields in [24]
and [1], for instance. Using (c) above, it is not difficult to see that C and Cop both
have enough projective pro-objects in Examples 1–3.

Remarks. For any M in Ĉ and x ∈ Ω, homC(M(x),Nx) is a f.g. projective right
Rx-module so in particular, if P in Ĉ is projective, then ext1C(P (< x),Nx) is f.g. as
right Rx-module.

1.19. C† as a module category. Assume for the remainder of Section 1 that the
stratified exact category C has enough projective pro-objects. Fix a standard family
P of projectives of P̂. We write Px,i = {Px,i,Γ}Γ∈I1 and define the family PΓ :=
{Px,i,Γ}x,i of objects of C. Define AΓ := endC(PΓ)op and A := endĈ(P)op. The
family AΓ is a family of quotient rings of A, and A identifies with the inverse limit of
this family (in the category of G-graded diagonalizable rings A = ⊕x,i,y,j ex,iAey,j).

Let E denote the full abelian subcategory of A-mod consisting of graded A-
modules which are AΓ modules for some Γ ∈ I1, and let Ê be the full subcategory
of A-mod consisting of graded A-modules which are the direct limit (i.e. union) of
their submodules in E .

In Section 8, we prove the following result (actually under much weaker hypothe-
ses than those above).

Theorem. (a) There is an equivalence of abelian categories C∗ ∼= Ê under
which the Yoneda functor φC : C → C∗ given by M 7→ HomC(?,M) corre-
sponds to the composite functor ϕ = homĈ(P, θ?) : C → Ê.

(b) This equivalence restricts to equivalences of abelian categories C† ∼= E and
C∗Γ ∼= AΓ-mod for Γ ∈ I1.

(c) If Γ ∈ I1, the composite CΓ → C∗Γ ∼= AΓ-mod restricts to a perfectly exact
functor, from the split exact category of projective objects of CΓ to the split
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exact category of f.g. graded projective AΓ-modules; moreover, the restric-
tion is an equivalence if idempotents split in C

1.20. We wish to describe a result which, under suitable assumptions, enables one
to identify B ∼= E ∼= C† in situations like that of 1.2.

Suppose that C in 1.19 is a perfectly exact subcategory over G of an abelian
category B over G. Assume that there is a given directed family (with respect to
inclusion) of Serre subcategories {BΛ}Λ∈I1 of B over G such that

(i) B is the directed union B = lim−→Λ∈I1
BΛ.

(ii) each BΛ has arbitrary coproducts
(iii) for each Λ ∈ I1, each object of PΛ is projective in BΛ

(iv) every object of BΛ is a quotient of a (possibly infinite) direct sum of copies
of translates of objects in PΛ

(v) each functor hom(P, ?) for P in PΛ preserves infinite direct sums in BΛ

Proposition. Let ι : C → B be the inclusion. Then there is an equivalence of
categories F : B → E satisfying Fι ∼= ϕ : C → E under which the strict image of BΓ

is AΓ-mod. Conversely, if one identifies C with its strict image under ϕ in E, the
above conditions are satisfied with B = E and BΓ = AΓ-mod for Γ ∈ I1.

We give an example related to Example 1. Let DA denote the smallest extension
closed additive subcategory of M′

A containing all ZA(λ) for λ ∈ h∗, regarded as a
perfectly exact subcategory of M′

A. Then DA is a stratified exact category with
weight poset h∗ (ordered as in Example 1) and strata AddZA(x). The proposition
can be used to show that D†A ∼=M′

A.

1.21. Comparison of Extensions. The following basic lemma comparing exten-
sions in C, E and AΓ-mod is proved in 9.2 (cf [15, Statement 3], [10, 3.9], 1.6(b)
and 4.5).

Lemma. (a) For M , N in C, the natural maps induced by ϕ give isomorphisms
exti

C(M,N) ∼= exti
E(ϕ(M), ϕ(N))

(b) If Γ ∈ I1 and M , N are graded AΓ-modules, then the natural maps give
isomorphisms exti

AΓ-mod(M,N) ∼= exti
E(M,N).

1.22. Left Stratified Rings. In Section 10, we characterize the rings which arise
by the construction of 1.19 applied to stratified exact categories, as follows. We
take I = I1.

Consider a diagonalizable G-graded ring A = ⊕x,x′∈Ω⊕i,i′∈Ix
ex,iAex′,i′ with an

inverse system {A(Γ)}Γ∈I of quotient rings satisfying the following conditions:
(i) ex,iA(Γ)ex′,i′ = 0 unless x, x′ ∈ Γ
(ii) For Γ ⊆ Λ in I, the kernel V of the epimorphism A(Λ)→ A(Γ) is the two-

sided ideal of A(Λ) generated by {ex,i}x∈Λ\Γ,i, and for each y and j, V ey,j

has a finite filtration as graded A-module with successive subquotients in
addA(≤ z)ez,k for various z ≥ y and k with z ∈ Λ \ Γ.

(iii) A ∼= lim←−Γ∈I
A(Γ) as diagonalizable graded ring.

We say that the pair (A, {A(Γ)}Γ∈I) is left stratified (or that A is a left stratified
ring with weight poset Ω and standard quotients {A(Γ)}Γ∈I) if these conditions
hold. If Aop is left-stratified with weight poset Ω and standard quotients {A(Γ)op},
we say that A is right stratified by {A(Γ)}. Finally, we say that A is stratified by
{A(Γ)} if it is left and right stratified by {A(Γ)}.
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Proposition. A pair (A, {A(Γ)}Γ∈I) is left stratified iff it is isomorphic to a pair
(A, {A(Γ)}Γ∈I) obtained from a standard family of projective pro-objects of a strati-
fied exact category (C, {Cx}x∈Ω) as in 1.19. Moreover, if this holds then (A, {A(Γ)})
is stratified iff in addition each module ⊕iey,jA(≤ x)ex,i is a f.g. projective right
module for the ring ⊕i,i′ex,iA(≤ x)ex,i′ .

We shall say that C is a strongly stratified exact category if it has enough pro-
jective pro-objects and A is a stratified ring (this condition is independent of the
choice of the Nx and P). Note C is strongly stratified iff CΓ is strongly stratified
for each finite locally closed subset Γ of Ω.

Remarks. The class of left stratified rings is not a particularly natural one, but it
is adequate (and in fact very convenient) for our applications.

1.23. In studying the motivating examples of stratified exact categories C, strong
stratification of C and Cop is often an important point of the theory. In Example
1, CC and CopC are (trivially) strongly stratified. If A = Sm0 , CA can be shown to
be strongly stratified but I do not know if CopA is strongly stratified. We conjecture
that (resp., ask if) strong stratification of CS (resp., CopS ) holds in Example 1.

A basic fact which will be proved in subsequent papers is that C and Cop are
both strongly stratified in Examples 2 and 3 (see [23, 3.5] for a sketch of a special
case in Example 2). In general, the existence of a suitable duality (contravariant
equivalence) on the subcategory of projective objects of Ĉ would imply that C is
stratified, and such a duality is known or conjectured to exist (but often not easy
to construct) in many natural situations (e.g. its existence is known in Examples
2–3 and in Example 1 with A = C or A = Sm0 , but is only conjectural in Example
1 with A = S).

1.24. Stratified rings are related to the integral quasi-hereditary k-algebras [11]
and to the cellular algebras of [28]. They are also related to classes of algebras
considered by Konig [48] and to algebras defined recently by Zong-Zhu Lin and Jie
Du; over fields they are related to the BGG algebras of [32]. We make no attempt
to discuss the relationships thoroughly, but in Section 11, we discuss some simple
conditions under which stratified rings in our sense are integral quasi-hereditary
algebras or cellular algebras. As a special case of the facts there, one can show that
the (unital) stratified rings associated to Example 3 are, as ungraded ring, integral
quasihereditary (with respect to the natural sequence of defining ideals) and cellular
as S ⊗R R-algebra or R⊗R S-algebra. In Example 2, replacing Ω by a finite locally
closed subset Γ of Ω and C =J CK

l by its full subcategory CΓ for the construction
of A (so as to obtain a unital ring), the resulting stratified ring is integral quasi-
hereditary and cellular as ungraded SJ ⊗R R-algebra (resp., R ⊗R S

K-algebra) if
J = ∅ (resp., K = ∅), but not in general.

1.25. ∆-modules and ∇-modules. We now define important families ∆x :=
{∆x,i}i, ∇x := {∇x,i}i of objects of E . Let Γ be an ideal of Ω with x as maximal
element, for example Γ := { y | y ≤ x }. The “∆-modules” (corresponding to the
choice of standard objects {Nx,i}x,i) are defined by

∆x,i := ϕ(Nx,i) ∼= homC(PΓ, Nx,i)

and the corresponding ∇-modules are defined by

∇x,i = homC(P(x), Nx,i)
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where P(x) := {Py,j(x)}y,j (note hom(P(x),M) is a A-module for M in C by the
natural homomorphism end(P)op → end(P(x))op).

Write ∆x = ⊕i∆x,i and ∇x = ⊕i∇x,i, ∆ := {∆x,i}x,i, ∇ := {∇x,i}x,i. There
is a natural family of maps αx := {αx,i}i where αx,i : ∆x,i → ∇x,i is the evident
map hom(Px,i(≤ x), Nx,i)→ hom(Px,i(x), Nx,i). To indicate dependence on A, we
write if necessary ∆A, ∇A etc.

Remarks. As objects of the functor category C∗, one has ∆x,i = hom(?, Nx,i) =
hom(σ≤x?, Nx,i), ∇x,i = hom(σx?, Nx,i) and αx,i is induced by the canonical nat-
ural transformation σx → σ≤x.

1.26. In Section 9, we prove the following ext vanishing properties of these modules
(similar to those of Verma and coVerma modules [10], [32]; cf also 1.41).

Proposition. (a) There are graded ring isomorphisms Rx = endE(Nx)op =
endE(∆x)op = endE(∇x)op of rings, and (Rx, Rx)-bimodule isomorphisms
homE(∆x,∆x)

∼=−→ homE(∆x,∇x)
∼=←− homE(∇x,∇x) ∼= Rx induced by αx.

(b) One has extp
E(∆x,∆y) = 0 unless either x < y, or x = y and p = 0.

(c) One has extp
E(∇x,∇y) = 0 unless either x > y, or else x = y and p = 0.

(d) One has extp
E(∆x,∇y) = 0 unless x = y and p = 0.

Note that ey,j∇x
∼= hom(Py,j(x),Nx) is a f.g. projective right Rx-module. On

the other hand, ey,j∆x = Hom(Py,j,≤x,Nx) is a f.g. projective Rx-module for all
x, y and j iff A is a stratified ring (see 10.2).

1.27. We define also the following right A-modules. Let Γ ∈ I1 with x as maximal
element. Define the (Rx,AΓ)-bimodule

∆Aop

x := hom(Nx,PΓ) ∼= ⊕jex,jAΓ
∼= hom(Nx,P(x)).

Define also the right A-module ∆Aop

x,i := ex,iAΓ, and the families ∆Aop

x := {∆Aop

x,i }i,
∆Aop

:= {∆Aop

x,i }x,i of right A-modules.
Similarly, define the right A-module

∇A
op

x,i := ⊕y,j homRop
x

(ey,j∆x, eiRx),

the (Rx,A)-bimodule ∇Aop

x = ⊕i∇A
op

x,i and the families ∇Aop

x := {∇Aop

x,i }i, ∇Aop
:=

{∇Aop

x,i }x,i of right A-modules.
If A is stratified, the modules defined above are the analogues for Aop of ∆x,

∇x etc for A (see 10.2).

1.28. Tilting modules. Suppose in this subsection that Ω is finite. We assume
that C and its dual stratified exact category Cop both have sufficiently many projec-
tive objects. Choose standard families P of projectives of C and Qop of projectives
of Cop. Here, Q = {Qx,i}x,i is a family of injective objects of C with Qx,i(x) ∼= Nx,i

and Qx,i(y) = 0 unless y ≤ x (we call such a family a standard family of injectives of
C). One has equivalences C∗ ∼= A-mod and (Cop)∗ ∼= Bop-mod where B = endC(Q)op

and Bop is a left stratified ring over Gop with weight poset Ωop. Set T = {Tx,i}x,i

where Tx,i = ϕ(Qx,i), so endA(T)op ∼= B. In Section 12, we prove the following
generalization of part of Ringel’s results [46] on quasi-hereditary algebras.

Theorem. (a) T is a full family of tilting modules for A (cf. C.13). Hence the
right derived functor R

(
homA(T, ?)

)
induces an equivalence of triangulated
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categories from the bounded derived category Db(A-mod) to Db(B-mod),
with the left derived functor T ⊗L

B? as inverse equivalence.
(b) Suppose that B is a strongly stratified ring. Then addT is the full additive

subcategory of A-mod consisting of objects which have both a finite filtration
with objects of add∆x for various x as successive quotients, and a finite
filtration with objects of add∇x for various x as successive subquotients.

By duality, the analogous statements also hold with C replaced by Cop.
To discuss Examples 1 and 2 in relation to this result, in this subsection only we

replace in those examples the (possibly infinite) weight poset Ω by a finite locally
closed subset Γ of Ω and C by its full subcategory CΓ. Then A and B are defined
in all Examples 1–3. In Examples 2 and 3, all hypotheses of the theorem hold for
C or if C is replaced by Cop. The hypotheses also hold trivially for C and Cop in
Example 1 with A = C. For A = Sm0 in Example 1, the hypotheses hold for Cop
but I don’t know if they hold for C. For A = S in Example 1, I don’t know if the
hypotheses hold for either C or Cop.

1.29. Blocks. In Section 16, we consider “blocks” in a split stratified exact cate-
gory C; they are subsets of Ω, defined in a way similar to that for O in Example 1,
and there are similar decompositions of C and E into block subcategories.

1.30. Finiteness conditions. It is useful at times to consider subcategories of E
with extra finiteness conditions: Efg (resp., Efin) denotes the Serre subcategory of E
consisting of all modules M in E for which each weight space ex,iM is Noetherian
(resp., is Artinian and Noetherian i.e. has a composition series) as graded ex,iAex,i-
module (or, equivalently as graded ex,iAΓex,i-module if M is a AΓ-module for
Γ ∈ I1). Let Ewfin be the Serre subcategory of E consisting of all M in E with the
property that for each x, i, g, ex,iMg has a composition series as ex,iA1G

ex,i-module.
It is easy to see that Efin ⊆ Efg and Efin ⊆ Ewfin (inclusions of full subcategories).

1.31. k-structure. If k is a commutative unital Z-graded ring (with Z a subgroup
of the center of G), regard it as a G-graded ring with kg = 0 if g 6∈ Z. Assume
that C is a k-category over G (i.e. for each M,N ∈ C, hom(M,N) has a given
graded k-module structure compatible with its graded abelian group structure and
such that composition is k-bilinear). Then the associated left-stratified ring A has
a natural structure of graded k-algebra. We record the following simple facts about
this situation.

Lemma. Assume that k is a commutative Noetherian (resp., Artinian) graded ring
and each space homC(Nx,i, Ny,j) is f.g. as k-module. Then

(a) If M , N are objects of C, then exti
C(M,N) is a f.g. k-module for each i.

(b) The category Efg contains the strict image of ϕ, and it contains ∆x,i, AΓex,i

for Γ ∈ I, ∇x,i and, if Ω is finite and C has enough injectives, Efg contains
the tilting modules T ex,i.

(c) Efg consists of all objects of E for which each weight space ex,iM is f.g. as
k-module.

(d) If k is Artinian, Efg = Efin.
(e) If Ω and each index set Ix for x ∈ Ω is finite, then A is f.g. as k-module,

and hence is a left and right Noetherian (resp., Artinian) unital G-graded
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ring, while Efg coincides with the full subcategory of graded Noetherian A-
modules. In this case, exti

E(M,N) is a f.g. k-module for any M , N in
Efg.

The categories C in Examples 1–3 obviously have k-structure for various Noe-
therian rings k (e.g. k = A in Example 1, k = SJ ⊗R S

K or k = SJ or k = SK in
Example 2, k = S ⊗R S or k = R⊗R S or k = S ⊗R R in Example 3).

1.32. The existence of k-structure is important in the examples for constructing
additional representation categories from C† by “base change.” In order to give
the details of this, we first indicate how a stratified exact category C0 is naturally
associated to the left stratified ring A in the proof of 1.22 in 10.1. Let D be the full
subcategory of A-mod consisting of modules which are AΓ-modules for some Γ ∈ I1
and define Dx = add {A≤xex,i}i. Then the Dx satisfy the conditions 1.4(i) and
1.4(ii); hence one has an associated split exact category C0 over G obtained by the
construction 1.7 (actually, using 1.2 for instance, C0 is the smallest extension closed
subcategory of D containing all Dx, and is a perfectly exact subcategory of D).
In the category Ĉ0 of pro-objects of C0, one has a standard family P := {Px,i}x,i

of projective objects with Px,i,Γ = A(Γ)ex,i, and one may identify A = end(P)op

naturally with A(Γ) = end(P(Γ))op for Γ ∈ I.
With this choice of P, ϕ : C0 → A-mod is just the inclusion, and C†0 naturally

identifies with D. If A = A is the left stratified ring associated to a stratified exact
category C by 1.19, then C0 is naturally equivalent to the Karoubianization of C
(see B.11); in particular, C ∼= C0 if idempotents split in C.

1.33. Flat base change. We first mention a type of base change which is very
useful in the study of the motivating examples. Suppose that C arises from the
construction 1.7 where D = A-mod for some graded k-algebra A and Dx are full
additive subcategories satisfying the conditions 1.4(i) and 1.4(ii). If k′ is a k-flat
commutative Z-graded k-algebra, one can under suitable conditions construct an
analogue of C over k′ by applying 1.7 to the full additive subcategories D′x :=
add { k′ ⊗k M |M in Dx } of k′ ⊗k A-mod. We consider such flat base-change in
13.3. This technique can sometimes be used to prove results by reducing to the
case where blocks are of smaller “rank” and the situation is sufficiently simple as to
be amenable to direct calculation; for example, this technique is used to establish
the factorizations of determinants of certain “Shapovalov” bilinear forms associated
to Example 2 (see [23, 7.3]) and Example 3.

1.34. Good base change. We say that C has good base change over k if C is
strongly stratified and each ring Rx is k-projective; then each ∆x and ∇x is k-
projective and hence k-flat. We say that C has very good base change over k if C
and Cop are both strongly stratified and each ring Rx is projective as k-module.

1.35. Let k be a commutative Z-graded ring. Identify the stratified exact k-
category C over G with a full subcategory of A-mod using ϕ, so Nx,i = ∆x,i =
A≤xex,i. In 13.4, we prove the following.

Theorem. Assume ∆x is k-flat for all x, and let k′ be any Z-graded commutative
k-algebra. Let A′ := lim←−Λ∈I

A′Γ where A′Γ := k′ ⊗k AΓ.

(a) A′ is a left stratified ring with weight poset Ω and standard quotients A′Γ.
Moreover, A′ is stratified if A is stratified.
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(b) Let C′ = k′ ⊗k C denote the exact category associated to the stratified exact
ring A′ as in 1.32. Then base change k′⊗k? induces a bistable exact functor
F : C → C′ satisfying FσΣ

∼= σ′ΣF , where for locally closed Σ ⊆ Ω, σ′Σ
denotes truncation to Σ in C′.

(c) F̂ : Ĉ → Ĉ′ preserves projective objects
(d) Identify C† and (C′)† with subcategories E, E ′ of A-mod and A′-mod as in

1.19. Then the functor F† : E → E ′ is induced by the base change functors
k′⊗k?: AΓ-mod→ A′Γ-mod

(e) Let N ′
x,i = ∆′

x,i := k′ ⊗k ∆x,i and ∇′x,i := k′ ⊗k ∇x,i. Then corresponding
to choices of standard objects N′

x := {N ′
x,i}i in C′, ∆′

x := {∆′
x,i}i is the

family of ∆-modules of weight x and ∇′
x := {∇′x,i}i is the corresponding

family of ∇-modules in E ′. Moreover, end(∆′
x)op ∼= k′ ⊗k Rx naturally as

well.
(f) Suppose Ω is finite and C has very good base change over k. Choose a stan-

dard family of injectives Q = {Qx,i}x,i as in 1.28; under our identifications
the corresponding family of tilting modules is T := {T ex,i}x,i = {Qx,i}x,i.
Then Q′ := {Q′x,i} is a standard family of injective objects of C′ (see 1.28)
so the corresponding family T′ = {T ′x,i}x,i of tilting A′ modules identifies
with Q′, and one has end(T′)op ∼= k′ ⊗k end(T)op naturally.

Recall that C and Cop in Examples 2 and 3 are strongly stratified. One therefore
has very good base change over k = R ⊗R S or over k = S ⊗R R in Example
3. In Example 2, one has very good base change over k = R ⊗R SK or over
k = SJ ⊗R R (e.g. since each ring of invariants Sd−1Jd∩K is f.g. free over SK , as is
well known). In either Example 2 or Example 3, if k ∼= S above then the natural
map k/k>0

∼= R ↪→ C makes k′ = C into a k-algebra. Let D := k′⊗k C and E ′ ∼= D†;
then the corresponding category E ′fin is conjecturally closely analogous to (a graded
analogue of) a block of O as in Example 1.

1.36. Base change of adjoint functors. In Example 2 and related integral vari-
ants, the categories one obtains by base change from C are related to one another
by various adjoint functors which are closely analogous to the translation functors
and projective functors (see [5]) for the blocks of O for a semisimple complex Lie
algebra. The construction of translation functors in situations like Example 2 but
with finite weight posets is indicated in [23, Section 3, 5.6]; the construction there
can be extended to infinite weight posets using 1.8 and 1.16 in place of [23, 1.9].
The following general fact then often enables one to construct analogues of transla-
tion functors and projective functors for categories which are obtained from those
examples by base change.

Theorem. Suppose that F i : Ci → Ci+1 are bistable exact k-functors over G be-
tween stratified exact k-categories Ci over G with F i left adjoint to F i+1 for all
i ∈ Z (so Ci = Ci+2). Assume ∆i

x is k-flat for all x ∈ Ωi, for each i ∈ Z. Iden-
tify Ci (resp., Di := k′ ⊗k Ci) as subcategories of Ai-mod (resp., Ai′-mod) for the
associated left stratified rings and let Li : Ci → Di denote the natural exact functor
induced by k′⊗k? where k′ is a graded commutative k-algebra.

Then there exist natural bistable exact functors Hi = k′ ⊗k F
i : Di → Di+1

with Hi+1Li ∼= Li+1F i and with Hi left adjoint to Hi+1 for all i. One has then
corresponding families of adjoint functors Ĥi : D̂i → D̂i+1, Hi

∗ : Ê i → Ê i+1 and
Hi
† : Di † → Di+1 †. Moreover, if Ki : Ci → Ci+1 are functors satisfying the same
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conditions as the F i, a natural transformation η : F i → Ki induces in a natural
way a natural transformation k′ ⊗k η : k′ ⊗k F

i → k′ ⊗k K
i.

1.37. Ungrading functors. There is a conjectural equivalence [23, Conjecture 8]
(one of a larger family mentioned in [23, 9.13]) between a category C like those in
Example 1 (over A = S, in case the block Ω contains the “sum of fundamental
weights” ρ) with an ungraded analogue of the category C = ∅C∅−l0

in Example
2. This equivalence would imply equivalences of corresponding categories over C
arising by base change; if W is a finite Weyl group, the equivalence over A = C
is actually a theorem (it follows from [50]). Such conjectural equivalences suggest
the very interesting question of whether C (and thus C†) over A = S and A = C in
Example 1 have natural graded versions in general. Immediately below, we discuss
the much easier passage from a graded to ungraded representation theory and in
1.47 we collect some simple but useful general facts which facilitate comparison of
the graded and ungraded representation theories under conditions which are known
or expected to hold in many natural situations such as those mentioned above.

Suppose C is an exact category over G and D is an exact category. A functor
F : C → D will be called an ungrading functor (resp., weak ungrading functor) if
FTg = F for all translations Tg, g ∈ G of C, and the natural maps

exti
C(M,N)→ Exti

D(FM,FN)

are isomorphisms for all M , N in C and i (resp., i ≤ 1). For instance, if A
is a G-graded (diagonalizable) ring which is (left) Noetherian even as ungraded
diagonalizable ring, then the forgetful functor A-modfg → A-Modfg is well known
to be an ungrading functor.

There is a similar ungrading functor naturally associated to any left stratified
ring A as follows.

Suppose that A is a left stratified G-graded ring with weight poset Ω and ad-
missible quotients AΓ for Γ ∈ I1. One obtains a left stratified ungraded ring
A′ := lim←−Γ∈Iop

1
A′(Γ) with admissible quotients A′Γ equal to the ungraded rings

underlying A(Γ); moreover, A′ is stratified iff A is stratified.
Let C, C′ denote the stratified exact categories associated by 1.32 to A and A′

respectively. The forgetful functors (forgetting G-grading) A(Γ)-mod→ A(Γ)′-Mod
induce exact functors F : C → C′ (trivially bistable) and F† : C† → C′†. It is easy to
see that F is an ungrading functor as defined above (e.g. by calculating exti(M,N)
in CΓ for some Γ ∈ I1 using a projective resolution in CΓ).

Remarks. Using 13.5, one can give a similar result to 1.36 about “forgetting the
grading” on adjoint functors. There is also an analogue of 1.35 for ungrading
functors, which is essentially trivial.

1.38. Grothendieck Groups. We define as usual the Grothendieck group K0(C)
(B.16) of a svelte exact category C over G. We then regard K0(C) as a module over
the integral group ring Z[G] with g[M ]C = [TgM ]C for M in C. In particular, we
may define Grothendieck groups of C, P, Ĉ, P̂, CΓ etc. We also define a “completion”
K̂0(C) of K0(C). Namely, K̂0(C) is the Z[G]-submodule of

∏
x∈Ω K0(Cx) consisting

of all families {ax}x∈Ω with ax ∈ K0(Cx) such that for each Γ ∈ I1, there are only
finitely many x ∈ Γ with ax 6= 0. There is a natural Z[G]-module homomorphism
π : K0(Ĉ) → K̂0(C) given by [M ] 7→ {[M(x)]Cx

}x∈Ω, and a natural Z[G]-module
homomorphism ι : K0(P̂)→ K0(Ĉ) induced by the inclusion P̂ → Ĉ.
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The main facts about these Grothendieck groups are listed below and proved in
Section 14.

Theorem. (a) The exact functors τx : C → Cx define an isomorphism K0(C) ∼=
⊕x∈Ω K0(Cx) given by [M ]C 7→ ([M(x)]Cx

)x∈Ω for M in C.
(b) If Ω ∈ I1, the inclusion of P in C induces an isomorphism K0(P) ∼= K0(C).
(c) If Ω is finite and A is Noetherian and of finite left graded global dimen-

sion, the inclusion of addAA in A-modfg induces an isomorphism of their
Grothendieck groups. Then one has natural isomorphisms

K0(C) ∼= K0(P) ∼= K0(A-modfg)

provided idempotents split in C.
(d) If Ω is finite, then A has finite left graded global dimension if it is stratified

and for each x ∈ Ω, Rx has finite left graded global dimension.
(e) The composite map K0(P̂) ι−→ K0(Ĉ)

π−→ K̂0(C) is a Z[G]-module isomor-
phism. In particular, ι (resp., π) is a split monomorphism (resp., split
epimorphism) and K0(P̂) ∼= K̂0(C).

This result is important for its applications to the combinatorial study of pos-
itivity properties of Iwahori-Hecke algebras. In Example 2 (with J = K = ∅) the
Grothendieck group of K0(C) (resp., K̂0(C)) identifies naturally with the left regular
module of the Iwahori-Hecke algebra H of W over Z[v, v−1] (resp., a completion of
the left regular module essentially as in [19, Section 4]) with the H-action provided
by projective functors acting on C (resp.,Ĉ). In these examples, Nx is (resp., Px can
be chosen to be) indecomposable in C (resp., Ĉ), as follows from results below, and
their classes in the Grothendieck group provide a standard basis (resp. “basis”) of
the Grothendieck group with respect to which the action of the projective functors
is given by infinite matrices with entries in N[v, v−1] (these “bases” depend in a
highly non-trivial way on the chosen length function l). Many conjectures (see e.g.
[20, Conjecture 3] and [19, 4.19(2)]) on positivity properties of structure constants
of Iwahori-Hecke algebras would follow provided these bases identify with standard,
combinatorially defined “Kazdhan-Lusztig bases” of the Grothendieck group; the
identification of these bases is essentially the content of the Kazdhan-Lusztig con-
jecture for Example 2, as discussed subsequently (see 1.49). For crystallographic re-
flection representations, one obtains “bases” with similar properties for each prime
p, from the corresponding characteristic p representation theories (these “bases”
depend on p, l and the chosen crystallographic reflection representation of W ).

Remarks. The results of Section 4 in conjunction with Matlis theory of injective
modules over (graded) commutative Noetherian rings permit a fairly good descrip-
tion of injectives in C∗ whenever the Rx are commutative, unital graded Noetherian
rings (e.g. in Examples 1–3). It is possible that several of the results we mention
involving projective objects of Ĉ, such as the above applications of translation and
projective functors to the combinatorics of Iwahori-Hecke algebras, could be refor-
mulated perhaps more naturally (at least in those examples) in terms of injectives
in C∗.

1.39. Local Rings. We now discuss conditions under which the Nx,i and Px,i in
general can be chosen indecomposable, and some of their other implications. The
following fact (see C.20) plays an important role in these results.
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Lemma. Let M = {Mi}i be a family of objects with local endomorphism rings
End(Mi)op in an additive category C with group G of automorphisms, such that
for all i, j, g one has Mi 6∼= Mj〈g〉 unless i = j and g = 1G (we will say for short
that M is a Krull-Schmidt family (over G) in C when these conditions hold). Set
A := End(M)op. Then

(a) finitely-generated A-modules have projective covers (in fact, A is a basic
semiperfect ring as defined in C.20)

(b) ei(A/rad A)gej = 0 unless i = j and g = 1G

(c) ei(A/rad A)1G
ei
∼= End(Mi)op/Rad End(Mi)op. In particular eiAei =

end(Mi)op is a graded local ring with trivially graded residue ring
(d) Idempotents split in the split exact category addM, and every object of

addM is isomorphic to a direct sum of objects Mi〈g〉 with uniquely deter-
mined finite multiplicities.

Remarks. The notions of Krull Schmidt families, basic semisimple rings, basic
semiperfect rings and graded local rings with trivially graded residue ring are some-
what special but are well suited to our intended applications. The results we shall
describe below under the assumption that each Nx is a Krull-Schmidt family can
be extended, mutatis mutandis, to the slightly more general situation in which
Cx = addNx with all End(Nx,i)op local, using C.22; the main difference is that the
subgroups Gx,i of G consisting of elements g ∈ G satisfying Nx,i

∼= Nx,i〈g〉 may
be non-trivial, as a result of which isomorphism classes of various objects ∆x,i,
Px,i, ∇x,i, Lx,i etc must be parametrized differently and certain G-graded groups
appearing in the theory need no longer be trivially graded in general.

1.40. Indecomposable projective objects. Assume unless otherwise indicated
until 1.48 that each family Nx with x ∈ Ω is a Krull-Schmidt family (note that
this hypothesis holds in Examples 2–3 and it also holds in Example 1 if A = C or
A = Sm0). It follows that idempotents split in Cx for all x and hence idempotents
split in C (see 3.10).

Note ext1(Pi,x(< y),Ny) is automatically a f.g. right Ry-module. By the con-
struction of P in Section 7, we may (and do) assume without loss of generality that
each object Px,i in P is chosen to satisfy the following equivalent conditions:

(i) gPi,x,y of 1.18 is a projective cover of ext1(Pi,x(< y),Ny) as right Ry-
module.

(ii) the map gPy,i,x ⊗Rx
IdRx/Jx

is an isomorphism for all y < x.
If Ω is finite and C has enough injectives, we assume also that the standard projec-
tives Qop

x,i in Cop are chosen in the same way.

Theorem. (a) Every object M of Ĉ has a projective cover and hence a minimal
projective resolution.

(b) The object Px,i is a projective cover of Nx,i in Ĉ.
(c) Any projective object P in Ĉ is a convergent direct sum with uniquely de-

termined finite multiplicities of translates of objects in P.
(d) Define the graded local ring Sy,i := end(Py,i)op. The natural epimorphism

α : Sy,i → end(Py,i(y))op = end(Ny,i)op = Ry,i induces an isomorphism
Sy,i/rad Sy,i

∼= Ry,i/Jy,i of trivially graded division rings.
(e) There is an isomorphism A/rad A ∼= ⊕y,iRy,i/Jy,i of trivially graded rings

(on the right hand side, we have a decomposition as a direct sum of two
sided ideals which are division rings).
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1.41. Highest weight modules. Let us say that a module M in E is a highest
weight module of highest weight (x, i) and degree g if it is generated by an element
v of ex,iMg and satisfies ey,jM = 0 for all y > x. Define the A-module

∆x,i = ∆x,i ⊗Rx,i
Rx,i/Jx,i = ∆x,i/∆x,iJx,i.

Clearly, ∆x,i is a A≤x-module, so it is in E .

Theorem. (a) The module ∆x,i〈g〉 is a universal highest weight module of
highest weight (x, i) and degree g, in the sense that any highest weight mod-
ule of highest weight (x, i) and degree g is a quotient of ∆x,i〈g〉

(b) ∆x,i has a unique maximal graded submodule rad ∆x,i, with corresponding
irreducible quotient module Lx,i.

(c) One has end(Lx,i)op ∼= Rx,i/Jx,i, Lx,i = (ex,iLx,i)1G
and ey,jLx,i = 0 if

(y, j) 6= (x, i).
(d) Any irreducible object in E is isomorphic to Lx,i〈g〉 for uniquely determined

x, i and g.
(e) Any simple subquotient of rad ∆x,i is isomorphic to Ly,j〈g〉 for some y ≤ x,

j and g ∈ G.
(f) ∆x,i has a unique maximal graded submodule rad ∆x,i = ⊕(y,j) 6=(x,i)ey,j∆x,i

and ∆x,i/rad ∆x,i
∼= Lx,i.

(g) Any simple subquotient of rad ∆x,i is isomorphic to Ly,j〈g〉 for some g ∈ G
and (y, j) 6= (x, i) with y ≤ x.

(h) end(∆x,i)op ∼= Rx,i/Jx,i.

1.42. Indecomposability. The following lemma records the useful fact that under
our assumptions, the various families of objects we have constructed consist of
indecomposable objects, pairwise non-isomorphic up to degree shift, with local
endomorphism rings.

Lemma. The following families of objects are Krull-Schmidt families:

(a) {Px,i}x,i in Ĉ and equivalently {Aex,i}x,i in A-mod
(b) {∆x,i}x,i {∇x,i}x,i, {∆x,i}x,i, {AΓex,i}x,i for Γ ∈ I1, and {Lx,i}x,i in E.
(c) {Qx,i}x,i in C and equivalently {T ex,i}x,i (the tilting modules) in E (if Ω is

finite and C has enough injectives).

1.43. Composition factor multiplicity. Recall ex,iAex,i is a graded local ring
with trivially graded residue ring, and any irreducible ex,iAex,i-module is isomor-
phic to ex,iLx,i〈h〉 = Lx,i〈h〉 for a unique h ∈ G. Hence ex,iA1G

ex,i is an ungraded
local ring and ex,iLx,i is its unique simple module.

For M in Ewfin, define the “composition factor multiplicity” of Lx,i〈g〉 in M by

[M : Lx,i〈g〉] := [ex,iM : ex,iLx,i〈g〉]

where on the right hand side we have the usual composition factor multiplicity of
ex,iLx,i〈g〉 in ex,iMg as a ex,iAex,i-module. If M is in Efin, then

∑
g[M : Lx,i〈g〉] is

finite (equal to the length of ex,iM as graded ex,iAex,i-module).
Observe that [M : Lx,i〈g〉] = 0 if ex,iMg = 0; in particular, [Ly,j〈h〉 : Lx,i〈g〉] is

zero unless x = y, i = j and h = g, in which case it equals 1. Given a short exact
sequence 0→ L→M → N → 0 in Ewfin, one clearly has

[M : Lx,i〈g〉] = [L : Lx,i〈g〉] + [N : Lx,i〈g〉].
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IfM in Ewfin has a composition series then [M : Lx,i〈g〉] is just the usual composition
factor multiplicity; a similar statement holds for “local” composition series, which
are defined in a manner similar to that for category O (see 15.7).

1.44. Brauer-Humphreys (BGG) Reciprocity. Suppose that C has k-structure
where k is a field. Let A = Z[G] be the integral group ring of G (with the elements
of G as Z-basis) and Â =

∏
g Zg be its completion consisting of arbitrary formal

Z-linear combinations of elements of G. We regard Â as a left A-module in the
natural way.

Define the following Poincaré series. Set ((Px,i : Ny,l)) :=
∑

g ng,lg ∈ A where
ng,l is the number of times TgNy,l = Ny,l〈g−1〉 occurs as a direct summand of Px,i(y)
in Cy (note this is well-defined by 1.39 and that for fixed x, i and y, ((Px,i : Ny,l)) is
non-zero for only finitely many l). For a G-graded k-vector space V = ⊕g Vg with
each Vg finite-dimensional, define {{V }} :=

∑
g dimk(Vg) g ∈ Â. Finally, for M in

Ewfin, define [[M : Lx,j ]] :=
∑

g [M : Lx,j〈g〉] g ∈ Â.

Proposition. If (eiRxej)g is finite-dimensional over k for all i, j, x and g then
each Lx,i is finite-dimensional over k, each ∇y,j is in Ewfin and∑

l

((Px,i : Ny,l)){{elRyej}} = (dimk Lx,i)[[∇y,j : Lx,i]].

This is a version of so-called Brauer-Humphreys reciprocity or BGG reciprocity
(see e.g. [10, 3.11] or [32]). The hypotheses are satisfied taking k = R in Example
2 and Example 3, for instance.

Remarks. We mention the formal fact 15.9 which shows how the multiplicities in
1.40(c) may be characterized in terms of “Shapovalov maps” fp,y which are closely
related to the maps gP,y for projective P in Theorem 1.18(a).

1.45. Preservation of indecomposability. It is useful to have conditions under
which functors F̂ , F† etc induced by a base change or ungrading factor F : C → D
between stratified exact categories with the same weight poset send indecomposable
objects of various types (e.g. projectives, irreducibles, ∆-modules, ∇-modules,
tilting modules etc) associated to C to corresponding indecomposable objects of
the same type associated to D. Equivalently, such results can be viewed as giving
conditions under which indecomposable objects of each type associated to D “lift”
to indecomposables of the same type associated to C. We give two simple results
in this vein below; they are proved in Section 17 along with some related facts.

1.46. Indecomposability and base change. Assume in this subsection that C
has k-structure, where k is a commutative G-graded unital ring, that k′ = k/J
is a graded quotient ring of k, and that each ∆x for C is k-flat. We continue
to assume that each ∆x is a Krull-Schmidt family and that Px,i is chosen to be
indecomposable.

Fix k′ as above and define the functor k′⊗k? : E → k′ ⊗k E , which we denote by
M 7→ M ′. Recall E ′ := k′ ⊗k E is a category of A′-modules where A′ = lim←−Γ∈I

A′Γ
and A′Γ := k′ ⊗AΓ, and that C′ := k′ ⊗k C is a full subcategory of E ′. We have the
associated category Ĉ′ := k′ ⊗k Ĉ of pro-objects of C′ and the standard projective
objects P ′x,i := {A′Γex,i}Γ∈I in Ĉ′.

Lemma. Suppose that for each x ∈ Ω and i ∈ Ix, JRx,i ⊆ rad Rx,i. Then
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(a) The families of objects {P ′x,i}x,i in Ĉ′ and {∆′
x,i}x,i, {∇′x,i}x,i, {∆

′
x,i}x,i,

{AΓe
′
x,i}x,i with Γ ∈ I1 and {L′x,i}x,i in E ′ are Krull-Schmidt families (as

are the tilting modules {T ′x,i}x,i if Ω is finite and C has very good base
change over k).

(b) The modules L′x,i〈g〉 for all x, i, g form a full set of representatives of
isomorphism classes of simple module in E ′.

1.47. Ungrading Functors and Indecomposability. We continue to assume
that the ∆x are Krull-Schmidt families and Px,i is chosen indecomposable. Let
A′ = lim←−Γ∈I1

A(Γ)′ (limit as ungraded diagonalizable ring) where A(Γ)′ is obtained
by forgetting the grading on A(Γ). Let C′ be the ungraded version of C and F : C →
C′ be the ungrading functor as constructed in 1.37. Recall that when we consider
the underlying ungraded ring or module of a G-graded ring or module, we write
rad (resp., Rad ) to denote the radical as graded (resp., ungraded) module.

Proposition. Assume that the natural isomorphism end(∆x,i)op → End(F†∆x,i)op

(forgetting the grading on the domain) induces an isomorphism rad end(∆x,i)op ∼=
Rad End(F†∆x,i)op for each x and i (this holds for instance if end(Nx,i)op is a (left
or right) graded Artinian ring).

(a) The family {F̂Px,i}x,i in Ĉ′ and also the families {F†∆x,i}x,i, {F†∇x,i}x,i,
{F†∆x,i}x,i, {F†AΓex,i}x,i for Γ ∈ I1 and {F†Lx,i}x,i in E ′ are all Krull-
Schmidt families (as is the family of tilting modules {F†Tx,i}x,i if Ω is finite
and Cop and C are strongly stratified).

(b) Any simple object of E ′ is isomorphic to F†Lx,i for unique x and i
(c) For Γ ∈ I, one has rad A(Γ) = Rad A(Γ)
(d) If M is in E, then F†M is in E ′fin iff M is in Efin. In that case, one has∑

g∈G[M : Lx,i〈g〉] = [F†M : F†Lx,i].
(e) For M in E, SocF†M = F†socM and Rad F†M = rad M where soc and

rad (resp., Soc and Rad ) denote the socle and radical in E (resp., E ′).

1.48. Conjectures. The most basic open problem in the theory described so far
for Examples 2 and 3 is to determine the composition factor multiplicities [∆x :
Ly〈g〉]. There is an explicit Kazdhan-Lusztig conjecture which states how (in the
characteristic zero theories we consider here), the [∆x : Ly〈g〉] should be determined
by Kazdhan-Lusztig polynomials in Example 2 (resp., g-polynomials of face lattices
of convex polytopes in Example 3). Using the reciprocity law 1.44 (and the duality
constructed in subsequent papers) the problem of determining the multiplicities is
equivalent to the determination of the Poincaré series ((Py : Nx)), and the Kazdhan-
Lusztig conjecture can be reformulated as the statement that the “basis” of the
Grothendieck group of Ĉ corresponding to the projective objects Px corresponds to
an appropriate combinatorially defined “Kazdhan-Lusztig” basis.

We don’t explicitly formulate these conjectures here, but mention that in Ex-
ample 2 (resp., Example 3) the Kazdhan-Lusztig conjecture reduces trivially to the
case where J = K = ∅ and the weight poset Ω is replaced by a finite interval of W
in the order ≤ (resp., where Ω is the face lattice of a single polyhedral cone). In
these cases, precise statements of the conjectures are given in [23, 4.3. Conjecture
1, 4.8].

1.49. We will show in subsequent papers that the Kazdhan-Lusztig conjecture in
both Example 2 and Example 3 is equivalent to the following conjecture (cf. [50]):
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Conjecture. In Example 2 or 3, the algebra A is positively graded, and A0 =
⊕x∈ΩRex.

For finite Weyl groups in Example 2, the validity of Conjecture 1.49 follows using
results sketched in [23] from the known Kazdhan-Lusztig conjecture for semisimple
complex Lie algebras and [50]. We will prove the conjecture for Example 3 in
subsequent papers in case Ω is the face lattice of a simplicial polytope; in that case,
a key ingredient is the hard Lefschetz theorem for the polytope algebra of simple
polytopes [39]. We will also prove the Kazdhan-Lusztig conjecture in Example 2
“generically” in the case l = −l0 (we don’t define “generically”, but indicate that
the result gives a direct proof of the Kazdhan-Lusztig conjecture for l = −l0 if W
is of types A3 or B3 or has no braid relations, and slightly more generally than
the last, implies [[∆x : Ly]] is as conjectured for l = −l0 provided every z with
y ≤ z ≤ 1W has a unique reduced expression).

1.50. Let us also state the following basic “Koszulity” conjecture, refining [23,
Conjecture 4]. It remains open in both Examples 2 and 3 (although it follows from
[3] in Example 2 if W is a finite Weyl group). Some of the conjecture’s remarkable
consequences were discussed in special cases in [21, 3.15].

Conjecture. In the minimal projective resolution P • → θ(Nx)→ 0 of Nx in Ĉ in
Example 2 or 3, P j is a convergent direct sum of copies of objects {Py〈j〉} with
y ∈ Ω.

1.51. Another important conjecture about these representation categories in Ex-
amples 2 and 3 asserts that “thickened principal series modules” are related by short
exact sequences which may be regarded as thickened analogues of Duflo-Zelebenko
four-term short exact sequences of principal series modules for semisimple complex
Lie algebras (cf e.g. [33]); these conjectures will be proved for Example 3 in sub-
sequent papers but remain open in general in Example 2. The most interesting
conjectures about Examples 2 and 3 are certain Hodge-Lefschetz conjectures which
apparently underlie 1.49 and 1.50 (they will be formulated precisely elsewhere).
Roughly, certain natural objects arising in the study of category C in Examples 2
and 3 are conjectured to be Cohen-Macaulay self-dual graded modules over commu-
tative graded rings; modulo appropriately chosen homogeneous systems of parame-
ters, the resulting self-dual finite-dimensional graded vector spaces are conjectured
to have natural structures of polarized graded spaces of Hodge-Lefschetz type in
the sense of [49] (if one imposes suitable Hodge structures which are just Tate
twists of trivial ones; the main point is that the spaces conjecturally satisfy a hard
Lefschetz theorem and Riemann-Hodge inequalities). For example we conjecture
this is true of ext1(Py(< x), Nx)〈−1〉 = (ey∇x/ey∆x)〈−1〉 as right R⊗R S-module
in Example 2 (with K = ∅) or Example 3; a proof of this conjecture would im-
mediately establish Conjecture 1.49. The conjectured Cohen-Macaulay self-duality
would follow from properties of the duality on projective objects of Ĉ which we con-
struct in subsequent papers together with the conjectures on thickened principal
series modules mentioned above. The hard Lefschetz theorem and Riemann-Hodge
inequalities are undoubtably much deeper; at present, they have been proved only
in Example 3 if Ω is the face lattice of a simplicial convex polytope, by reduction
to results in the previously mentioned paper [39]. As another example, we ask if
similar Hodge-Lefschetz conjectures hold for the tilting-module weight spaces eyTx

as S ⊗R S-module in Example 2 with J = K = ∅ or in Example 3 (by the results
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of this paper together with the duality constructed in subsequent papers, these
are known to be self dual f.g. graded free as R ⊗R S-module or S ⊗R R-module).
Here, this conjecture is known to be true in Example 2 for finite Weyl groups for
y = e, w = w0 and l = l0 by an (essentially trivial) reduction to the hard Lefschetz
theorem and Riemann-Hodge inequalities for the cohomology ring of the associated
flag variety. One is naturally led to speculate about whether there is some natural
graded version of C over S in Example 1 which satisfies similar conjectures to those
mentioned above.

1.52. For crystallographic Coxeter groups and fans of rational polyhedral cones,
one expects close relationships between the categories associated to Examples 2 and
3 (and their variants) and interesting categories (of perverse sheaves, D-modules,
mixed Hodge modules etc) associated to algebraic varieties such as flag and toric
varieties. Such connections with geometric categories provide a possible route to
proof of the Hodge-Lefschetz conjectures and Kazdhan-Lusztig conjectures in these
special cases. For instance, it would be an interesting problem to establish a re-
lationship between polarizations of graded spaces arising geometrically (e.g. in
the theory of mixed Hodge modules) and the (conjectural) algebraically defined
polarizations.

In general, however, there are no similarly rich geometric objects known to be
associated to non-crystallographic groups and non-rational fans. This raises the
question of whether there is some more extensive, functorial setting of categories
which behave as if they are geometric origin and include (or are at least closely
related to) both natural categories of perverse sheaves etc on algebraic varieties
and interesting categories like those associated to Examples 2–3, but which may
not be naturally associated to algebraic varieties in general. Whether discovery and
study of such a setting proves to be necessary for the proof of the Hodge-Lefschetz
conjectures in Examples 2–3 or not, the question of its existence is a natural and
interesting one.

2. Filtrations

In this section we shall prove some basic facts on filtrations and truncation
functors (especially Lemma 1.4) which play an important role in this paper. The
proofs simply involve giving standard arguments from Lie theory involving Verma
flags under weaker assumptions than usual. It would be possible to give direct
proofs of 1.2 and 1.6 using the facts in this section, but we defer the proofs till the
end of Section 3.

2.1. Let D = (D, {Dx}x∈Ω) where Ω denotes a fixed interval finite poset with
partial order ≤, D is an exact category and {Dx}x∈Ω is a family of full, strict
additive subcategories of D satisfying 1.4(i) and 1.4(ii). We write Exti for Exti

D.
For any subset Γ of Ω, define

DΓ := (D, {Dx}x∈Γ), Dop := (Dop, {Dop
x }x∈Ωop).

Observe that DΓ and Dop also satisfy the conditions above.
The following fact follows immediately from our assumptions using the long exact

Ext-sequences, and will be used frequently.

2.1.1. Suppose that M , N in D have filtrations M = M0 ⊇ · · · ⊇ Mm = 0 and
N = N0 ⊇ · · · ⊇ Nn = 0 with M i−1/M i in Dxi

and N j−1/N j in Dyj
. If for all
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i and j, xi 6≤ yj (resp., xi and yj are not comparable in the order ≤ on Ω) then
Hom(M,N) = 0 (resp., Ext1(M,N) = 0).

Remarks. For simplicity of exposition, we will tacitly assume for the proofs of all
results in this section that D is a perfectly exact subcategory of a fixed abelian
category B. The case of a general exact category D can be treated similarly by
using B.7(d) and B.8.

2.2. We let I be the family of all coideals of Ω. Define a D-filtration {M(Γ)}Γ∈I
of an object M of D to be a family of admissible subobjects M(Γ) of M satisfying
the conditions below:

(i) M(∅) = 0 and M(Ω) = M
(ii) M(Γ) ⊆M(Λ) if Γ ⊆ Λ ∈ I
(iii) M(Γ)/M(Γ \ {x}) is in Dx if x is a minimal element of Γ ∈ I
(iv) there exists a finite subset X of Ω such that for Γ ⊆ Λ ∈ I, the canonical

map M(Γ)→M(Λ) is an isomorphism whenever Γ ∩X = Λ ∩X.
Let D0[D] denote the full additive subcategory of D consisting of objects which
have a D-filtration (we will see later that D0[D] coincides with C as defined in 1.4).

If Γ ⊆ Ω, then D0[DΓ] is easily seen to be a full subcategory of D0[D], using that
coideals of Ω intersect Γ in coideals of Γ; moreover, by (iv), D0[D] is the directed
union of its subcategories D0[DΓ] where Γ ranges over the inclusion-ordered family
of finite subsets of Ω.

Observe also that D0[Dop] = (D0[D])op, with Mop(Ω \ Γ) = (M/M(Γ))op for
Γ ∈ I and M in D0[D].

Lemma. Let M , N be objects of D.
(a) If M , N have D-filtrations {M(Γ)} and {N(Γ)} respectively, then any map

f : M → N induces unique compatible maps of subobjects M(Γ) → N(Γ)
for all Γ ∈ I.

(b) A D-filtration of M is unique up to isomorphism if it exists.
(c) Let D′ = (Dx, {Dx}x∈Ω′) where Ω′ is the set Ω endowed with an interval

finite partial order ≤′ refining ≤ (i.e. such that x ≤ y implies x ≤′ y).
Then D0[D] = D0[D′].

Proof. For (a), observe that by definitionM(Γ) has a finite filtration with successive
subquotients in Dx for various x ∈ Γ, while N/N(Γ) has a finite filtration with
successive subquotients in Dy for various y ∈ Ω \ Γ. By 2.1.1, one gets

(2.2.1) Hom(M(Γ), N/N(Γ)) = 0,

proving (a). Then (b) follows from (a) by taking M = N as objects of D but with
possibly different D-filtrations, and f the identity map IdM .

For the proof of (c), assume without loss of generality that Ω is finite. Since
the coideals of Ω′ form a subset of I, it is clear that D0[D′] is a subcategory of
D0[D]. Since ≤′ and ≤ have a common refinement which is a total order, we may
also assume without loss of generality that ≤′ is a total order, say Ω = {x1, . . . , xn}
where x1 <

′ · · · <′ xn and xi <
′ xj implies i < j; we call such a total order ≤′ on

the set Ω a compatible total order. If, say, xi and xi+1 are not comparable in ≤,
one has another compatible total order ≤′′ given by

x1 <
′′ · · · <′′ xi−i <

′′ xi+1 <
′′ xi <

′′ xi+2 <
′′ · · · <′′ xn.

We say ≤′′ is obtained from ≤′ by a swap (of xi and xi+1).
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Now an object M of D is in D0[D′] iff there exists a filtration

M = M0 ⊇ . . . ⊇Mn = 0

in D with M i−1/M i in Dxi
for i = 1, . . . , n. Suppose given such a filtration.

If xi and xi+1 are not comparable in ≤, then the conditions on D imply that
ext1(M i−1/M i,M i/M i+1) = 0 so M i−1/M i+1 ∼= M i−1/M i ⊕M i/M i+1. Thus M
has a filtration

M = M0 ⊇ . . . ⊇M i−1 ⊇M ′ ⊇M i+1 ⊇ . . . ⊇Mn = 0

with M i−1/M ′ ∼= M i/M i+1 and M ′/M i+1 ∼= M i−1/M i showing M is in D0[D′′]
where D′′ = (D, {Dx}x∈Ω′′) and Ω′′ denotes Ω in the order ≤′′. We now claim that

2.2.2. D0[D′] is independent of the choice of compatible total order Ω′, and for each
j, the subobject M(Γ) := M j of M depends only on the coideal Γ := {xj+1, . . . , xn}
of Ω.

Since any totally ordered (by inclusion) family of coideals of Ω occurs as a family
of coideals of some compatible total order ≤′ of Ω, it is clear that the subobjects
M(Γ) for Γ ∈ I so defined make M an object of D0[D] as required.

Now the claim above follows from the following purely combinatorial assertion:

2.2.3. Given any two compatible total orders≤′, ≤′′ on the set Ω, there is a sequence
≤′=≤0,≤1, . . . ,≤N=≤′′ of compatible total orders of Ω such that≤i−1 and≤i differ
by a swap for each i = 1, . . . , N . Moreover, if Γ is a coideal in both orders ≤′ and
≤′′, one may choose the compatible total orders so Γ is a coideal of ≤i for all i.

To see this, let ≤′ be x1 <
′ · · · <′ xn and ≤′′ be y1 <′′ · · · <′′ yn. The proof

is by induction on n. Note that if n > 0, then xn is a maximal element of Ω
in ≤. If xn = yi, say, then yi is not comparable in Ω with any of yi+1, . . . , yn

and so by swapping yi with yi+1, . . . , yn in turn we may assume without loss of
generality that xn = yn. The inductive hypothesis gives a sequence of compatible
total orderings of Ω \ {xn} (in the partial order induced as a subset of Ω) with
successive compatible orderings differing by a swap and containing both compatible
total orders x1 <

′ · · · <′ xn−1 and y1 <
′′ · · · <′′ yn−1. Adding xn as a maximum

element of each of these total orders gives a sequence of compatible total orders of
Ω as required, since xn is maximal in Ω. �

2.3. By the definition in 1.4, an object of D belongs to C iff it is an object of
D0[DΓ′ ] for some compatible total order Γ′ of a finite subset Γ of Ω, where D[DΓ′ ] =
(D, {Dx}x∈Γ′). But D[DΓ′ ] = D[DΓ], so C = D0[D], proving Lemma 1.4(a).

Note that for coideals Λ ⊇ Γ of Ω and M in D0[D], M(Λ)/M(Γ) is in D0[DΛ\Γ].

2.4. A commutative square in a category C is said to be bicartesian if it is both
a pushout square and a pullback square in C.

Lemma. For Γ, Σ ∈ I and an object M of D0[D], the commutative square

M(Σ ∩ Γ) //

��

M(Σ)

��
M(Γ) // M(Σ ∪ Γ)

is bicartesian in D. Dually, the square obtained by replacing each M(Λ) by M/M(Λ)
is bicartesian.
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Proof. Consider first the case Γ ∩ Σ = ∅. Then no element of Σ is comparable
with any element of Γ. We have to show that the admissible monomorphisms
M(Σ) → M(Σ ∪ Γ) and M(Γ) → M(Σ ∪ Γ) induce a direct sum decomposition
of M(Γ ∪ Σ). By 2.1.1, Ext1(M(Σ ∪ Γ)/M(Γ),M(Γ)) = 0. Hence the short exact
sequence

(2.4.1) 0→M(Γ)→M(Σ ∪ Γ)
j−→M(Σ ∪ Γ)/M(Γ)→ 0

splits. But M(Σ∪Γ)/M(Γ) is in D0[DΣ], so by 2.2.1 a splitting map p for j factors
as

p : M(Σ ∪ Γ)/M(Γ) i−→M(Σ) k−→M(Σ ∪ Γ)

with k the canonical admissible monomorphism. Also, since (2.4.1) splits and 2.1.1
gives Hom(M(Σ),M(Γ)) = 0, it follows that k factors as

k : M(Σ) l−→M(Σ ∪ Γ)/M(Γ)
p−→M(Σ ∪ Γ)

One readily checks that l is an inverse isomorphism to i, and that it induces the
required decomposition

M(Γ ∪ Σ) = M(Γ)⊕M(Σ ∪ Γ)/M(Γ) = M(Γ)⊕M(Σ).

Now in general, with Γ ∩ Σ possibly non-empty, consider the following commu-
tative diagram:

M(Σ ∩ Γ) // M(Σ ∩ Γ)⊕M(Σ ∩ Γ) //

��

M(Σ ∩ Γ)

��
M(Σ ∩ Γ) // M(Σ)⊕M(Γ) //

��

M(Σ ∪ Γ)

��
M(Σ)/M(Σ ∩ Γ)⊕M(Γ)/M(Σ ∩ Γ)

∼= // M(Σ ∪ Γ)/M(Σ ∩ Γ)

Here, letting iΛ,Λ′ : M(Λ) → M(Λ′) denote the canonical admissible monomor-
phism for Λ ⊆ Λ′ ∈ I, the left (resp., right) horizontal arrow in the middle row
has components (iΓ∩Σ,Γ,−iΓ∩Σ,Γ) (resp., (iΣ,Σ∪Γ, iΓ,Σ∪Γ)). The maps in the top
and bottom rows are the induced ones, and the columns are obvious short exact
sequences. The top row is clearly (split) exact; moreover, the isomorphism in the
bottom line follows from the previously treated special case with Ω replaced by
Ω \ (Γ ∩ Σ) and M replaced by M/M(Γ ∩ Σ)). By the 9-lemma, the middle row is
a short exact sequence, and the given square is bicartesian as claimed. �

2.5. Truncation functors. Abbreviate D0[DΓ] = D0
Γ and D0

Ω = D0.
Let M , N , Q be objects of D0 and Γ ⊆ Λ ∈ I. By 2.2(a), we see that a map

M → N of objects of D0 induces a unique map M(Λ)/M(Γ)→ N(Λ)/N(Γ); thus,
we have an additive functor Q 7→ Q(Λ)/Q(Γ). To prove Lemma 1.4(b)–(c), we
will show for Q in D0[D], that Q(Λ)/Q(Γ) depends only on Q and Λ \ Γ, up to
isomorphisms compatible with all these induced maps.

For any locally closed subset Σ of Ω, we define the admissible subquotient object
M(Σ) := M(Σ′)/M(Σ′ \ Σ) of M , where Σ′ is the closure of Σ (this is compatible
with the existing notation for Σ ∈ I). As a special case of the above remarks, there
is natural additive functor σΣ : D0 → D0 given on objects by Q 7→ Q(Σ). Suppose
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now that Λ \ Γ = Σ. It is easy to see that Σ′ ∪ Γ = Λ and Γ ∩Σ′ = Σ′ \Σ. By 2.4,
one has a canonical morphism of short exact sequences

0 // Q(Σ′ \ Σ) //

��

Q(Σ′) //

��

Q(Σ) // 0

0 // Q(Γ) // Q(Λ) // Q(Σ) // 0

This gives a canonical isomorphism Q(Σ) ∼= Q(Λ)/Q(Γ) for all Γ ⊆ Λ ∈ I with
Λ\Γ = Σ; from the definition, this isomorphism is clearly compatible with the maps
f(Σ): M(Σ) → N(Σ) and M(Λ)/M(Γ) → N(Λ)/N(Γ) induced by a morphism
f : M → N .

This gives us our functor σΣ, which we call truncation to Σ; its strict image
is obviously in D0

Σ, hence by restriction we get τΣ : D → D0
Σ and in particular

τx := τ{x} : C → Dx for x ∈ Ω. The assertions 1.4(b)–(c) are clear from the
construction. Observe that the full subcategory CΣ of objectsQ ofD0 withQ(x) = 0
for x 6∈ Σ coincides with D0

Σ.
Applying the above facts to to Q(Γ) in D0

Γ in place of Q, one sees that

2.5.1. For any locally closed subsets Γ and Σ of Ω such that Σ is a coideal of Γ
there is a short exact sequence

(2.5.2) 0→ Q(Σ)→ Q(Γ)→ Q(Γ \ Σ)→ 0

in D, and it is functorial in Q i.e. for f : M → N in D0, one has the commutative
diagram

0 // M(Σ) //

σΣ(f)

��

M(Γ) //

σΓ(f)

��

M(Γ \ Σ) //

σΓ\Σ(f)

��

0

0 // N(Σ) // N(Γ) // N(Γ \ Σ) // 0

This proves 1.4(e). The following is just a restatement of 2.2.1 in this notation:

2.5.3. If Λ is an ideal of Ω, then Hom(M(Ω \ Λ), N(Λ)) = 0 for all M , N .

The verifications of the following facts are left to the reader. Let ιΓ : D0
Γ → D0

denote the inclusion functor.

2.5.4. If Γ is an ideal (resp., coideal) of Ω then τΓ is left (resp., right) adjoint to ιΓ
and the counit τΓιΓ → Id (resp., unit Id→ τΓιΓ) is a natural isomorphism.

2.5.5. For two locally closed subsets Γ, Σ of Ω there is a natural isomorphism
σΣσΓ

∼= σΣ∩Γ.

2.6. We record the following facts for completeness.

Lemma. (a) Idempotents split in D0[D] if they split in D and they split in Dx

for all x ∈ Ω.
(b) If each category Dx is closed under the operation of taking direct summands

in D, then so is D0[D].

Proof. We prove (a), leaving the very similar proof of (b) to the reader. Let M
be in D0[D] and e ∈ End(M) be an idempotent. It is sufficient to show ker e is
in D0[D]. Set e′ = IdM − e. For each locally closed subset Γ of Ω, we have the
idempotents e(Γ) := τΓ(e) and e′(Γ) = IdM(Γ) − e(Γ) in End(M(Γ)) by 2.5. Hence
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there is a corresponding direct sum decomposition M(Γ) = ker(e(Γ)) ⊕ ker(e′(Γ))
in D. Moreover, if Σ is a coideal of Γ then the short exact sequence in D

0→M(Σ)→M(Γ)→M(Γ \ Σ)→ 0

canonically identifies with the direct sum of the two sequences

0→ ker(e′′(Σ))→ ker(e′′(Γ))→ ker(e′′(Γ \ Σ))→ 0

for e′′ = e and e′′ = e′, so the latter are D-exact. Since idempotents split in Dx,
it follows that ker(e(x)) is in Dx for all x ∈ Ω and thus ker e is in D0[D] (with
(ker e)(Γ) ∼= ker(e(Γ))) as required. �

2.7. The following lemma will be used in the proof of 1.2.

Lemma. If Ext1D(M,N) = 0 for M in Dx and N in Dy unless x < y, then D0[D]
is the full subcategory of objects M of D with a filtration M = M0 ⊇ . . . ⊇Mm = 0
such that for each i, M i−1/M i is in Dyi

for some yi ∈ Ω.

Proof. It is clearly sufficient to show that if 0→ M ′
x → M → M ′′ → 0 is an exact

sequence in D with M ′
x in Dx and M ′′ in D0[D], then M is in D0[D]. Consider the

commutative diagram

M ′
x

// N //

��

M ′′(≥ x)

��
M ′

x
// M //

��

M ′′

��
M ′′(6≥ x) M ′′(6≥ x)

in D. Here, the top right square is a pullback square, and the rows and columns
(completed by zeros) are short exact sequences. By assumption, the top row is split
exact, so N is in D0[D≥x]. The middle column shows M is in D0[D]. �

Remarks. If one assumes that each Dx is closed under extensions in D, a similar
argument shows one may replace “x < y” in the statement of the lemma by “x ≤ y”
(one replaces “≥ x”, “ 6≥ x” in the diagram by “> x”, “ 6> x”).

3. Construction of stratified exact categories

In this section, we prove a more general version of the basic construction 1.7.
We also give proofs of Lemma 1.2 and Proposition 1.6.

3.1. In this section, Ω denotes a interval finite poset and we consider a family
E = {Fx : Dx → D}x∈Ω of exact functors from exact categories Dx into a fixed
exact category D. We define EΓ := {Fx : Dx → D}x∈Γ for any subset Γ of Ω (in
the induced order), and Eop := {F op

x : Dop
x → Dop}x∈Ωop where F op

x : Dop
x → Dop.

The following assumption will be in force throughout this section.

Assumption. D = D[E] := (D, {Fx(Dx)}x∈Ω) satisfies the conditions of 2.1,
where Fx(Dx) denotes the strict image of Fx.
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Observe that D[Eop] = (D[E])op and D[EΓ] = (D[E])Γ then also satisfy the
conditions of 2.1. As in the preceding section, define from D the category D0 =
D0[D] and the truncation functors σΓ : D0 → D0 for Γ locally closed in Ω. We
tacitly assume as before that D is a perfectly exact subcategory of an abelian
category B.

3.2. Form a new additive category C0 = C0[E] as follows. An object M of C0
consists of an object M0 of D0, a family {Mx}x∈Ω with Mx an object of Dx and
all but finitely many Mx zero, and a family {mx : Fx(Mx)

∼=−→ σx(M0)}x∈Ω of
isomorphisms in D. If N is another such object, a morphism f : M → N consists
by definition of a morphism f0 : M0 → N0 in D0 (equivalently, in D) and a family
of morphisms {Fx : Mx → Nx}x∈Ω such that σx(f)mx = nxFx(fx). If g : N → P is
another morphism, the composite gf is given by (gf)0 = g0f0 and (gf)x = gxfx.

3.3. A sequence

(3.3.1) 0→M
i−→ N

j−→ P → 0

of objects and morphisms in C0 will be called a short exact sequence in C0 if the
sequence 0 → M0 → N0 → P 0 → 0 is exact in D and for all x ∈ Ω the sequence
0 → Mx → Nx → Px → 0 is exact in Dx. We call i (resp., j) above an admissible
epimorphism (we see later this makes C0 an exact category).

Observe that one has C0[Eop] = (C0[E])op canonically. We will often not prove
(or even explicitly mention) the duals of the statements we make. Abbreviate
C0[EΓ] = C0Γ for a locally closed subset Γ of Ω.

Lemma. A morphism f : M → N in C0 is an admissible epimorphism iff each
fx : Mx → Nx is an admissible epimorphism in Dx. If 0 → L → M → N → 0 is
exact in C0, then the induced sequence 0→ L0(Γ)→M0(Γ)→ N0(Γ)→ 0 is exact
in D for any locally closed subset Γ of Ω.

Proof. Consider the first claim of the lemma. Suppose that f : M → N is a mor-
phism in C0 and that for x ∈ Ω, 0 → Lx → Mx

fx−→ Nx → 0 in Dx is exact
in Dx. For each finite locally closed subset Λ of Ω, construct the exact sequence

0→ HΛ → M0(Λ)
σΛf0

−−−→ N0(Λ) in B, and denote it by A(Λ). We prove by induc-
tion on the cardinality of Λ that A(Λ) is a short exact sequence in D. If Λ = {x},
this follows from the exactness of Fx by considering the commutative diagram with
short exact top row

Fx(Lx) //

∼=
��

Fx(Mx) //

∼=
��

Fx(Nx)

∼=
��

Hx
// M0(x) // N0(x).
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Now given a locally closed subset Λ of Ω and a coideal Γ of Λ with complementary
ideal Σ := Λ \ Γ such that A(Γ) and A(Σ) are exact in D, consider the diagram

HΓ
//

��

M0(Γ) //

��

N0(Γ)

��
HΛ

//

��

M0(Λ) //

��

N0(Λ)

��
HΣ

// M0(Σ) // N0(Σ)

in D. Here, the top and bottom rows and the two rightmost columns are short
exact sequences in D (and hence also in B). The right map in the middle row is an
epimorphism in B by the snake lemma. Hence the middle row is exact in B. The
first column is the (exact in B by the snake-lemma) sequence of kernels in B of the
horizontal maps on the right. Since D is closed under extensions in B, one sees that
HΛ is in D. The middle row is therefore a short exact sequence in D.

Now take Λ sufficiently large to include all x with Mx 6= 0 or Nx 6= 0 and set
L0 := HΛ. One has M0(Λ) ∼= M0 and N0(Λ) ∼= N0. The above diagrams imply
that L0 is in D0, with L0(Γ) ∼= HΓ. The isomorphisms Fx(Lx) ∼= Hx

∼= L0(x) define
an object L of C0, and determine as required an evident short C0-exact sequence
0→ L→M → N → 0.

The second claim of the lemma is clear from the above since one must have
L0(Λ) ∼= HΛ. �

3.4. We introduce some further notation. Given any object M of C0 and a locally
closed subset Γ of Ω, define the object M(Γ) of C0[EΓ] by M(Γ)0 = (M0)(Γ) and
(M(Γ))x = Mx with isomorphisms Fx(M(Γ)x) = Fx(Mx) ∼= σx(M0) ∼= σx(M0(Γ))
for x ∈ Γ. The map M 7→ M(Γ) extends in an obvious way to a functor τΓ : C0 →
C0[EΓ]. Similarly, one has a functor ιΓ : C0[EΓ] → C0 defined on objects M of C0
as follows. Set (ιΓ(M))0 = M , let (ιΓ(M))x = Mx if x ∈ Γ, and set (ιΓ(M))x = 0
if x ∈ Ω \ Γ. Finally, define σΓ = ιΓτΓ : C0 → C0.

One can check from the definitions and the proof of 3.3 that

3.4.1. σΓ, τΓ and ιΓ have the same properties 2.5.1–2.5.5 as those of the similarly
denoted functors considered in 2.5, and, moreover, they are all exact (i.e. preserve
short exact sequences).

Remarks. It will be clear after the proof of the following result that the functors
here may be regarded as instances of the functors considered in 2.5.

3.5. We shall deduce 1.7 from the following more general fact.

Theorem. With C0-exact sequences as the short exact sequences, C0 is an exact
category. Idempotents split in C0 if they split in D and each Dx

Proof. We verify the axioms B.2 for an exact category. For the proof, we regard
C0[EΓ] as a full subcategory of C0 via the functor ιΓ (which is full and faithful,
and preserves and reflects the “short exact sequences”). We thus have τΓ(M) =
σΓ(M) = M(Γ) for M in C0. Note that C0 is the directed union of its subcategories
C0[EΓ] over the finite locally closed subsets Γ of Ω. We may therefore assume
without loss of generality that Ω is finite.
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It is clear that the class of short exact sequences of C0 contains the split exact
sequences and is closed under taking isomorphic sequences. Admissible epimor-
phisms are closed under composition by 3.3. Given a short exact sequence (3.3.1),
it is easy to verify that i = ker j. Indeed, given a morphism f : L→ N with jf = 0,
the unique maps g0 : N0 → M0 and gx : Nx → Mx with f0 = i0g0 and fx = ixgx

define the unique map g : N →M with f = ig.
Now we verify that the pullback of an admissible epimorphism N → P via a

map Q→ P is an admissible epimorphism. Form for x ∈ Ω and any locally closed
subset Λ of Ω the pullback squares

Rx
//

��

Qx

��

RΛ
//

��

Q0(Λ)

��
Nx

// Px N0(Λ) // P 0(Λ)

in Dx and D respectively. In each case, the top horizontal map is an admissible
epimorphism. As in B.3, these give short exact sequences

0→ Rx → Qx ⊕Nx → Px → 0

0→ RΛ → Q0(Λ)⊕N0(Λ)→ P 0(Λ)→ 0.

Let Sx (resp., S(Λ)) denote the above short exact sequence associated to x (resp.,
Λ). There is an isomorphism Fx(Sx) ∼= S(x) of short exact sequences in D induced
by the isomorphisms Fx(Px) ∼= P 0(x) and Fx(Qx ⊕ Nx) ∼= Q0(x) ⊕ N0(x); in
particular, Fx(Rx) ∼= R{x}. Also, for a coideal Γ of Λ with complementary ideal
Σ = Λ \ Γ, 2.5.1 and the 9-lemma gives a short exact sequence of diagrams

0→ S(Γ)→ S(Λ)→ S(Σ)→ 0

(i.e. regarding the S(Λ) etc as exact rows of a 3× 3-diagram in D, the columns are
also short exact sequences). Setting R0 = R(Ω) in D0, the above defines an object

R of C0 and a short C0-exact sequence 0→ R
f−→ Q⊕N g−→ P → 0. Since f = ker g,

B.3 implies there is a pullback square

R //

��

Q

��
N // P

in C0 in which the mapR→ Q is an admissible epimorphism by 3.3. The verification
of the remaining exact category axioms B.2 (involving monomorphisms) is dual to
that given above for those involving epimorphisms.

Finally, we verify the assertion about splitting of idempotents in C0. Let M
be in C0 and e ∈ End(M) be an idempotent. Corresponding to e0 and ex, there
are split epimorphisms π0 : M0 → N0 in D0 (by 2.6) and πx : Mx → Nx in Dx

with kerπ0 = ker e0 and kerπx = ker ex. The definitions imply there is a unique
isomorphism nx : Fx(Nx) → N0(x) so nxπ

0(x) = Fx(πx)mx. This makes N an
object of C0 and defines a split epimorphism π : M → N with kerπ = ker e. �

3.6. For any locally closed subset Λ of Ω, we continue to regard C0Λ := C0[EΛ] as a
full subcategory of C0. It consists of the objectsM of C0 such thatMx = 0 for x 6∈ Λ,
so is clearly closed under extensions. Thus, it coincides with the smallest extension
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closed subcategory of C0 containing C0x for all x ∈ Λ. The functor τΛ : C0 → C0Λ is
clearly exact, and ιΛ : C0Λ → C0 is perfectly exact.

There is an exact functor τ0 : C0 → D given on objects by M 7→ M0. We now
have

3.6.1. If Γ is an ideal of Ω, i ≤ 1, and M (resp., N) is an object of C0Γ (resp., of
C0Ω\Γ) then Exti

C0(N,M) = 0 but the natural map Exti
C0(M,N) → Exti

D(M,N)
induced by τ0 is an isomorphism.

We leave the verification to the reader (observe that for x ∈ Ω, Nx = 0 if x ∈ Γ
and Mx = 0 if x 6∈ Γ).

For x ∈ Ω, there is an equivalence of exact categories C0x → Dx given by M 7→
Mx. We regard this as an identification C0x = Dx. The above fact now implies that
for i ≤ 1 and objects M of C0x and N of C0y , one has natural isomorphisms

(3.6.2) Exti
C0(M,N) =


Exti

Dx
(M,N), if x = y

Exti
D(τ0M, τ0N), if x < y

0 otherwise.

It follows that C0 is a weakly stratified exact category with weight poset Ω and
strata C0x, as defined in 1.5 (1.4(i) and 1.4(ii) hold by (3.6.2) and conditions 1.5(i)–
(iv) are clear from the construction and the above remarks).

Regard F := (C0, {C0x}x∈Ω) as data satisfying the conditions 1.4. It is also
clear that D0[F ] = C0 as additive categories, and that the functors τΓ, ιΓ and σΓ

associated in Section 2 to the additive category D0[F ] identify naturally with the
similarly denoted functors associated to the exact category C0[E].

3.7. Proof of Theorem 1.7. Suppose that the functors Fx : Dx → D are full,
exact inclusion functors as in Theorem 1.7. Define a three-term sequence in C :=
D0[D] to be short exact if it is exact in D and application of τx gives a short exact
sequence in Dx for all x ∈ Ω. Then it is easy to see that τ0 gives an equivalence
of additive categories between C0[E] and D0[D]; moreover, under τ0, short exact
sequences in C correspond to short exact sequences in D0. This proves Theorem
1.7.

Remarks. It is clear that if one performs the construction of 1.7 from a weakly
stratified exact category D with strata Dx, the resulting category C is equal to D
as weakly stratified exact category.

3.8. Proof of Lemma 1.2. Let C, B etc be as in 1.2 Let C6>x be the smallest
extension closed subcategory of B containing all strata Cy for y 6> x, regarded as a
perfectly exact subcategory of B. Since objects of Cx are projective in Bx, they are
certainly projective in C6>x. The assertion 1.2(a) is then immediate from definition
1.1.

By 1.7 and 2.7, we may form a weakly stratified exact category (C′, {Cx}x∈Ω) in
which C′ = C as additive category, but such that a three-term sequence

(3.8.1) 0→M ′ →M
f−→M ′′ → 0

in C′ is exact iff (3.8.1) is exact in B and σx(3.8.1) is exact in Cx for all x ∈ Ω,
where the σΓ denote truncation functors in C′.

Let (3.8.1) be a short exact sequence in B with M and M ′′ objects of C, and
assume that either M ′ is in C or idempotents split in each Cx. To complete the proof
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of 1.2(b), it will be more than sufficient to show that (3.8.1) is a short exact sequence
in C′; in fact, since every stratified exact category arises by the construction 1.2,
that will also show that every stratified exact category is a weakly stratified exact
category with split strata (see 1.6(d)).

Without loss of generality, assume that Ω is finite and non-empty. Choose a
maximal element x of Ω, so (3.8.1) may be regarded as a short exact sequence in
Bx. Let N be any object of Cx and R := End(N)op. Then HomBx(N, (3.8.1)) is
a short exact sequence of R-modules, and in particular we have an epimorphism
Hom(N,M) → Hom(N,M ′′). Equivalently, σx(f) : M(x) → M ′′(x) induces an
epimorphism Hom(N,M(x)) → Hom(N,M ′′(x)). Taking N = M ′′(x), one sees
that σx(f) is necessarily a split epimorphism in Cx, with kernel N ′, say (note that
N ′ exists in Cx if idempotents split in Cx, and N ′ = M ′(x) if M ′ is in C by taking
N = M(x) above). By the 9-lemma, we have a short exact sequence

0→M ′/N →M(6= x)→M ′′(6= x)→ 0

in B (with M ′/N = N(6= x) if M ′ is in C). Induction on the cardinality of Ω
gives that M ′/N is in C′6=x in any case and that this last sequence is a short exact
sequence in C′6=x. This immediately implies that M ′ is in C, with M ′(x) = N , and
that (3.8.1) is a short exact sequence of C′.

3.9. Proof of Proposition 1.6. As every weakly stratified exact category D arises
by the construction 1.7, 1.6(a) is a special case of (3.6.2). We saw in the proof of
1.2 that a stratified exact category is a weakly stratified exact category with split
strata. Conversely, let D be a weakly stratified exact category with split strata Dx.
It is clear that for any locally closed Γ ⊆ Ω, DΓ (as defined in 1.5) is the smallest
extension closed subcategory of D containing all Dy with y ∈ Γ. If one has an
object P of Dx and a short exact sequence E : 0 → L → M → N → 0 in D 6>x,
then Hom(P,E) = Hom(P, σx(E)) is exact since σx(E) is split exact; thus P is
projective in D 6>x. This proves 1.6(d).

We make some preliminary remarks for the proof of 1.6(b). If ρ : C → D
is an exact functor between exact categories, the natural maps f : Exti

C(P,Q) →
Exti

D(ρ(P ), ρ(Q)) for P , Q in C are the obvious ones for i = 0 and map the class
of an i-fold extension

E : 0→ Q→ R1 → . . .→ Ri → P → 0

(i ≥ 1) in C to the class of the extension

ρ(E) : 0→ ρ(Q)→ ρ(R1)→ . . .→ ρ(Ri)→ ρ(P )→ 0

in D. If now ρ has an exact left adjoint ρ′ such that the counit ρ′ρ → Id of the
adjunction is a natural isomorphism, it follows that f is an isomorphism. This is
especially well known for i = 0, so assume i > 0. Firstly, f is an injection since
if the class of ρ(E) is zero, so is that of ρ′ρ(E) and hence that of E. Secondly,
the map f is surjective since given E′ representing an element of Exti

D(ρ(P ), ρ(Q))
with i ≥ 1, the unit Id → ρρ′ of the adjunction gives a morphism of extensions
E′ → ρρ′E′. Using the counit of the adjunction to identify ρ(P ) with ρρ′ρ(P ) and
similarly for Q, this shows the class of E′ coincides that of ρρ′(E′) and hence it is
clearly in the image of f . If Γ is an ideal of Ω, the above remarks prove 1.6(b) by
2.5.4. The argument when Γ is a coideal of Ω is dual. The general case of 1.6(b)
follows since every locally closed subset is a coideal of the ideal it generates.
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Finally, let L, N , x, y be as in 1.6(c). Then Exti
D(N,L) = Exti

D 6>x
(N,L) by

1.6(d) and (b), and the right hand side is zero for i ≥ 1 since N is projective in
D 6>x.

3.10. The proof of the following, using 2.6 and the remarks in B.11, is left to the
reader.

Proposition. Let D be a (weakly) stratified exact category with strata Dx for x ∈
Ω.

(a) Let D′ be the Karoubianization of D, and regard D as a perfectly exact
subcategory of D′. Let D′x be the full additive subcategory of D′ consisting
of direct summands of objects in Dx. Then D′ is a (weakly) stratified exact
category with strata D′x.

(b) Idempotents split in D iff they split in Dx for all x ∈ Ω.

3.11. We close this section with one final trivial remark. Suppose C is a weakly
stratified exact category. Let {Ωx}x∈Λ be a partition of Ω by locally closed subsets
Ωx indexed by an interval finite poset Λ such that a ∈ Ωx, b ∈ Ωy and a ≤ b imply
x ≤ y in Λ. Then (C, {CΩx}x∈Λ) is a weakly stratified exact category.

4. The Abelian Category C∗

Let C be a svelte stratified exact category with strata Cx and weight poset Ω.
We prove here some first general facts about the associated abelian categories C∗
and C† defined as in 1.8 and Appendix B. The results of the first two subsections
apply even to a svelte weakly stratified exact category.

4.1. Let Σ be a locally closed subset of Ω. Then one has abelian categories C∗Σ and
C∗ = C∗Ω. Observe that since C∗Σ has injective envelopes, all Ext-groups Exti

C∗Σ
(M,N)

exist and can be computed using an injective resolution of N . The exact functors
C τΣ−→ CΣ

ιΣ−→ C induce by B.15 left exact functors τ∗Σ : C∗Σ → C∗, ι∗Σ : C∗ → C∗Σ,
and right exact functors τΣ∗ : C∗ → C∗Σ, ιΣ∗ : C∗Σ → C∗ (we abbreviate (X)∗ = X∗,
(X)∗ = X∗, (X)† = X† etc for any X if it seems unlikely to cause confusion).

Proposition. Let Γ be an ideal of Ω with complementary coideal Λ := Ω \ Γ.
(a) One has adjoint triples (τΓ∗, τ∗Γ ∼= ιΓ∗, ι

∗
Γ) and (ιΛ∗, ι∗Λ ∼= τΛ∗, τ

∗
Λ) with

τΛ∗ιΓ∗ = 0, ι∗Λτ
∗
Γ = 0 and ι∗Γτ

∗
Λ = 0. In particular, τ∗Γ and ι∗Λ are exact, τ∗Λ

and ι∗Γ preserve injectives and ιΛ∗ and τΓ∗ preserve injectives.
(b) The adjunction morphisms Id → ι∗Γτ

∗
Γ, Id → τΛ∗ιΛ∗, ι∗Λτ

∗
Λ → Id and

τΓ∗ιΓ∗ → Id are isomorphisms, so ιΛ∗, τ∗Λ and τ∗Γ = ιΓ∗ are full embed-
dings. We usually identify C∗Γ with the strict image of τ∗Γ in C∗.

(c) The functor ι∗Λ is a quotient functor with C∗Γ as its kernel. In particular, C∗Γ
is a Serre subcategory of C∗.

(d) The components F → ιΓ∗τΓ∗F (resp., τ∗Γι
∗
ΓF → F ) of the adjunction mor-

phisms are epimorphisms (resp., monomorphisms) for F in C∗, so ιΓ∗τΓ∗F
(resp., τ∗Γι

∗
ΓF ) is the largest quotient object (resp., subobject) of F which is

in the strict image of τ∗Γ.
(e) For F in C∗, the adjunction arrows induce isomorphisms F ∼= lim−→Γ∈I

τ∗Γι
∗
ΓF

and lim←−Λ
τ∗Λι

∗
ΛF
∼= F where the projective limit is taken over the directed

family (by inclusion) of finitely generated coideals of Ω.
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(f) The natural sequence 0 → τ∗Γι
∗
ΓF → F → τ∗Λι

∗
ΛF → 0 is exact for any

injective object F of C∗.
(g) A sequence A : 0 → F → G → H → 0 in C∗ is exact iff ι∗Λ(A) is exact in
C∗Λ for all f.g. coideals Λ of Ω.

Proof. First, (a) and (b) follow from 2.5.4 and obvious identities τΓιΛ = 0, τΛιΓ = 0
by standard properties of adjoint functors and conjugate natural transformations.
Then ι∗Λ is a quotient functor by [25, Chapter III, Prop 5], for instance. To complete
the proof of (c), one must check that

4.1.1. An object F in C∗ satisfies ι∗ΛF = 0 iff F ∼= τ∗ΓG for some G in CΛ.

We have already noted ι∗Λτ
∗
Γ(G) = 0. Now we consider an arbitrary element F

of C∗. For any M in C, the natural short exact sequence

(4.1.2) 0→M(Λ)→M →M(Γ)→ 0

gives on application of F ∗ the exact sequence

(4.1.3) 0→ (τ∗Γι
∗
ΓF )(M)→ F (M)→ (τ∗Λι

∗
ΛF )(M)

of abelian groups and hence an exact sequence

(4.1.4) 0→ τ∗Γι
∗
ΓF → F → τ∗Λι

∗
ΛF

in C∗ from which F ∼= τ∗Γι
∗
ΓF if ι∗ΛF = 0.

The above argument also shows that τ∗Γι
∗
ΓF → F is a monomorphism in C∗

in general. By adjointness, F → ιΓ∗τΓ∗F is an epimorphism and the rest of (d)
follows. By the Yoneda lemma, (4.1.3) identifies with HomC∗(φ(4.1.2), F ) and
since φ is exact, it follows that if F is injective in C∗ then (4.1.3) is a short exact
sequence for all M in C. This implies in turn that for injective F , (4.1.4) is a short
exact sequence in the category of contravariant additive functors from C to abelian
groups, and hence a short exact sequence in C∗, proving (f).

To prove (e), note that for M in C one has M ∈ CΛ for some Λ ∈ I and
then the canonical map (τ∗Γι

∗
ΓF )M = F (M(Γ)) → F (M) is an isomorphism for

I 3 Γ ⊇ Λ. This shows that F ∼= lim−→Γ∈I
τ∗Γι

∗
ΓF in the category of contravariant

additive functors from C to abelian groups, and the first part of (e) follows. The
proof of the second part of (e) is similar. Finally, (g) follows on checking that an
additive functor F : C → Z-Mod is effaceable iff FιΛ : CΛ → Z-Mod is effaceable for
all f.g. coideals Λ of Ω. �

Remarks. A formal setup involving abelian categories with adjoint functors satis-
fying several of the conditions above is studied in [44].

4.2. Here we collect some general facts about the structure of injectives of C∗.

4.2.1. If F is in C∗, and F → Q is an injective envelope of F in C∗, then for any ideal
Γ of Ω the induced map ι∗ΓF → ι∗ΓQ is an injective envelope in C∗Γ. In particular, if
F is injective in C∗Γ, then F ∼= ι∗ΓQ.

To see this, note first that ι∗ΓF → ι∗ΓQ is a monomorphism into an injective
object since ι∗Γ is right adjoint to the exact functor τ∗Γ. If 0 6= M ⊆ ι∗ΓQ, then
0 6= τ∗ΓM ⊆ τ∗Γι

∗
ΓQ ⊆ Q so H := F ∩ τ∗ΓM 6= 0 since F → Q is an injective

envelope. Now H ⊆ τ∗ΓM so H = τ∗ΓG for some G 6= 0 in C∗Γ. The inclusion H → F
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factors through the monomorphism τ∗Γι
∗
ΓF → F and one deduces that G is a non-

zero subobject of M ∩ ι∗ΓF . Hence ι∗ΓF → ι∗ΓQ is an essential monomorphism as
required to prove the claim.

The following two assertions follow directly using 4.1(a),(c),(f) and [25, Ch III].

4.2.2. Let Γ be any ideal of Ω with complementary coideal Λ. If M → Q is an
injective envelope in C∗ of an object M of C∗ with no non-zero subobject in C∗Γ,
then ι∗ΛM → ι∗ΛQ is an injective envelope of ι∗ΛM in C∗Λ; moreover, τ∗Λι

∗
ΛQ
∼= Q.

4.2.3. For Λ, Γ as above, any injective object Q of C∗ is a direct sum Q = J ⊕ τ∗ΛK
where J is the injective envelope in C∗ of the injective object ι∗ΓQ of C∗Γ and K is
injective in CΛ; moreover, K is unique up to isomorphism.

The next claim relates injective objects of C∗ to the injectives in C∗≥x for each
x ∈ Ω.

4.2.4. Choose for each x ∈ Ω a cogenerator Ix of C∗x and an injective envelope Jx

of Ix in C∗≥x. Then
∏

x∈Ω τ
∗
≥xJx is an injective cogenerator for C∗.

To see this, let F 6= 0 be in C∗. By 4.1, F ′ := τ∗Γι
∗
ΓF 6= 0 for some Γ ∈ I. Choose

x ∈ Λ maximal so that there exists N in Cx with F ′(N) 6= 0; then F ′ is in C∗6>x

and Hom(F ′, τ∗x (Ix)) = Hom(ι∗xF
′, Ix) 6= 0 since (ι∗xF )(N) = F (N) 6= 0. Thus, we

have a non-zero morphism g : τ∗Γι
∗
ΓF → τ∗x (Ix) in C∗Γ for some x ∈ Γ. In C∗, we have

natural monomorphisms τ∗ΓιGamma
∗F → F and τ∗x (Ix) → τ∗≥x(Jx). Hence g lifts

to a non-zero map F → τ∗≥xJx since the latter is injective. The claim follows.
On the other hand, the following claims relates injective objects of C∗ to injectives

in C∗Γ for Γ ∈ I.
4.2.5. An object F of C∗ is injective iff ι∗ΓF is injective in C∗Γ for all Γ ∈ I.

Indeed, let F in C∗ be such that ι∗ΓF is injective for all Γ ∈ I. Let f : F → Q
be an injective envelope of F in C∗. By 4.2.1, ι∗Γf is an isomorphism for all Γ ∈ I;
using 4.1(e) one deduces that f is an isomorphism in C∗.
Remarks. Taken together, the last two claims reduce, to some extent, the descrip-
tion of injectives in C∗ to that of injectives in C∗Σ for finite, locally closed subsets Σ
of Ω. In 4.7, we say more about the latter problem under an additional hypothesis
which is implied by strong stratification of C.
4.3. From B.9(a), one immediately deduces the following basic fact.

Lemma. φ(M) = Hom(?,M) is projective in C∗Γ for any M ∈ Cx and any ideal Γ
of Ω with x as a maximal element.

4.4. If C has enough projective pro-objects, the existence of a right adjoint to τ∗x
for each x ∈ Ω is easy to see by interpreting module-theoretically (see 9.4). In this
subsection, we sketch a proof of the existence of a right adjoint to τ∗x in general.

For locally closed Γ ∈ I, let φΓ : CΓ → C∗Γ be the standard Gabriel-Quillen
embedding. Define functors Λx : Cx → C∗ and Vx : Cx → C∗ by Λx = ιx∗φx = φιx
and Vx = τ∗xφx i.e. Λx(N) = φ(N) and Vx(N) = Hom(τx?, N) for N in Cx (observe
that Vx(N) takes short exact sequences in C to split exact sequences of abelian
groups). Both functors Vx and Λx are exact since they are additive and Cx is a split
exact category.

Now define an additive functor jx : C∗ → C∗x by

jx(F )(N) = HomC∗(Vx(N), F )



HIGHEST WEIGHT REPRESENTATIONS 41

for F in C∗ and N in Cx. We claim that

4.4.1. The functor jx is right adjoint to τ∗x . Hence τ∗x has both left and right adjoint
functors, and in particular τ∗x is exact.

To see this, one needs to construct isomorphisms

θF,G : HomC∗(τ∗xF,G) ∼= HomC∗x(F, jx(G)),

natural for F in C∗x and G in C∗. Define θF,G by the formula[[
θF,G(η)

]
N

(b)
]

M

(f) =
([
η
]
M
F (f)

)
(b)

for η : τ∗xF → G, N in Cx, M in C, f : τxM → N and b ∈ F (N), where for a
natural transformation ρ, [ρ]L denote its component at L. One may check that
θF,G has the required properties (one has [θ−1

F,G(ε)]M (a) =
[
[ε]τx(M)(a)

]
M

(Idτx(M))
for ε : F → jxG, M in C and a ∈ Fτx(M) ).

4.5. The following result is a variant of 1.21(b); I don’t know if there is a natural
common generalization.

Proposition. If Γ is an ideal of Ω with Λ := Ω \ Γ finite, then

(a) For F , G in C∗Γ, one has Exti
C∗Γ

(F,G) ∼= Exti
C∗(τ

∗
ΓF, τ

∗
ΓG) naturally.

(b) More generally, the right derived functor Rτ∗Γ : D+(C∗Γ)→ D+(C∗) is a full
embedding of derived categories.

Proof. By induction on the cardinality of Λ, it suffices to prove the assertions in the
case that Γ = Ω \ {x} for some maximal element x of Ω. If G is injective in C∗Γ, one
has from 4.2.1 and 4.1 an exact sequence 0 → τ∗ΓG → Q0 → (τ∗x ι

∗
x)Q0 → 0 where

τ∗ΓG → Q0 is an injective envelope in C∗. Choosing an injective resolution 0 →
ι∗xQ

0 → I• of ι∗xQ
0 in C∗x and applying τ∗x gives an injective resolution 0→ τ∗ΓG→

Q• in C∗ where Qi+1 = τ∗x (Ii). Note ι∗ΓQ
i = 0 for i ≥ 1 since τxιΓ = 0. Now for F in

C∗Γ and i ≥ 1, Exti(τ∗ΓF, τ
∗
ΓG) is a subquotient of Hom(τ∗ΓF, I

i) = Hom(F, ι∗ΓI
i) = 0

proving (a) in case G is injective. Now one can prove (a) for arbitrary G in C∗Γ
by dimension shifting, choosing an exact sequence 0 → G → Q → H → 0 with Q
injective in C∗Γ.

For (b), note that the above argument shows that τ∗ΓG is right ι∗Γ-acyclic for any
injective G in C∗Γ. Computing Rτ∗Γ using quasi-isomorphisms to bounded-below
complexes of injectives and noting that, as is well known, Rι∗Γ may be computed
using quasi-isomorphisms to bounded-below complexes of right ι∗Γ-acyclic objects,
we get Rι∗ΓRτ

∗
Γ
∼= R(ι∗Γτ

∗
Γ) = Id, proving (b).

�

4.6. Here, we give some formulae which are useful for the computation of certain
Ext-groups in C†.

We regard τ∗Γ : C∗Γ → E as an inclusion for Γ ∈ I, so ι∗Γ(F ) = σ∗Γ(F ) for F in C†.
Observe first that for Γ ⊆ Λ ∈ I1, the natural inclusions C∗Γ → C∗Λ → C† induce
maps

Extp
C∗Γ

(F,G)→ Extp
C∗Λ

(F,G)→ Extp
C†(F,G)

of Yoneda Ext-groups for F , G in C∗Γ. Since I is directed and every element of C†
lies in C∗Γ for some Γ ∈ I1,
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4.6.1. The natural map lim−→Γ∈I
Extp

C∗Γ
(F,G) → Extp

C†(F,G) is an isomorphism for
any F , G in C† (in the colimit, we consider only the cofinal family of Γ ∈ I so both
F , G are in C∗Γ). In particular, Extp

C†(F,G) is defined i.e. is a set.

4.6.2. If N is in Cx and F is in in both C∗6>x and C†, then

Extp
C†(φ(N), F ) =

{
0, if p > 0
F (N), otherwise

(note F (N) = 0 if F is in C∗6≥x).

For the proof, one may assume by 4.6.1 that Ω ∈ I and then by 4.5 that x is
maximal in Ω (since { y ∈ Ω | y > x } is finite). Then φx(N) is projective in C∗ by
4.3 so the result is immediate.

4.6.3. For F in both C∗6>x and C† and for G in C∗x,

Extp
C∗x

(ι∗xF,G) ∼= Extp
C†(F, τ

∗
xG)

(note this is zero if G is injective in C∗x and p > 0, or if F is in C†6≥x).

Once again the proof reduces to the case that x is maximal in Ω and Ω ∈ I. The
assertion follows by computing the first Ext-group using an injective resolution of
G, noting that τ∗x is exact by 4.4.1 and it preserves injectives since it is right adjoint
to the exact functor ι∗x (see [25, III, Cor. 6]).

We record the following easy consequences of these assertions.

4.6.4. For N in Cx and M in Cy, one has Extp
C†(φ(N), φ(M)) = 0 if p > 0 unless

x < y while HomC†(φ(N), φ(M)) = HomC(N,M) is zero unless x ≤ y.

4.6.5. For G in C∗y and N in Cx, one has

Extp
C†(φ(N), τ∗y (G)) =

{
G(N), if x = y and p = 0
0, otherwise.

4.6.6. For G in C∗y and F in C∗x, one has Extp
C†(τ

∗
x (F ), τ∗y (G)) = 0 unless x ≥ y, and

if x = y, Extp
C†(τ

∗
x (F ), τ∗x (G)) = Extp

C∗x
(F,G).

Remarks. The above formulae immediately imply the standard Ext-vanishing prop-
erties listed in 1.26, cf 9.4.

4.7. Let Dx be the additive category of all objects of C† which are isomorphic to
τ∗x (I) for some injective object I of C∗x. Let D be the smallest extension closed
subcategory of C† which contains Dx for all x, regarded as a perfectly exact subcat-
egory of C†. It follows from 4.6.6 that (D, {D}x∈Ωop) is a stratified exact category
(though it is svelte only when C contains only zero objects).

Now for any ideals Γ ⊆ Σ in Ω, we have for any injective object Q of C∗ a
canonical short exact sequence 0 → σ∗ΓQ → σ∗ΣQ → σ∗ΛQ → 0 where Λ = Σ \ Λ,
as follows by applying 4.1(f) to the (injective by 4.1(a)) object ι∗ΣQ of C∗Σ. We
view this as asserting that Q has a possibly infinite filtration with objects σ∗xQ as
“successive subquotients.”

Proposition. Suppose that for each x ∈ Ω, the following condition (i) holds:
(i) the functor ιx∗ : C∗x → C∗≤x induced by the inclusion ιx : Cx → C≤x is exact.
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If in addition Ω is finite, then the injective objects of C∗ are precisely the injective
objects of the stratified exact category D constructed above.

Proof. We begin with some remarks on the above condition (i) for arbitrary (interval
finite) Ω. It is equivalent to assume that ιx∗ : C∗x → C∗Γ is exact for some ideal (resp.,
all ideals) Γ 3 x of Ω. Assume (i) holds. If Γ is an ideal of Ω with x as maximal
element, ι∗x : C∗x → C∗Γ is exact and preserves injectives since it has an exact left
adjoint ιx∗ and a right adjoint τ∗x , and therefore for any injective object Q of C∗,
ι∗xQ is injective in C∗Γ.

Now assume that Ω is finite. Then injectives in C∗ are objects of D by the above
remarks, and they are clearly injective in D. On the other hand, suppose that Q is
an injective object of D. Let 0 → Q → Q̂ → F → 0 be an injective envelope of Q
in C∗. Let x be a maximal element of Ω and Γ := Ω \ {x}. We have a short exact
sequence 0 → Q(Γ) → Q → Q(x) → 0 in D. Using the facts that ι∗Γ(Q(x)) = 0
and ι∗x(Q(Γ)) = 0, one deduces that this sequence is isomorphic to the natural one
0 → σ∗ΓQ → Q → σ∗xQ → 0 (in particular, the latter is exact). There is an exact
sequence 0→ ι∗xQ→ ι∗xQ̂→ ι∗xF → 0 in which the first two terms are injective, so
the sequence is split and ι∗xF is injective in C∗x. also. Applying τ∗x gives a similar
split exact sequence with ι∗x replaced by σ∗x.

Now by induction on the cardinality of Ω, Q(Γ) ∼= σ∗ΓQ is injective in C∗Γ so we
may identify σ∗ΓQ = σ∗ΓQ̂ by 4.2.1. This gives a commutative diagram in C∗

0

��

0

��
0 // σ∗ΓQ // Q //

��

σ∗xQ //

��

0

0 // σ∗ΓQ̂
// Q̂ //

��

σ∗xQ̂
//

��

0

F

��

σ∗xF //

��

0

0 0

with exact rows and columns, from which the middle vertical column is seen to be
an exact sequence in D. Injectivity of Q in D̂ implies that Q is a direct summand
of Q̂ in D and hence also in C∗. Thus Q is injective in C∗ as required. �

4.8. Assume for the remainder of this section that Cx = AddNx where Nx =
{Nx,i}i and the Nx,i are pairwise non-isomorphic objects of Cx with local endomor-
phism rings Rx,i := End(Nx,i)op. We set Rx := End(Nx)op, and Jx,i := Rad Rx,i,
the maximal ideal of Rx,i. By C.8, there is a natural category equivalence C∗x ∼=
Rx-Mod given by F 7→ ⊕iF (Nx,i).

Proposition. For any x and i, φ(Nx,i) has a unique maximal subobject in C∗ (or
C†). Denote the simple quotient object of φ(Nx,i) by Lx,i. Then any simple object
of C∗ (or C†) is isomorphic to Lx,i for a unique x and i. Moreover, End(Lx,i)op ∼=
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Rx,i/Jx,i. Finally, if Ix,i denotes an injective envelope of Lx,i in C∗, then
∏

x,i Ix,i

is an injective cogenerator of C∗.

Proof. It will be enough to prove the assertions for C∗. For the proof of the first
assertion, we may assume without loss of generality that x is maximal in Ω, since
φ(Nx,i) ∼= Hom(σ≤x?, Nx,i) lies in the Serre subcategory C∗≤x (see 4.1(c)). We
have the functor jx : Rx-mod→ C∗ with (jx(N))(M) = Hom(M(x),Nx)⊗Rx N for
M in C and N in Rx-Mod (note jx(N) takes short exact sequences in C to split
exact sequences of abelian groups, so jx(N) is left exact; actually, jx identifies with
τ∗x under our identification C∗x = Rx-Mod). The natural transformation σx → Id
induces a homomorphism φ(Nx,i)→ Hom(σx?, Nx,i) ∼= jx(Rxex,i). Further, Rxex,i

has a unique simple quotient module L′x,i = (Rx/Jx)ex,i. This gives a composite
homomorphism ν : φ(Nx,i)→ jx(Rxex,i)→ jx(L′x,i). We will show that the kernel
F0 of this homomorphism is the unique maximal subobject of φ(Nx,i).

For M in C,
(
jx(L′x,i)

)
(M) = Hom(σx(M),Nx)⊗Rx

L′x,i with Hom(σx(M),Nx)
a f.g. projective right Rx-module. Identify F0(M) = ker νM . Let j : M(x) → M
be the canonical admissible monomorphism. By the definitions, F0(M) consists
of those h ∈ Hom(M,Nx,i) such that hj ∈ Hom(M(x),Nx)Jxei. If h ∈ F0(M),
then hjf ∈ eiJxei = Jx,i for all f : Nx,i → M(x). Conversely, if hjf ∈ eiJxei

for all f : Nx,i → M(x), then hjf ∈ ekJxei for all f : Nx,k → M(x) and all
k by C.15. Since M(x) is in AddNx, this latter condition implies that hj ∈
Hom(M(x),Nx)Jxei. Since any homomorphism Nx,i → M factors through j, it
follows that

(4.8.1) F0(M) = {h : M → Nx,i|hf ∈ Rad End(Nx,i) for all f : Nx,i →M }.

Consider any exact sequence

0→ F → Hom(?, Nx,i)
η−→ G

in C∗. We regard F (M) = ker(ηM ) in Z-Mod. For any morphism h : M → Nx,i in
C, we obtain a commutative diagram

0 // F (Nx,i) //

��

Hom(Nx,i, Nx,i) //

��

G(Nx,i)

��
0 // F (M) // Hom(M,Nx,i) // G(M)

Let a = ηNx,i
(IdNx,i

). Looking at the right hand square above shows that the right
hand horizontal map in the second row is given by h 7→ G(h)(a). Suppose that F is
not a subobject of F0. This means that for some h : M → Nx,i we have G(h)(a) = 0
but there is some f : Nx,i → M such that hf is a unit in End(Nx,i). Without loss
of generality, we may assume hf = IdNx,i . Then a = G(f)G(h)(a) = 0 and so (by
the Yoneda lemma), η = 0 and F = Hom(?, Nx,i). This completes the proof that
φ(Nx,i) has a unique maximal subobject.

Now we show any simple object L of C∗ is isomorphic to Lx,i for some x and i.
Certainly, L(N) 6= 0 for some N ∈ C. By left exactness of L, we have L(σx(N)) 6= 0
for some x. Since σx(N) is a direct summand of a finite direct sum of objects of
the form Nx,i for various i, we have L(Nx,i) 6= 0 for some i. By the Yoneda lemma,
this gives a non-zero homomorphism Hom(?, Nx,i) = φ(Nx,i)→ L. This map is an
epimorphism since L is simple, and so L ∼= Lx,i from above.
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Next, we show that if Lx,i
∼= Ly,j then (x, i) = (y, j). Suppose without loss of

generality that x 6< y. We may then replace Ω by the ideal generated by x and y
to assume x is maximal in Ω. A non-zero homomorphism Lx,i → Ly,j then lifts
to a homomorphism f : φ(Nx,i) → φ(Ny,j) by projectivity of φ(Nx,i). Now Im f
is not contained in the maximal submodule of φ(Ny,j), so f is an epimorphism.
Since Hom(Nx,i, Ny,j) = Hom(φ(Nx,i), φ(Ny,j)) 6= 0 we have x ≤ y and so x = y.
But then φ(Ny,j) is projective as well, so f splits to give a non-zero idempotent

φ(Nx,i)
f−→ φ(Ny,j) → φ(Nx,j) in End(φ(Nx,i)). Since End(Nx,i) ∼= End(φ(Nx,i) is

local, this idempotent is the identity. Hence φ(Nx,i) ∼= φ(Ny,j) and so Nx,i
∼= Ny,j

by faithfulness of the Gabriel-Quillen embedding. Thus x = y and i = j as required.
Now we determine End(Lx,i). Again without loss of generality, assume x is

maximal in Ω. If M is any object with a unique maximal subobject in an abelian
category, the endomorphisms of M preserve its unique maximal subobject. This
gives a ring homomorphism

α : Rx,i = End(Nx,i)op = End(φ(Nx,i))op → End(Lx,i)op.

Since φ(Nx,i) is projective, α is an epimorphism. From the above description of F0,
it is clear that kerα contains Jx,i. Since Jx,i is the unique maximal ideal of Rx,i,
we get kerα = Jx,i.

To prove the final assertion, it is enough to show that for any object F of C∗,
there is a non-zero morphism F → Ix,i for some x and i. For some x and i, we
have a morphism φ(Nx,i) → F with non-zero image G, say, which we regard as a
subobject of F . Then we get from above a non-zero composite G → Lx,i → Ix,i

which lifts to a non-zero F → Ix,i since Ix,i is injective. �

4.9. We list some additional properties of C∗, leaving proofs to the reader. Let us
say that an object F of C∗ (resp., C†) is a highest weight object of highest weight
(x, i) if every simple subquotient object of F is of the form Ly,j for some y ≤ x,
and there is a surjection F → Lx,i such that for every proper subobject F ′ of F ,
the composite F ′ → F → Lx,i is zero.

4.9.1. The object φ(Nx,i) is a universal highest weight object of highest weight (x, i)
in C∗ (resp., C†), in the sense that the highest weight objects of highest weight (x, i)
in C∗ (resp., C†) are precisely the non-zero quotients of φ(Nx,i).

For the remaining properties, we let LΣ
x,i denote the unique simple quotient of

φΣ(Nx,i) in C∗Σ, for x ∈ Σ.

4.9.2. Let Λ be a coideal of Ω. Then for a simple object Lx,i of C∗, ι∗ΛLx,i is zero
unless x ∈ Λ, in which case ι∗ΛLx,i = LΛ

x,i. Moreover, if x ∈ Λ then ιΛ∗L
Λ
x,i has a

unique maximal subobject with Lx,i as corresponding quotient object and τ∗Λ(LΛ
x,i)

is an essential extension of Lx,i; if also x is minimal in Λ, τ∗Λ(LΛ
x,i) ∼= τ∗x (Lx

x,i) and
ιΛ∗L

Λ
x,i
∼= ιx∗L

x
x,i are independent of Λ.

4.9.3. For any ideal Γ of I, one has τ∗Γ(LΓ
x,i) ∼= Lx,i. Moreover, τΓ∗Lx,i

∼= ι∗ΓLx,i is
zero if x 6∈ Γ and isomorphic to LΓ

x,i if x ∈ Γ.

5. Inverse Systems and Sheaves

The rather technical results in this section are applied to give the most general
version of our construction of weakly stratified exact categories (mentioned after
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1.7) and are used in the study in subsequent sections of the category Ĉ of pro-
objects of a (weakly) stratified exact category C with an infinite weight poset. The
reader interested primarily in situations with finite weight posets may wish to omit
this section (since Ĉ ∼= C if Ω is finite).

5.1. Let D be an exact category and (to begin) I be an arbitrary poset. Let DIop

be the exact category of contravariant functors (i.e. inverse systems) I → D. We
write an object of DIop

as Q = {Qx}x∈I and its limit (as a functor Iop → D) as
lim←−x∈I

Qx when it exists.

Remarks. We assume for convenience once again that D is a perfectly exact sub-
category of an abelian category B. Then DIop

is a perfectly exact subcategory of
the abelian category BIop

.

5.2. For an object A of D and x ∈ I, define the (“skyscraper”) object jI
xA in DIop

as follows. Set (jI
xA)y equal to A if x ≤ y and to 0 if x 6≤ y. For y ≥ z in I,

the canonical map fx,A
y,z : (jI

xA)y → (jI
xA)z of the inverse system jI

xA is the identity
map if z ≥ x and (necessarily) the zero map if z 6≥ x. Extended in the obvious
way to morphisms, this defines for each x ∈ Ω an exact functor jI

x : D → DI . Note
that the inverse system Q in DIop

is isomorphic to jI
xA iff Qy is isomorphic to A

for y ≥ x, Qy = 0 if y 6≥ x and Qy → Qz is an isomorphism for y ≥ z ≥ x.

Lemma. Let x, y ∈ I and A, B be objects of D. Then there are isomorphisms

Exti
DIop (jI

xA, j
I
yB) ∼=

{
Exti

D(A,B) if x ≤ y
0 if x 6≤ y,

natural in A and B, for i = 0 and for i = 1 (of course, Ext0 is just Hom).

Proof. One has for any y ∈ Ω the natural exact functor DIop → D given by
M = {Mx}x∈I 7→ My. This induces natural homomorphisms of Yoneda Ext-
groups Extp

DIop (M,N) → Extp
D(My, Ny) for all p. In particular, there are natural

homomorphisms

(5.2.1) θi : Exti
DIop (jI

xA, j
I
yB)→ Exti

D((jI
xA)y, (jI

yB)y).

It will suffice to show θi is an isomorphism for i = 0 or i = 1.
The image of an element {hz}z∈I : jI

xA→ jI
yB of Hom(jI

xA, j
I
yB) under θ0 is by

definition hy : (jI
xA)y → (jI

yB)y. On the other hand, given h : (jI
xA)y → (jI

yB)y

in D, define hz : (jI
xA)z → (jI

yB)z by hz = (fy,B
z,y )−1hfx,A

z,y if z ≥ y and hz = 0
otherwise. Then {hz}z∈I : jI

xA→ jI
yB in DIop

and h 7→ {hz}z∈I defines an inverse
to θ0.

Now we consider the map θ1. Suppose e is an element of Ext1(jI
xA, j

I
yB) repre-

sented by the class of an extension

(5.2.2) 0→ jI
yB →M → jI

xA→ 0

in DIop
. Write M = {Mz}z∈I with canonical maps gz,w : Mz → Mw for z ≥ w in

I. Then θ1(e) is by definition the class in Ext1D((jI
xA)y, (jI

yB)y) of the extension

(5.2.3) 0→ (jI
yB)y→My → (jI

xA)y → 0.

We claim that θ1 is injective. For suppose that d : My → (jI
yB)y is a split-

ting map for the extension (5.2.3). For z ∈ Ω, define cz : Mz → (jI
yB)z by
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cz = (fy,B
z,y )−1dgz,y if z ≥ y, and cz = 0 if z 6≥ y. Then one can check that

{cz}z∈I is in HomDIop (M, jI
yB) and defines a splitting map for (5.2.2). Now we

show that θ1 is surjective. If x 6≤ y, then (jI
xA)y = 0, (5.2.3) is necessarily split,

Ext1D((jI
xA)y, (jI

yB)y) = 0 and θ1 is an isomorphism of zero modules. So assume
x ≤ y. Consider an element e′ of Ext1D((jI

xA)y, (jI
yB)y) = Ext1D(A,B) represented

by the class of an extension

(5.2.4) 0→ B →M ′ f−→ A→ 0

in D. Define an inverse system M = {Mz}z∈I in DIop
by setting Mz equal to M ′ if

z ≥ y, to A if z ≥ x but z 6≥ y and to 0 if z 6≥ x; the maps Mz →Mw for z ≥ w are
the obvious maps IdM ′ , IdA or f whenever possible, and 0 otherwise. One obtains
an extension (5.2.2) in DIop

in which the corresponding extension

0→ (jI
yB)z→Mz → (jI

xA)z → 0.

in D is (5.2.4) for z ≥ y, is 0 → 0 → A → A → 0 for z ≥ x with z 6≥ y, and is
a short exact sequence of zero modules if z 6≥ x. Letting e denote the class of the
extension (5.2.2), one has θ1(e) = e′ and so θ1 is an isomorphism as required. �

Remarks. For x ∈ I, jI
x : D → DIop

is perfectly exact.

5.3. For the remainder of Section 3, Ω denotes a fixed interval finite poset. Let
I0, I1 be as defined in 1.15 but let I be any set of ideals of Ω which contains I0.
We order I, I0, I1 by inclusion. The poset I0 is isomorphic to Ω, under the map
which takes an element of Ω to the ideal it generates.

5.4. We assume till 5.6 that Ω is finite (so I1 is the family of all open sets of Ω).
Let B be any additive category. There is a natural “forgetful functor” BIop → BIop

0

given on objects by {QU}U∈I 7→ {QU}U∈I0 .
We say that an object (“presheaf”) Q = {QU}U∈I1 of BIop

1 satisfies the sheaf
axiom if Q∅ = 0 and for any open U, V in I1, the restriction maps of Q give a
pullback square in B

QU∪V
//

��

QU

��
QV

// QU∩V

(cf. 2.4). Let ShB denote the full additive category of BIop
1 consisting of objects

satisfying the sheaf axiom.
The defining properties of limits imply that the sheaf axiom is equivalent to the

requirement that for each open set U of Ω, the canonical maps QU → Q≤x for
x ∈ U induce an isomorphism

QU

∼=−→ lim←−
x∈U

Q≤x

(in particular, these limits exist). This implies that the natural composite functor
θB : ShB → BIop

1 → BIop
0 is full and faithful.

If B is an exact category, we denote by FlB the full additive subcategory of ShB

consisting of objects Q such that all restriction maps QU → QV are admissible
epimorphisms (we call such objects Q flabby sheaves). One sees from the sheaf
axiom and exact category axioms that FlB is a full, extension closed subcategory
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of the exact category BIop
1 . Hence FlB may be naturally regarded as a perfectly

exact subcategory of BIop
1 .

5.5. In this subsection, we assume that B is an abelian category. For Q in BIop
1 ,

and open sets U1, . . . , Un and U = ∪n
i=1Un of Ω, there is a standard complex

0→ QU
f−→ ⊕n

i=1(QUi)
g−→ ⊕1≤i<j≤nQUi∩Uj ,

where the components of f are the restriction maps QU → QUi
and for i 6= j, the

component QUi
→ QUi∩Uj

of g is the restriction map (resp., the negative of the
restriction map) if i < j (resp., i > j). Exactness of these complexes for n = 0 and
n = 2 is equivalent to the sheaf axiom for Q as given above. Conversely, if Q is a
sheaf, one sees by induction on n that the above complex is exact.

Hence, the notion of sheaf as defined here is the usual one for abelian B. Like-
wise, a sheaf Q is flabby as defined here iff the restriction map QΩ → QU is an
epimorphism for all open U in Ω i.e. iff it is flabby (flasque) in the usual sense.

Note also that θB : ShB → BIop
0 is a category equivalence for abelian B; one

readily verifies that there is an inverse to θ taking an inverse systemM = {MU}U∈I0

to M̂ in ShB where for U ∈ I, M̂U := lim←−x∈U
M≤x (note that the finite limits exist

in B and the restriction maps are determined by the universal properties of limits).
Since BIop

0 is an abelian category, ShB is (as well-known) an abelian category: a
sequence

(5.5.1) 0→M ′ →M →M ′′ → 0

in ShB is exact iff it is carried by θB to an exact sequence i.e. iff the sequence of
“stalks” 0 → M ′

≤x → M≤x → M ′′
≤x → 0 is exact in B for all x ∈ Ω. Recall the

following well-known fact (e.g. [27])

5.5.2. Suppose that (5.5.1) is a short exact sequence in ShB and that M ′ is flabby.
Then (5.5.1) is a short exact sequence in BIop

1 ; moreover, M is flabby iff M ′′ is
flabby.

On the other hand, it follows readily from the sheaf axiom that

5.5.3. If (5.5.1) is a short exact sequence in BIop
1 and M ′′, M ′ are sheaves, then M

is a sheaf and (5.5.1) is a short exact sequence of sheaves.

These facts imply that

5.5.4. For an abelian category B, FlB is a perfectly exact subcategory of ShB .

5.6. For an exact category D, let αD denote the composite FlD → DIop
1 → DIop

0 .

Lemma. If D is an exact category, the functor αD is perfectly exact.

Proof. Consider the commutative diagram of functors

FlD //

��

DIop
0

��
FlB // BIop

0

The vertical arrows are perfectly exact functors functors, and it will suffice to show
the bottom arrow has the same properties. The bottom arrow factorizes as

FlB
u−→ ShB

v−→ BIop
1

w−→ BIop
0 .
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As seen above, u is perfectly exact and wv is an equivalence of abelian categories.
�

Remarks. It follows that an inverse to the restriction αD : FlD → ImαD takes
an inverse system M := {MΓ}Γ∈I0 in ImαD to M̂ = {M̂U}U∈I1 where M̂U =
lim←−x∈U

M≤x (limit in B). In particular, the limits defining the M̂U exist in D, and

M 7→ M̂U is an exact functor ImαD → D.

5.7. Let F = (D, {Dx}x∈Ω) where the Dx are any full additive subcategories of
the exact category D indexed by an interval finite poset Ω. For x ∈ Ω, the ideal
≤ x generated by x is in I, and we abbreviate jI

≤x : D → DIop
by jI

x or even jx if
I is fixed. We denote the strict image of the restriction jI

x : Dx → DIop
by jI

x(Dx).
Then by 5.2, F I := (DIop

, {jI
x(Dx)}x∈Ω) satisfies the conditions imposed on D in

Section 2, so one may define the additive category D0[F I ] of objects of DIop
with

a F I -filtration.
The category D0[F I ] is independent of the choice of I containing I0, up to

equivalence. More precisely,

Lemma. The “forgetful” functor DIop → DIop
0 given on objects by {MΓ}Γ∈I 7→

{MΓ}Γ∈I0 restricts to an equivalence ρI : D0[F I ]→ D0[F I0 ]. A functor which is an
inverse to ρI is given by {MΓ}Γ∈I0 7→ {M̂Γ}Γ∈I where M̂Γ := lim←−x∈Γ

M≤x. These
equivalences are compatible with the respective truncation functors σΓ on D0[F I ]
and D0[F I0 ]. Moreover, the short exact sequences in DIop

of objects of D0[F I ]
correspond under ρI to short exact sequence in DIop

0 of objects of D0[F I0 ].

Proof. Consider an object M = {MU}U∈I of D0[F I ]. Then M is an object of
D0[(F I)Σ] for some finite locally closed subset Σ of Ω. We claim that

5.7.1. For any U ∈ I, the canonical map MU → M̂U := lim←−x∈Σ∩U
M≤x in B is an

isomorphism (here, the limit exists as a finite limit in the abelian category B and
hence it is also the limit in D).

We prove the claim by induction on the number n(M) of x ∈ Σ with τx(M) 6= 0
(alternatively, one could reduce to the case where Ω = Σ is finite and use Remark
5.6). If n(M) = 1, then M ∼= jI

x(B) for some object B of Dx and x ∈ Σ, and the
claim is trivial. Otherwise, one may choose a short exact sequence 0→M ′ →M →
M ′′ → 0 in DIop

of objects of D0[(F I)Σ] with n(M ′) and n(M ′′) both smaller than
n(M). The claim follows from the commutative diagram with exact rows in B

0 // M ′
U

//

∼=
��

MU
//

��

M ′′
U

//

∼=
��

0

0 // M̂ ′
U

// M̂U
// M̂ ′′

U

(recall the left exactness of lim←−).
Now the claim implies that the restriction maps MV →MU of the inverse system

M are uniquely determined by the restriction maps M≤x → M≤y for x ≥ y in Σ
(using the universal properties of limits). It follows immediately from this that ρI

is full and faithful. For any Γ ∈ I, the claim also implies

lim←−
x∈Γ

M≤x
∼= lim←−

x∈Γ

M̂≤x
∼= lim←−

x∈Γ∩Σ

M≤x
∼= M̂Γ

∼= MΓ.
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Here, the limits are taken in B (and hence are also the limits in D).
Now we show ρI is essentially surjective on objects. Suppose given an object

{MU}U∈I0 in D0[(F I0)Σ]. The (finite) limits defining M̂U := lim←−x∈Σ∩U
M≤x exist

by Lemma 5.6 and Remark 5.6. They determine an object M̂ = {M̂}U∈I of DIop

with restriction maps determined by the universal properties of limits. The map
M 7→ M̂ extends naturally to a functor D0[(F I0)Σ] → DIop

, and, by Lemma 5.6
again, this functor maps short exact sequences in DIop

0 of objects of D0[(F I0)Σ] to
short exact sequences in DIop

. Note that if M ∼= jI0
x (B) for B in Dx and x ∈ Σ,

then M̂ ∼= jI
x(B). It follows that M̂ is in D0[F I ] in general, and clearly ρIM̂ ∼= M .

The remaining claims of the lemma follow readily. �

5.8. Let F be as in the previous subsection. Suppose now that for each U ∈ I, the
data FU = (D, {Dy}y∈U ) satisfies the conditions 1.4(i) and 1.4(ii). Then we may
define the exact category D0[FU ] for U ∈ I and the associated truncation functors
σΛ for Λ locally closed in U . If U ⊆ V are in I, then D0[FU ] is a full additive
subcategory of D0[FV ].

Let D̂0 = D̂0[F I ] denote the full additive subcategory of DIop
consisting of

inverse systems {QU}U∈I satisfying the following conditions:
(i) QU is in D0[FU ] for any U ∈ I
(ii) for U ⊆ V in I, the restriction map QV → QU of Q is an admissible

epimorphism in D with kernel σV \UQV .
For any locally closed subset Γ of Ω, define the “truncation” functor σ̂Γ =

σ̂Γ,I : D̂0[F I ]→ D̂0[F I ] with (σ̂ΓQ)U = σΓ∩UQU and restriction maps

σΓ∩V QV → σΓ∩UQV

∼=−→ σΓ∩UQU

for V ⊇ U in I.

Lemma. (a) In general, D̂0[F I ] contains D0[F I ] as its full additive subcate-
gory of objects Q with τ̂x(Q) non-zero for only finitely many x; these two
categories coincide if Ω ∈ I1.

(b) The forgetful functor {QU}U∈I 7→ {QU}U∈I0 induces a category equivalence
D̂0[F I ]→ D̂0[F I0 ] provided I0 ⊆ I ⊆ I1.

(c) Suppose that the data F = (D, {Dy}y∈Ω) itself satisfies the conditions 1.4(i)
and 1.4(ii). Then there is a natural equivalence of additive categories θ =
θI : D0[F ] → D0[F I ] mapping an object Q of D0[F ] to the inverse system
{Q(U)}U∈I (with restriction maps Q(U) → Q(V ) compatible with all the
canonical admissible epimorphisms Q→ Q(W )).

Proof. For this proof, we denote the truncation functors in D0[F I ] by σ′Γ and those
on D0[FU ] by σΓ.

We first prove (a). Suppose Q = {QU}U∈I is an object of D0[F I ]. Then for
U ∈ I, the definitions immediately show that QU is an object of D0[FU ], with
σΓ(QU ) = (σ′ΓQ)U for any locally closed subset Γ of U ; for Γ a coideal of Γ′ (resp.,
Γ′ an ideal of Γ), the natural map σΓ(QU ) → σΓ′(QU ) identifies with the natural
map (σ′ΓQ)U → (σ′Γ′Q)U . For U ⊆ V in I and z ∈ V , the map σz(QV )→ σz(QU )
induced by QV → QU identifies with (σ′zQ)V → (σ′zQ)U , which by the definitions is
an isomorphism of objects of Dz if z ∈ U and is the zero map otherwise. It follows
readily that QV → QU is an admissible epimorphism with kernel σV \UQV , so Q is
in D̂0[F I ].
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Now suppose Q is in D̂0[F I ]. If Λ is a coideal of Γ and Σ = Γ \ Λ, there is a
natural short exact sequence

0→ σ̂ΛQ→ σ̂ΓQ→ σ̂ΣQ→ 0

in DIop
with σ̂ΛQ → σ̂ΓQ given by {σΛ∩UQU → σΓ∩UQU}U∈I (and similarly for

the other map). It is easily seen that σ̂z(Q) ∼= jI
z (σz(Q≤z)) for z ∈ Ω. From these

facts, it follows that Q is in D0[F I ] provided σ̂z(Q) 6= 0 for only finitely many
z ∈ Ω.

Consider arbitrary x1, . . . , xn in Ω, and let V ′ be the ideal of Ω they generate.
Choose any finite coideal Σ of V ′ which contains all (finitely many) z ∈ Ω with
σz(Q≤xi) 6= 0 for some i. For any U ∈ I with U ⊆ V ′ and any z ∈ U \ Σ, one
has σz(QU ) = 0 (if, say, z ≤ xi, consider the restriction maps QU → Q≤z ← Q≤xi

and use the definition of D̂0[F I ]). If Ω ∈ I1, choose x1, . . . , xn as generators of Ω
as an ideal; the above shows that σ̂z(Q) 6= 0 implies z ∈ Σ, and since Σ is finite,
it follows that Q is in D0[F I ] with σ′ΓQ

∼= σ̂ΓQ for all locally closed Γ ⊆ Ω. This
completes the proof of (a).

Now let Q be in D̂0[F I ] and Ω′ ∈ I1. Define J := {V ∈ I|V ⊆ Ω′ }. Observe
that {QU}U∈J is in D̂0[(FΩ′)J ]. Taking V ′ ⊇ Ω′ above, we see that τz({QU}U∈J) is
nonzero for only finitely many z ∈ Ω′, so {QU}U∈J is even in D0[(FΩ′)J ]. If I ⊆ I1,
it follows immediately from this using 5.7 that an inverse equivalence to the forgetful
functor in (b) is given by {QU}U∈I0 7→ {Q̂U}U∈I where Q̂U := lim←−x∈U

Q≤x. This
completes the proof of (b).

In the situation (c), it is readily checked using 5.7 that the functor taking an
object Q = {QU}U∈I of D0[F I ] to lim←−U∈I

QU gives an inverse equivalence; in fact,
one may take I = I1 and then the limit in question is canonically isomorphic to
QU for any U ∈ I1 which contains the finitely many z ∈ Ω with σ̂z(Q) 6= 0. �

Remarks. The embedding D̂0[F I ] → D0[F I ] of (a) and equivalences as in (b), (c)
of the lemma are obviously compatible with the respective truncation functors on
these categories. Moreover, they are easily seen to preserve exact sequences in the
following sense. For a “base” additive category D̂0[F I ] (resp., D0[F I ] or D0[F ]),
define the corresponding “ambient” exact category as DIop

(resp., DIop
or D). Let

F : X → Y denote the embedding of (a) or the equivalence as in (b) or (c); then a
three term exact sequence of objects of the base category X is exact in the ambient
exact category of X iff application of F gives a short exact sequence of objects of
the ambient exact category of Y (this is trivial for (a) and follows using 5.6 for (b)
and (c)).

5.9. We now give the more general construction of weakly stratified exact cate-
gories mentioned after Theorem 1.7.

Let E := {Fx : Dx → D}x∈Ω denote an arbitrary family of exact functors from
exact categoriesDx into a fixed exact categoryD, indexed by the interval finite poset
Ω. Then for any I with I0 ⊆ I ⊆ I1, the family EI := {jI

xFx : Dx → DIop}x∈Ω

satisfies the condition 3.1, by 5.2, so the weakly stratified exact category C0[EI ]
may be defined as in Section 3.

Theorem. C0[EI ] is independent of I (with I0 ⊆ I ⊆ I1) up to equivalence of
weakly stratified exact categories. Moreover, if E itself satisfies the conditions of
3.1, then C0[E] is equivalent as weakly stratified exact category to C0[EI ].
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Proof. The first claim follows from Lemma 5.7, and the second claim follows from
the Lemma and Remark in 5.8. �

5.10. Maintain the notation of the previous subsection. There is a natural exact
functor H : C0[EI1 ]→ D determined on objects by

Q = {QU}U∈I1 → lim←−
U∈I1

QU

(the limit is canonically isomorphic to QU for any U ∈ I1 which contains all the
finitely many z ∈ Ω with σ̂z(Q) 6= 0). One can check that H is faithful if all the
Fx are faithful. Further, using the second assertion of the theorem, one sees that
H is full and faithful if E satisfies the conditions of 3.1 and all the Fx are full
and faithful. Finally, if in addition the Fx are (strict) inclusion functors, then H
obviously induces an equivalence C0[EI ]→ C where C is as defined in Theorem 1.7.

6. Pro-objects

In this section, we define the category Ĉ of pro-objects of a weakly stratified
exact category and discuss its functoriality in C.

6.1. Throughout this section, we fix a weakly stratified exact category C with
strata Cx and weight poset Ω. Define F := (C, {Cx}x∈Ω) (note that F satisfies the
assumptions of 2.1). Now for any I with I0 ⊆ I ⊆ I1, we form F I as in Section 5
and then define the additive subcategory D̂0[F I ] as in Section 2.

Thus, D̂0[F I ] is the full additive subcategory of the exact category CIop
consisting

of inverse systems {QU}U∈I on I such that QU is in CU and the restriction map
QV → QU for V ⊇ U is an admissible epimorphism in C with kernel σV \UQV . It
is easily checked that D̂0[F I ] is closed under extensions in CIop

. We may therefore
regard D̂0[F I ] as a perfectly exact subcategory of CIop

. We denote this exact
category as ĈI := D̂0[F I ]; it coincides with ĈI defined in 1.15. Moreover, the
truncation functors σ̂Γ : D̂0[F I ]→ D̂0[F I ] for Γ locally closed in Ω, with (σ̂ΓQ)U

∼=
σΓ∩UQU , coincide with the functors σ̂Γ,I defined for ĈI in 1.15 and are readily seen
to be exact. In fact, all the assertions of Lemma 1.15 are immediate consequences
of the definitions together with Lemma 5.7, Lemma 5.8 and Remark 5.8. As in
1.15, we henceforward denote ĈI for I0 ⊆ I ⊆ I1 just as Ĉ, θI as θ and σ̂Γ,I as σ̂Γ.

It is easy to check that idempotents split in Ĉ if they split in C.

6.2. For a locally closed subset Γ of Ω, we define ĈΓ to be the perfectly exact
subcategory of Ĉ consisting of objects Q with QU in CΓ for all U ∈ I1 (equivalently,
for all U ∈ I0).

We let τ̂Γ : Ĉ → ĈΓ denote the restriction of σΓ, and ι̂Γ : ĈΓ → Ĉ denote the
inclusion. Observe that for {QU}U∈I1 in CΓ, Γ ∈ I1, one has σ̂x(Q) 6= 0 iff σx(QΓ) 6=
0. One therefore has from 5.8(a),(c) that

6.2.1. If Γ ∈ I1, then θ restricts to an equivalence of exact categories CΓ → ĈΓ.
Moreover, σ̂Γ(M) ∼= θ(MΓ) for any M in Ĉ.

The following facts follow readily from their analogues in 2.5.
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6.2.2. For any locally closed subsets Γ and Σ of Ω such that Σ is a coideal of Γ
there are short exact sequences

(6.2.3) 0→ σ̂ΣQ→ σ̂ΓQ→ σ̂Γ\ΣQ→ 0

functorial in Q for Q in Ĉ

6.2.4. If Λ is an ideal of Ω, then Hom(σ̂Ω\ΛM, σ̂ΛN) = 0 for all M , N in Ĉ.

6.2.5. If Γ is an ideal (resp., coideal) of Ω then τ̂Γ is left (resp., right) adjoint to ι̂Γ
and the counit τ̂Γι̂Γ → 1 (resp., unit 1→ τ̂Γι̂Γ) is a natural isomorphism.

6.2.6. For two locally closed subsets Γ, Σ of Ω there is a natural isomorphism
σ̂Σσ̂Γ

∼= σ̂Σ∩Γ.

Consider two objects M , N of Ĉ. There is a natural inverse system of abelian
groups {HomD(MU , NU )}U∈I . The maps HomĈ(M,N)→ HomC(MU , NU ) for U ∈
I (from the definition of Hom in Ĉ) induce isomorphisms of abelian groups

(6.2.7) HomĈ(M,N) ∼= lim←−
U∈I

HomC(MU , NU ).

Also, for in M in Ĉ, and in Q in CΓ with Γ ∈ I1, the natural map gives an isomor-
phism

(6.2.8) HomĈ(M, θ(Q)) ∼= HomC(MΓ, Q).

Applying this equation and the definition of projective object to the admissible
epimorphism N → σ̂U (N) ∼= θ̂(NU ) for N in Ĉ shows that

6.2.9. If M is a projective object of Ĉ, then for each U ∈ I, the natural map
HomĈ(M,N) ∼= HomC(MU , NU ) is an epimorphism.

6.3. Consider weakly stratified exact categories (C(i), {C(i)x }i∈Ω(i)) for i ∈ Z. For
notational simplicity, we henceforward abbreviate X(i) as Xi for any X. There are
various standard objects Xi associated to Ci in the same way as X is associated
to C; for instance, we have posets Ii

0 ⊆ Ii ⊆ Ii
1 of ideals of Ωi, categories Ĉi of

pro-objects of Ci, truncation functors σi
Γ, σ̂i

Γ, perfectly exact functors θi : Ci → Ĉi

etc.
Let F : C1 → C2 be a fixed covariant functor. For Λ ⊆ Ω2, we define

F−1(Λ) := { y ∈ Ω1|σΛF (A) 6= 0 for some A in C1y }.

Similarly, for Γ ⊆ Ω1, we define

F (Γ) := { z ∈ Ω2|σzF (A) 6= 0 for some A in C1y , y ∈ Γ }.

If Λ is an ideal of Ω2, Γ is an ideal of Ω1 containing F−1(Λ) and M is in C1 with
σΛFM 6= 0, then it follows if F is left or right exact that σΓM 6= 0.

We say that F is stable backwards for f.g. ideals if for any f.g. ideal Λ of
Ω2, there exists a f.g. ideal Γ of Ω1 with Γ ⊇ F−1(Λ). We say that F is stable
forwards for f.g. ideals if for any f.g. ideal Γ of Ω1, there is a f.g. ideal Λ of Ω2

with Λ ⊇ F (Γ). We say F is stable for f.g. ideals if it is stable forwards and
stable backwards for f.g. ideals. Similarly, we define what is meant by saying F is
stable, or stable forwards, or stable backwards, for f.g. coideals (recalling (Ci)op is
weakly stratified with weight poset (Ωi)op, each stability condition for f.g. coideals
is dual to the corresponding stability condition for f.g.ideals). Finally, we say that
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F is bistable if F is stable for both f.g. ideals and for f.g. coideals (i.e. F and
F op : (C1)op → (C2)op are both stable for f.g. ideals). Observe that each of the
above stability conditions (stability forwards or backwards for ideals or coideals)
is preserved under the operations of taking direct sums or direct summands of
functors, or composites of right (resp., left) exact functors. There are relationships
between stability properties of adjoint functors; we shall not need them, so they
are left to the interested reader.

6.4. Proof of Theorem 1.16. We regard Ci as a full subcategory of Ĉi via the
completely exact embedding θi : Ci → Ĉi. Consider an object M = {MΛ}Λ∈I1 of
Ĉ1. For Γ ∈ I2 and Λ,Σ ∈ I1 with Λ ⊇ Σ, there is an exact sequence

σΓFσΛ\ΣMΛ → σΓFMΛ → σΓFMΣ → 0

in C2 obtained by applying σΓF to the evident canonical short exact sequence
in C1. Now if Σ ⊇ F−1(Γ), then σΓFσΛ\ΣMΛ = 0. Hence lim←−Λ∈I1 σΓF (MΛ)
exists and is canonically isomorphic to σΓF (MΛ) for any Λ ⊇ F−1(Γ). Now
for I2 3 Γ ⊇ Γ′ and Λ ∈ I1, the natural maps σΓF (MΛ) → σΓ′F (MΛ) induce
maps lim←−Λ∈I1 σΓF (MΛ)→ lim←−Λ∈I1 σΓ′F (MΛ), defining an object F̂ (M) of Ĉ2 with

(F̂M)Γ := lim←−Λ∈I1 σΓF (MΛ) for Γ ∈ I2. This construction extends in an obvi-

ous way to define a functor F̂ : Ĉ1 → Ĉ2 as in (a). (Right) exactness of F̂ follows
immediately from the (right) exactness of F and exactness of the truncation func-
tors. It is clear that F̂ extends F in the sense that there is a natural isomorphism
F̂ θ̂1 ∼= θ̂2F .

Now we define ε̂. The components ε̂M for M in Ĉ1 are induced by the morphisms

σΓ(εMΛ) : σΓF (MΛ)→ σΓF
′(MΛ).

It is clear that ÎdF = IdF̂ and that if ε′ : F ′ 7→ F ′′ is another natural transformation
with F ′′ right exact and stable backwards for f.g. ideals, then ε̂′ε = ε̂′ε̂, where
(ε′ε)M = ε′M εM for M in C1 etc. Thus, ε 7→ ε̂ is functorial.

On the other hand, we claim that F 7→ F̂ is functorial up to coherent natural
isomorphisms. More precisely, suppose that G : C2 → C3 is another right exact
functor which is stable backwards for f.g. ideals. There is a natural isomorphism
ĜF ∼= ĜF̂ defined as follows. For M in Ĉ1 and Γ ∈ I3, one has

(ĜF̂M)Γ = lim←−
Λ∈I2

σΓG lim←−
Σ∈I1

σΛFMΣ
∼= σΓGσΛFMΣ

provided Λ ⊇ G−1Γ and Σ ⊇ F−1Λ. But then application of σΓG to the admissible
epimorphism FMΣ → σΛFMΣ gives an isomorphism

(ĜFM)Γ ∼= σΓGFMΣ
∼= σΓGσΛFMΣ

∼= (ĜF̂M)Γ

since Σ ⊇ (GF )−1(Γ). One can check this isomorphism is well-defined; over all
Γ ∈ I3, these isomorphisms yield isomorphisms ĜFM ∼= ĜF̂M which are the
components of the desired natural isomorphism ĜF ∼= ĜF̂ .
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These natural isomorphisms are coherent in the following sense: given another
stable exact functor H : C0 → C1, the diagram

ĜFH
∼= //

∼=
��

ĜFĤ

∼=
��

ĜF̂H
∼= // ĜF̂ Ĥ

commutes. This follows since for N in Ĉ0, Γ ∈ I3, Λ ⊇ G−1Γ in I2, Σ ⊇ F−1Λ in
I1 and Ψ ⊇ H−1Σ in I0, the diagram

σΓGFHNΨ

∼= //

∼=
��

σΓGFσΣHNΨ

∼=
��

σΓGσΛFHNΨ

∼= // σΓGσΛFσΣHNΨ

commutes. For F , F ′, ε, G, H as above, there are also commutative diagrams

ĜF
Ĝε //

∼=
��

ĜF ′

∼=
��

F̂H
ε̂H //

∼=
��

F̂ ′H

∼=
��

ĜF̂
Ĝε̂ // ĜF̂ ′ F̂ Ĥ

ε̂Ĥ // F̂ ′Ĥ

the straightforward verification of which is left to the reader.
The proof of the proposition can be completed as follows. Suppose that G : C2 →

C1 is a right exact right adjoint to F . We let ν : IdC1 → GF and ε : FG→ IdC2 be
the unit and counit of the adjunction, respectively. Define the composite natural
transformations

IdĈ1
ν̂−→ ĜF

∼=−→ ĜF̂

F̂ Ĝ
∼=−→ F̂G

ε̂−→ IdĈ2 .

We claim that the triangular identities (εF )(Fν) = IdF and (Gε)(νG) = IdG for the
adjoint pair (F,G) imply the corresponding identities for an adjoint pair (F̂ , Ĝ) with
the above natural transformations as unit and counit respectively. One triangular
identity for (F̂ , Ĝ) follows by inspection of the commutative diagram

F̂

F̂GF

ε̂F

;;wwwwwwwww ∼= //

∼=
��

F̂GF̂

ε̂F̂

OO

∼=
��

F̂

F̂ ν

=={{{{{{{{ F̂ ν̂ //
F̂ ĜF

∼= // F̂ ĜF̂

using the coherence properties proved above, and the other follows similarly.
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6.5. Let {Mj}j∈J be a family of objects of Ĉ; we write Mj = {Mj,Γ}Γ∈I . Suppose
that for each Γ ∈ I, there are only finitely many j ∈ J with Mj,Γ 6= 0. Then the di-
rect sum and direct product of {Mj}j∈J exist in Ĉ and are canonically isomorphic;
denoting them by M , we have MΓ = ⊕jMj,Γ =

∏
j∈J Mj,Γ. Denoting the projec-

tions and inclusions as pj : M →Mj and ij : Mj →M , we have pjij = IdMj
for all

j. Moreover,
∑

j ijpj = IdM in the sense that for each Γ ∈ I,
∑

j ij,Γpj,Γ = IdMΓ ,
the latter sum involving only finitely many non-zero terms. Henceforward, all di-
rect sum and products considered in Ĉ are assumed to be of this form; we call them
convergent direct sums (products). Finite direct sums are obviously convergent.

7. Projective objects of C and Ĉ

In this subsection, we consider projective objects in a weakly stratified exact
category C with strata Cx and weight poset Ω. Many of the later results require
that C be a stratified exact category.

7.1. Let P denote the full additive subcategory of projective objects in C.

Lemma. For an object P of C, the following conditions are equivalent:

(i) P is in P
(ii) Ext1C(P, ?) = 0
(iii) for all ideals Γ of Ω and all M in C, the natural map

f 7→ σΓ(f) : hom(P,M)→ hom(P (Γ),M(Γ))

is an epimorphism, and for all x ∈ Ω and for any admissible epimorphism
f : N ′ → N ′′ in Cx, any homomorphism P → N ′′ can be factored through
f .

Proof. Clearly, P is projective in C iff it is projective in CΣ for all finite, locally
closed subsets Σ with P in CΣ. Hence in the proof we assume without loss of
generality that Ω is finite.

In general, an object P of an exact category is projective iff Ext1(P, ?) = 0,
establishing the equivalence of (i) and (ii). Clearly, (i) implies (iii) as well. The
proof that (iii) implies (i) will be given after the following lemma.

7.2. Suppose that x is a maximal element of Ω. For any M in C, we denote by iM
and pM the indicated maps in the canonical exact sequence

0→M(x) iM−−→M
pM−−→ M(6= x)→ 0

in C.

Lemma. Suppose that P in C satisfies 7.1(iii). Then for any admissible epimor-
phism a : M → N and maps f : P → N and g : P (6= x) → M(6= x) in C satisfying
pNf = σ 6=x(a)gpP : P → N(6= x), there is a map h : P → M making the following
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diagram commute:

P

gpP

��

f

((
h

$$
M

pM

��

a // // N

pN

��
M(6= x)

σ6=(x)(a)
// // N(6= x)

Proof. By the first condition in 7.1(iii), there exists a map h′ : P →M with gpP =
pMh′. Then

pN (f − ah′) = pNf − pNah
′ = σ 6=x(a)(gpP − pMh′) = 0.

Since iN = ker pN , we may write f − ah′ = iNm for some map m′ : P → N(x).
By the second condition in 7.1(iii), m′ = σx(a)m for some m : P → M(x). Then
h := h′ + iMm is as required. �

7.3. Completion of proof of Lemma 7.1. To show (iii) implies (i), we proceed
by induction on ](Ω). Let x ∈ Ω be a maximal element. Suppose that P ∈ C
satisfies 7.1(iii) and that we have an admissible epimorphism a : M → N and
map f : P → N . Then σ 6=xa : σ 6=xM → σ 6=xN is an admissible epimorphism and
σ 6=x : P (6= x)→ N(6= x) is a map, so by induction there is a map g : P (6= x)→M(6=
x) with σ 6=x(a)g = f . In the notation of the previous lemma, one has σ 6=x(a)gpP =
fpP = pNf and the existence of a map h : P → M with f = ah follows by the
lemma. �

7.4. The second condition in 7.1(iii) holds automatically if C is a stratified exact
category, since admissible epimorphisms in Cx are split. Hence

Corollary. If C is a stratified exact category, then P in C is projective iff for all
M in C and all ideals Γ ∈ I, the natural map Hom(P,M) → Hom(P (Γ),M(Γ)) is
an epimorphism.

7.5. Let Γ be an ideal of Ω with a maximal element x. Let P (resp., N) be an
object of C (resp., Cx). Set Γ′ := Γ \ {x} ∈ I. The short exact sequence

(7.5.1) 0→ P (x)→ P (Γ)→ P (Γ′)→ 0

in C gives an exact sequence

(7.5.2) 0→ Hom(P (Γ′), N)→ Hom(P (Γ), N)→ Hom(P (x), N)→
Ext1(P (Γ′), N)→ Ext1(P (Γ), N)→ Ext1(P (x), N).

Lemma. The exact sequence (7.5.2) is independent of the ideal Γ with x as maximal
element, up to isomorphism.

Proof. Let Σ := { z ∈ Ω|z 6> x } ⊇ Γ and set Σ′ := Σ\{x}. Then Σ is another ideal
of Ω with maximal element x. We have the following commutative diagram with
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exact rows and columns:

0

��

0

��
P (Σ \ Γ)

��

P (Σ \ Γ) //

��

0

0 // P (x) // P (Σ) //

��

P (Σ′) //

��

0

0 // P (x) // P (Γ) //

��

P (Γ′) //

��

0

0 0

Note that P (Σ \ Γ) has a finite filtration with successive subquotients in Cy for
various y in Ω not comparable to x, so Hom(P (Σ\Γ), N) = Ext1(P (Σ\Γ), N) = 0.
Taking the start of the long exact Ext(?, N) sequences from the rows and columns
of this diagram gives an isomorphism of the sequences (7.5.2) associated to Γ and
Σ, as required. �

7.6. The construction of projective objects in many stratified categories of interest
hinges on the following observation.

Proposition. Consider an object P of C with P (x) projective in Cx for all x ∈ Ω.
Then P is projective in C iff for all x ∈ Ω and N in Cx, the map

Hom(P (x), N)→ Ext1(P (< x), N)

induced by the short exact sequence 0 → P (x) → P (≤ x) → P (< x) → 0 is an
epimorphism.

Proof. Clearly, Ext1C(P, ?) = 0 iff Ext1(P,N) = 0 for all x and all N in Cx i.e. iff
Ext1(P (≤ x), N) = 0 for all such x and N , since

Hom(P (6≤ x), N) = 0 = Ext1(P (6≤ x), N).

Since Cx is closed under extensions in C and P (x) is projective in Cx, we have
Ext1C(P (x), N) = 0. The desired conclusion follows from the exact sequence (7.5.2)
taking Γ equal to the ideal generated by x. �

7.7. Let P̂ denote the full subcategory of projective objects of Ĉ.

Lemma. For P = {PΓ}Γ∈I in Ĉ, the following conditions (i)–(iii) are equivalent:
(i) P is projective in Ĉ
(ii) PΓ is projective in CΓ for all Γ ∈ I
(iii) P≤x is projective in C≤x for all x ∈ Ω.

Proof. Assume (i) holds. By 6.2.5, τ̂Γ is left adjoint to the exact inclusion ι̂Γ, so
τ̂ΓP is projective in ĈΓ. Then PΓ is projective in CΓ by 6.2.1, proving (i) implies (ii).
It is trivial that (ii) implies (iii), since I ⊇ I0. Now we prove that (iii) implies (i).
For M = {MΓ}Γ∈I1 in Ĉ = ĈI1 , write M ′ for the inverse system M ′ := {M ′

x}x∈Ω

where M ′
x := M≤x. Identifying Ω with I0 via the order isomorphism sending x
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to the ideal it generates, we regard M ′ as the object of ĈI0 corresponding to M

under the standard equivalence ĈI1
∼= ĈI0 ; we use similar notation for morphisms.

Suppose given an admissible epimorphism f : M → A and a map g : P → A in Ĉ.
We consider families h′ = {hx : P ′x → M ′

x}x∈Γ of morphisms in C satisfying the
following conditions: Γ is an ideal of Ω containing the ideal Ω0 := { y ∈ Ω|P ′y = 0 },
gx = fxhx for all x ∈ Γ, and the diagrams

(7.7.1) P ′x
hx //

��

M ′
x

��
P ′y

hy // M ′
y

commute for all y ≤ x in Γ. Given another such family g = {gx : P ′x →M ′
x}x∈Σ, we

write h � g if Γ ⊆ Σ and hx = gx for all x ∈ Γ. By Zorn’s lemma, there is maximal
element h in the set of such families in the order �. To complete the proof, it is
sufficient to show Γ = Ω, since then h′ defines a morphism P ′ → M ′ in ĈI0 with
g′ = f ′h′ and the corresponding morphism h : P →M in Ĉ satisfies g = fh.

If z ∈ Ω \ Γ, there are only finitely many x ≤ z with x 6∈ Ω0, so we may choose
a minimal element x of Ω \ Γ. Note that Γ′ := Γ ∪ {x} is an ideal of Ω. Define the
poset Σ := { y ∈ Ω|y < x } ⊆ Γ. We obtain a contradiction to maximality of h by
constructing a map hx such that the following diagram commutes:

P ′x
gx //

hx ))

��

A′x

��

M ′
x

fx

55lllllllllllll

��
lim←−y∈Σ

P ′y // lim←−y∈Σ
M ′

y // lim←−y∈Σ
A′y.

In this diagram, the vertical maps and maps in the bottom row are the canonical
ones from the universal properties of inverse limits. The bottom row identifies with
PΣ → MΣ → AΣ in CΣ in which the last arrow is induced by f : M → A. The
vertical maps identify with the canonical admissible epimorphisms B≤x → B<x for
B one of P , M or A. The rightmost trapezoid and outer rectangle are commutative
since f (resp. g) is a morphism in Ĉ. The existence of hx with the required
properties follows from 7.2. �

7.8. We record the following simple relations between projectives in C, in Ĉ and
in CΣ for locally closed Σ ∈ I.

Suppose that P is projective in C. For any Γ ∈ I, σΓ has an exact right adjoint
ιΓ, so P (Γ) is projective in CΓ. This implies by 7.7 that θ(P ) is projective in Ĉ.

If Λ is any coideal of Ω, then ιΛ has the exact right adjoint σΛ, so any projective
object of CΛ is projective in C and hence projective in Ĉ. Further, any projective
object of ĈΛ is projective in Ĉ.

Finally, suppose that Ĉ has enough projective objects. Then if Γ ∈ I, CΓ has
enough projective objects; for given M in CΓ, one may choose choose an admissible
epimorphism P → θ(M) with P projective in ĈΓ, and then one has the admissible
epimorphism PΓ → θ(M)Γ ∼= M in CΓ.
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7.9. Start of proof of 1.18. For the remainder of this section, we assume that C
is a stratified exact category over G such that each stratum Cx is svelte. Fix a set
Nx = {Nx,i}i of objects of Cx satisfying Cx = addNx. Define Rx := end(Nx)op =
⊕i,i′ex,iRxex,i′ and Rx,i = end(Nx,i)op ∼= ex,iRex,i.

In this subsection, we prove 1.18(a). For any P in Ĉ and x ∈ Ω, choose Γ ∈ I1
with maximal element x. The short exact sequence

(7.9.1) 0→ P (x)→ P (Γ)→ P (Γ′)→ 0

in C gives an exact sequence

(∗P,x) 0→ hom(P (Γ′),Nx)→ hom(P (Γ),Nx)
fP,x−−−→ hom(P (x),Nx)

gP,x−−−→
ext1(P (Γ′),Nx)→ ext1(P (Γ),Nx)→ ext1(P (x),Nx).

of Rx-modules which is independent of Γ by 7.5. It follows immediately from 7.7
and 7.6 that P is projective in Ĉ iff gP,x is an epimorphism for all x ∈ Ω, proving
1.18(a).

7.10. The following lemma proves 1.18(c) and most of 1.18(b).

Lemma. A standard family of projectives in Ĉ exists if either ext1(Nx,i,Ny) is a
graded Noetherian right Ry-module for all x < y ∈ Ω and all i, or CΓ has enough
projective objects for all Γ ∈ I.

Proof. Assume first that Ω ∈ I1, and identify Ĉ = C. If Σ is a finite coideal of Ω,
then an object P of CΣ is clearly projective in CΣ iff it is projective in C. Hence we
may assume for now that Ω is finite.

Suppose that Γ is an ideal in Ω with maximal element x and Q is an object of
CΓ\{x}. Then by C.9, if ext1(Q,Nx) is a f.g. Rx-module, there is an object P of CΓ
such that P (Γ \ {x}) ∼= Q and

gP,x : hom(P (x),Nx)→ ext1(P (6= x),Nx)

is an epimorphism. If such an object P exists, we denote an arbitrary choice of one
such object by P = x ∗ Q (this definition of x ∗ Q depends only on x and Q, and
not on the choice of the ideal Γ as above). Note that by 1.18(a),

7.10.1. If Q is projective in CΓ\{x} then x ∗Q is projective in CΓ (if it exists).

Now construct some objects of P as follows. Let x ∈ Ω; choose a compatible
ordering x = x0, x1, . . . , xn of { y ∈ Ω|y ≥ x }. For any object N of Cx, define if
possible (i.e. if the required ext1 groups are f.g. ) Proj(N) := (xn ∗ . . . ∗ (x1 ∗N)).
Since N is projective in C6>x, 7.10.1 implies the following.

7.10.2. If N is in Cx and Proj(N) is defined, then Proj(N) is a projective object in
C with Proj(N) ∼= N and σyProj(N) = 0 unless y ≥ x.

To complete the proof of the lemma in case Ω ∈ I1, it is sufficient to check
that Proj(N) is always defined under the hypotheses of the lemma. Under the
Noetherian hypothesis of the lemma, x∗Q is defined since ext1(Q,Nz) is a finitely-
generated right Rz-module for any z ∈ Ω and Q = Q(6≥ z) in C; this follows from the
ext1 terms of the long exact ext(?,Nz) sequences and the definition of C on recalling
C.2.1. On the other hand, suppose that C has enough projectives. Let Γ be an ideal
of Ω with maximal element z, and Q be a projective object of CΓ\{z}. Choose an
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admissible epimorphism f : P → Q with P projective in C. By 7.6, the right Rz-
module ext1(P (Γ\{z},Nz) is f.g., since in (∗P,z), hom(P (z),Nz) is a f.g. projective
right Rz-module. But f gives an admissible epimorphism σΓ\{z}f : σΓ\{z}P → Q,
so Q is a direct summand of σΓ\{z}P . Therefore, ext1(Q,Nz) is a f.g. Rz-module
and so z ∗ Q is defined. This implies that all z ∗ Q occurring in the definition of
Proj(Nx) are defined.

Now we consider the general case i.e. we no longer assume Ω ∈ I1. It is clear
from the proof of the special case above that if Λ ⊆ Σ ∈ I, any projective object
Q′ of CΛ is isomorphic to the truncation σΛ(Q) of some projective object Q of CΣ
such that Q′(x) 6= 0 only if Q(y) 6= 0 for some y ≤ x. An Zorn’s lemma argument
similar to (but simpler than) that in the proof of 7.7 now shows that

7.10.3. If Γ ∈ I1 and P ′ is a projective object of CΓ, then there is a projective object
P = {PU}U∈I1 of Ĉ with PΓ

∼= P ′ and P (x) 6= 0 only if P ′(y) 6= 0 for some y ≤ x.

Applying this to the objects P = Nx,i in C≤x proves the lemma in general. �

7.11. The following lemma isolates the main part of the proof of 1.18(d).

Lemma. Let P be a standard family of projective in Ĉ. If M is any object in Ĉ,
there is a short exact sequence 0→ N → P ′ →M → 0 in Ĉ in which P ′ is a direct
summand of a convergent direct sum of translates of objects from P. Moreover, one
may assume that the supports of P ′ and N are contained in the support Γ of M
and that the support of N contains none of the minimal elements of Γ. If M is in
the strict image of θ : C → Ĉ, one may require in addition that P ′ is in addP.

Proof. For x ∈ Γ, one may choose a projective object P ′x of Ĉ in add {Px,i}i so
there is an admissible epimorphism P ′x(x) → M(x). We take P ′x = 0 if M(x) =
0. Using projectivity of P ′x, choose a morphism hx : P ′x → σ̂≥xM in Ĉ in which
hx(x) : P ′x(x) ∼= (σ̂≥xM)(x) identifies with P ′x(x) → M(x). Define the convergent
direct sum P ′ = ⊕x∈Γ P

′
x. Composing the hx with the natural inclusion σ̂≥xM →

M gives maps P ′x →M which induce by the universal property of the direct sum a
map h : P ′ →M . Each map h(y) : P ′(y)→M(y) with y ∈ Ω is a split epimorphism
since P ′y(y)→M(y) is a split epimorphism, so h is an admissible epimorphism in Ĉ.
This shows that Ĉ has enough projectives, and implies that the projectives in Ĉ are
precisely the direct summands of the convergent direct sum of translates of objects
of P. Now repeat the above argument choosing P ′x so in addition P ′x(x) → M(x)
is an isomorphism, which is possible by 7.10.3. Then by construction h(y) is an
isomorphism if y is a minimal element of the support of M . Taking N = kerh, the
evident short exact sequence has the required properties. �

7.12. Completion of proof of Theorem 1.18. We have remarked that if Ĉ has
enough projectives, then CΓ has enough projectives for all Γ ∈ I1 and seen that
this latter condition implies existence of a standard family of projective objects of
Ĉ. By the preceding lemma, existence of a standard family of projectives implies Ĉ
has enough projectives; hence 1.18(b) holds, and we have already proved 1.18(c).
Finally, 1.18(d) follows immediately from 7.11 (the assertions concerning the sets
Γi are easily checked).
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8. C† as a module category

In this section, we assume that the fixed, weakly stratified exact category C
is svelte. We study the abelian categories C∗, C† associated to C as in 1.8 and
Appendix B, and show how they can be described module-theoretically if Ĉ has
enough projective objects.

8.1. Consider again the situation of 6.3. Let Λ be an ideal of Ω2 and Γ be an ideal
of Ω1. Identify C1∗Γ (resp., C2∗Λ ) with its strict image under τ1∗

Γ (resp., τ2∗
Γ ). It is

easy to check from the definition of F ∗ that if Γ ⊇ F−1(Λ) then F ∗ maps C2∗Λ into
C1∗Γ . Hence if F is stable backwards for f.g. ideals, then F ∗ restricts to a functor
F † : C2† → C1†.

Also, if Λ ⊇ F (Λ) then F∗ maps C1∗Γ into C2∗Λ (since F∗ maps the generators
φ1(M), M in C1Γ, of C1∗Γ to elements φ2(FM) in C2∗Λ where φi : Ci → Ci∗ is the
Gabriel-Quillen embedding). Hence if F is stable forwards for f.g. ideals, then F∗
restricts to a functor F† : C1† → C2†.

8.2. For the remainder of this section, we assume that the condition below holds.

Assumption. There is a set P := {Pj}j∈J of projective objects of Ĉ such that for
any coideal Λ of Ω and any object M of ĈΛ, there is an admissible epimorphism
Q → M such that Q is a convergent direct sum of translates of objects Pj in P
with Pj in ĈΛ.

This implies that Ĉ and hence C has only a set of isomorphism classes of objects,
so Ĉ∗ and C∗ are defined. In fact, we shall construct an equivalence of abelian
categories between C∗ and a full abelian subcategory Ê of end(P)op-Mod.

8.3. We set I = I1 and write Pj = {Pj,Γ}Γ∈I . For any ideal Γ of Ω, we have the
family of objects PΓ := σ̂Γ(P) := {σ̂Γ(Pj)}j∈J of Ĉ. If Γ ∈ I1, PΓ identifies via θ
with the family PΓ = {Pj,Γ}j∈J of objects of CΓ.

Notice that for any coideal Λ of Ω, any projective object in ĈΛ is a direct sum-
mand of a convergent direct sum of translates of objects Pj in ĈΛ, and there are
sufficiently many projective objects in ĈΛ. Note also that for Γ ∈ I, Pj,Γ is projec-
tive in CΓ by 7.7. It follows readily that

8.3.1. If Σ is any locally closed subset of Ω which generates an ideal Γ contained
in I, then CΣ has sufficiently many projective objects, and those projectives are
precisely the objects of add {Pj,Γ | Pj,Γ in CΣ }.

8.4. Define for any ideal Γ of Ω the J-diagonalizable G-graded rings A := endĈ(P)
and AΓ := endĈ(PΓ). There is a natural epimorphism A → AΓ of J-diagonalizable
G-graded rings. If Γ ⊇ Λ, the admissible epimorphisms σ̂ΓPi → σ̂ΛPi determine
similarly epimorphisms AΓ → AΛ; these define an inverse system (AΓ)Γ of J-
diagonalizable G-graded rings. By (6.2.7), we have A ∼= lim←−Γ∈I

AΓ as G-graded
J-diagonalizable ring.

8.5. For any ideal Γ of Ω, the inclusion functor jΓ : AΓ-mod → A-mod has on
general ring-theoretic grounds a right adjoint kΓ given on objects M of A-mod by
kΓ : M 7→ ⊕j homA(AΓej ,M) and a left adjoint iΓ given by iΓ(M) = AΓ ⊗A M .
The adjunction morphisms Id

∼=−→ kΓjΓ and iΓjΓ → Id are natural isomorphisms,
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while the components of jΓkΓ → Id (resp., Id → jΓiΓ) are monomorphisms (resp.,
epimorphisms).

We regard AΓ-mod as a full subcategory of A-mod via jΓ; then for M in
A-mod, jΓkΓM (resp., jΓiΓM) is the largest subobject (resp., quotient object)
of M in AΓ-mod. We have the direct system {⊕j homA(AΓej ,M)}Γ∈I of graded
A-submodules of M and a canonical monomorphism

ψM : lim−→
Γ∈I

⊕jHomA(AΓej ,M)→M.

Definition. Let E denote the full abelian subcategory of A-mod consisting of
graded modules which are AΓ modules for some Γ ∈ I, and Ê be the full additive
subcategory of graded A-modules M such that ψM is an isomorphism.

The preceding remarks imply that Ê consists of the graded A-modules M which
are the directed union of the family of their graded submodules which are in E .
Clearly, Ê is closed under formation of subobjects and quotients in A-mod, and
hence it is a (perfectly exact) abelian subcategory of A-mod. Furthermore, Ê is a
complete abelian category with exact filtered colimits. In fact, colimits in Ê are
induced by colimits inA-mod and filtered colimits inA-mod are exact. To explicitly
describe limits in Ê , note the exact inclusion functor from j : Ê → A-mod has a
right adjoint k given on objects by k : M 7→ lim−→Γ∈I

⊕j homA(AΓej ,M). To take

the limit of a functor to Ê , one takes its limit in A-mod and then applies k.

8.6. For Γ ∈ I and M ∈ CΓ, (6.2.8) gives that homĈ(P, θ(M)) ∼= homC(PΓ,M) is
in AΓ-mod. Define the exact functor ϕ = hom(P, θ?) : C → Ê (with its strict image
in E).

Theorem. All statements of Theorem 1.19 hold for the weakly stratified exact cat-
egory C over G under the assumption 8.2.

Proof. By C.8, (C.8.1) and (C.8.2), we have inverse equivalences αΓ : C∗Γ → AΓ-mod
and βΓ : AΓ-mod→ C∗Γ given by αΓ(G) = G(PΓ) and

(8.6.1) βΓ(N)(M) = HomAΓ(ϕΓ(M), N)

where ϕΓ(M) := homC(PΓ,M). These equivalences are compatible with the nat-
ural inclusions C∗Γ → C∗Λ and AΓ-mod → AΛ-mod for Γ ⊆ Λ in I1. We denote
by jΓ : AΓ-mod → Ê and kΓ : A-mod → Ê the restrictions of the functors jΓ, kΓ

defined in 8.5.
Define functors α : C∗Γ → AΓ-mod and beta : AΓ-mod→ C∗Γ by

α(F ) = lim−→
Γ∈I

(
(jΓαΓι

∗
Γ)(F )

)
and

β(M) = lim−→
Γ∈I

(
τ∗ΓβΓkΓ)(M)

)
.

It will be shown that α and β define inverse category equivalences satisfying the
conditions (a)–(c) of Theorem 1.19. This will in particular prove Theorem 1.19,
since a standard family P of projectives in Ĉ (for a stratified exact category C)
satisfies the assumption 8.2 by Lemma 7.11.

Firstly, for M in Ê and N in C, the definitions give(
(τ∗ΓβΓkΓ)(M)

)
(N) = HomAΓ(ϕΓ(NΓ), kΓ(M) ∼= HomA(ϕΓ(N(Γ)),M).
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The right hand side is independent of Γ up to canonical isomorphism provided N
is in CΓ. It follows that the colimit defining β(M) can be calculated pointwise (i.e.
the pointwise colimit is left exact), that

(8.6.2) β(M)(N) = HomÊ(lim−→
Γ∈I

ϕΓ(N),M)

in general and that β(M)(N) ∼= HomÊ(ϕΓ(N),M) for N in CΓ. The functor α is ex-
plicitly described as follow: for G ∈ C∗, there is a natural direct system {G(PΓ)}Γ∈I

in Ê and

(8.6.3) α(G) = lim−→
Γ∈I

G(PΓ).

We now assert that

8.6.4. For Γ ∈ I, ι∗Γβ ∼= βΓkΓ and kΓα ∼= αΓι
∗
Γ as well.

The first follows easily using 8.6.2. For F in C∗, one has

kΓα(F ) = ⊕jHomÊ(AΓej , lim−→
Σ∈I

F (PΣ)).

The natural map F (PΓ)→ lim−→Σ∈I
F (PΣ) is a monomorphism. To show kΓα(F ) ∼=

αΓι
∗
Γ(F ), it will suffice to show that under the monomorphism

εj,Γ : HomÊ(AΓej , lim−→
Σ∈I

F (PΣ))→ ej lim−→
Σ∈I

F (PΣ) = lim−→
Σ∈I

F (Pj,Σ)

given by h 7→ h(ej) for h : AΓej → lim−→Σ∈I
F (PΣ), HomÊ(AΓej , lim−→Σ∈I

F (PΣ)) iden-
tifies with the Z-submodule F (Pj,Γ) of lim−→Σ∈I

F (Pj,Σ).
Since AΓej is a f.g. A-module, the above claim will follow once it is checked that

for any Σ ⊇ Γ in I, the image L of HomAΣ(AΓej , F (PΣ)) under h 7→ h(ej) coincides
with the image of the monomorphism F (g) : F (Pj,Γ) → F (Pj,Σ) induced by the
canonical admissible epimorphism g : Pj,Σ → Pj,Γ. Now from the definitions and
2.1.1, L consists of all m ∈ F (Pj,Σ) such that F (f)(m) = 0 for all f : Pi,Σ → Pj,Σ

which factor through the inclusion Pj,Σ(Σ \ Γ) → Pj,Σ. If m = F (g)n where
n ∈ F (Pj,Γ) then F (f)(m) = F (gf)(n) = 0 since Hom(Pj,Σ(Σ \ Γ), Pj,Γ) = 0. On
the other hand, by 8.3.1 there is an exact sequence Q → Pj,Σ

g−→ Pj,Γ → 0 with
Q = Q(Σ \ Γ) in AddPΣ. Applying F gives an exact sequence

0→ F (Pj,Γ)
F (g)−−−→ F (Pj,Σ)→ F (Q)

from which one sees that L is contained in ImF (g). This completes the proof of
8.6.4; observe that these natural isomorphisms for Γ ∈ I are coherent in a natural
sense.

Now for F , G in C, one has F ∼= lim−→Γ∈I
τ∗Γι

∗
Γ and

HomC∗(F,G) ∼= lim←−
Γ∈I

HomC∗Γ(ι∗ΓF, ι
∗
ΛF ).

Analogous results hold in Ê . Using 8.6.4, it follows immediately that α and β
are inverse category equivalences. The assertions 1.19(a)–(b) now follow from the
definitions of α and β using 8.6.4 and C.8 (note that any equivalence of categories
between abelian categories is exact). Finally, 1.19(c) follows noting each AΓej

∼=
ϕΓ(Pj,Γ) is in the strict image of ϕΓ and using B.8, B.9 and B.11. �
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Remarks. The standard automorphisms Tg : M 7→ M〈g−1〉 for g ∈ G of A-mod
by grading shift preserve E and Ê . One can check that the automorphism on C∗
corresponding via β to Tg is given by F 7→ T ∗g−1F = FTg−1 where Tg : C → C also
denote the standard automorphisms of C. Note also that ϕTg = Tgϕ : C → Ê .

8.7. The equivalence constructed above reduces to C.8 if Ω is a singleton set. Note
C.8 also makes it possible to give a direct description of C∗ for C = Ĉ, taking Q to
be a set of representatives of isomorphism classes of convergent direct sums of trans-
lates of objects of P. It is then possible to describe end(Q)op in terms of end(P)op,
since for any two convergent direct sums Q1 = ⊕pPlp〈gp〉 and Q2 =

∏
q Pmq 〈hq〉 in

Q with the lp and mq in J , we have hom(Q1, Q2) ∼=
∏

p,q hom(Plp〈gp〉, Pmq 〈gq〉).

8.8. We can now prove Proposition 1.20 under the weaker conditions of this sec-
tion.

Proposition. Suppose that C is a perfectly exact subcategory over G of an abelian
category B over G, and that B has Serre subcategories BΓ over G for Γ ∈ I satisfying
the conditions 1.20(i)-(v). Then the statements in Proposition 1.20 hold.

Proof. We use C.7 for the proof. We claim first that

8.8.1. for any Γ ⊆ Λ ∈ I, any j ∈ J and any object M of BΓ, the canonical
admissible epimorphism Pj,Λ → Pj,Γ induces an isomorphism

hom(Pj,Γ,M)
∼=−→ hom(Pj,Λ,M).

It is enough for this to show that hom(Pj,Λ(Λ \ Γ),M) = 0. By 8.3.1, we may
choose an admissible epimorphism Q→ Pj,Λ(Λ \ Γ) with Q ∼= Q(Λ \ Γ) in addPΛ

(so Q is projective in BΛ) and it will suffice to show that hom(Q,M) = 0. But M is
a quotient of a (possibly infinite) direct sum of translates of objects Pj,Γ which are
in BΓ and hence in BΛ, and by (v) hom(Q, ?) preserves infinite direct sums from
BΛ. Hence we are reduced to showing that hom(Q,Pj,Γ) = 0 for all j, which is
immediate from 2.1.1 since Q is in CΛ\Γ and P is in CΛ.

Now we can define a functor F : B → E by

F = lim−→
Λ∈I

hom(PΛ, ?).

By the last fact above, the restriction of F to BΓ for Γ ∈ I is equivalent to
hom(PΓ, ?), which by the first fact above gives an equivalence BΓ

∼=−→ AΓ-mod.
It is clear that F gives an equivalence B → E with Fι ∼= ϕ, as desired.

Conversely, suppose given the weakly stratified exact category C satisfying the
assumption 8.2. Then BΓ := AΓ-mod is obviously closed under subquotients in
B := E , and it is closed under extensions by 4.1(c) and 8.6, so BΓ is a Serre
subcategory of B. It is clear that the conditions (i)–(v) of 1.20 hold. �

8.9. Suppose given two exact categories Ci for i = 1, 2 over G and a right exact
functor F : C1 → C2 over G (i.e. T 2

g F = FT 1
g for g ∈ G (cf 6.3). One has the

corresponding left (resp., right) exact functor F ∗ : C2∗ → C1∗ (resp., F∗ : C1∗ →
C2∗).

Suppose Pi = {P i
j}j∈Ji is a set of projective objects in P̂i satisfying the assump-

tion 8.2. Define Ai = End(Pi), Ê i, αi, βi, ϕi etc for Ci as for C. Regarding αi as
an identification, we may regard F ∗ (resp., F∗) as a left (resp., right) exact functor
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′F ∗ : Ê2 → Ê1 (resp., ′F∗ : Ê1 → Ê2). It is convenient to have explicit formulae
available for these functors in terms of standard functors on module categories.

Define the family {FΛ,Γ}(Λ,Γ)∈I2×(I1)op of (A2,A1)-bimodules with

FΛ,Γ := hom(P2
Λ, F (P1

Γ))

where F (P1
Γ) := {F (P 1

j,Γ)}j . For Λ ⊇ Λ′ in I2 and Γ ⊇ Γ′ in I1, there are natural
maps FΛ′,Γ → FΛ,Γ′ given by(

P 2
i,Λ′〈g〉

f−→ F (P 1
j,Γ)

)
7→

(
P 2

i,Λ〈g〉 → P 2
i,Λ′〈g〉

f−→ F (P 1
j,Γ)→ F (P 1

j,Γ′)
)

which make {FΛ,Γ}(Λ,Γ)∈I2×(I1)op into a direct system.
For fixed Γ, the direct system {FΛ,Γej}Λ∈I2 is stable for Λ sufficiently large that

F (Pj,Γ) is in C2Λ and so we may define the (A2,A1)-bimodule FΓ = lim−→Λ∈I2 FΛ,Γ.
There is a natural inverse system {FΓ}Γ∈I1 .

Corollary. The following formulae for ′F ∗ and ′F∗ hold:
′F ∗ = lim−→

Γ∈I1

(
⊕j∈J1 homA2(FΓej , ?)

)
′F∗ = lim−→

Γ∈I1

(
FΓ ⊗A1

(
⊕j∈J1 homA1(A1

Γej , ?)
))

with the colimits calculated pointwise.

Proof. Directly from the definitions, ′F ∗ = α1F ∗β2 is given by

⊕j∈J1 lim−→
Γ∈I1

homA2

(
lim−→
Λ∈I2

⊕i∈J2 homC2(P 2
i,Λ, F (P 1

j,Γ)), ?
)

which gives the first formula. Now in the special case Ω ∈ I1, the formula for ′F ∗

simplifies to
′F ∗ = ⊕j∈J1 homA2(FΩej , ?)

and in that case the left adjoint ′F∗ of ′F ∗ is clearly given by
′F∗ = FΩ⊗A1?.

Now consider the general case. For any functor G in C1∗, one has a direct system
{GσΓ}Γ∈I1 of functors in C1∗ and a canonical isomorphism G ∼= lim−→Γ∈I1 GσΓ in C1∗.
To see this, note the canonical isomorphism G(M) ∼= lim−→Γ∈I1 GσΓ(M) for M in C,
by stability of the direct system.

Since F∗ is a left adjoint to F ∗, it preserves colimits and hence F∗ ∼= lim−→Γ∈I1 F∗σ
∗
Γ.

But σΓ = ιΓτΓ and τ∗Γ = ιΓ∗ so F∗ ∼= lim−→Γ∈I1(FιΓ)∗ι∗Γ; there is of course a corre-
sponding formula for ′F∗. Now the given formula for ′F∗ follows from the explicit
formulae (from the special case examined above) for ′(FιΓ)∗ and ′ι∗Γ. For com-
pleteness, we should indicate how the canonical maps of the inverse system whose
colimit appears in the formula for ′F∗ may be described module-theoretically. Con-
sider Γ ⊆ Σ in I1. Let j : CΓ → CΣ be the inclusion, and k : CΣ → CΓ be the
restriction of the truncation functor σΓ. Since F∗ιΓ∗ = F∗ιΣ∗j∗, we obtain an
equivalence of functors

FΓ⊗A1
Γ
? ∼= FΣ ⊗A1

Σ
A1

Γ⊗A1
Γ
?

from A1
Γ-mod to A2-mod, or equivalently, an isomorphism FΓ

∼= FΣ ⊗A1
Σ
A1

Γ of
(A2,A1

Γ)-bimodules.
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Now the canonical map (FιΓ)∗ι∗Γ → (FιΣ)∗ι∗Σ considered above is

F∗ιΓ∗ι
∗
Γ
∼= F∗ιΣ∗j∗j

∗ι∗Σ = F∗ιΣ∗(k∗j∗)ι∗Σ → F∗ιΣ∗ι
∗
Σ

(using the natural isomorphism Id ∼= jk). In terms of modules, this is the map

FΓ ⊗A1

(
⊕j homA1(A1

Γej , ?)
) ∼=←− FΣ ⊗A1

(
⊕j homA1(A1

Γej , ?)
)

−→ FΣ ⊗A1

(
⊕j homA1(A1

Σej , ?)
)
.

�

9. ∆-modules and ∇-modules

For the rest of the paper, we fix a stratified exact category C such that Ĉ has
enough projectives, and a standard family P = {Px,i} of projectives in Ĉ. Unex-
plained notation is as in Section 1 (see especially 1.17 and 1.19) unless otherwise
indicated.

9.1. For any locally closed subset Σ of Ω, define the family σ̂Σ(P) = {σ̂Σ(Px,i)}x,i

in Ĉ. Then AΣ := end(σ̂Σ(P))op is a ring and there is a natural (diagonalizable,
graded) ring homomorphism A → AΣ induced by f 7→ σ̂Σf . By pullback along
this homomorphism, we obtain an exact functor AΣ-mod → A-mod. In partic-
ular, exti(σ̂Σ(P), ?) may be regarded as a functor to A-mod, and the long exact
exti(σ̂Σ(P), ?)-sequences are then exact sequences of A-modules; similar remarks
apply to right modules and exti(?, σ̂Σ(P)).

Define the (A,AΣ)-bimoduleA(Σ) := hom(P, σ̂Σ(P)) and regard it as a (graded)
(A,A)-bimodule as above. As (A,A)-bimodule, A(Σ) is a subquotient bimodule
of A, by projectivity of the objects of P. If Λ is a coideal of Σ, we have again by
projectivity an exact sequence

0→ A(Λ)→ A(Σ)→ A(Σ \ Λ)→ 0

of (A,A)-bimodules. Observe also that if Σ is an ideal of Ω, then projectivity
implies that AΣ is a quotient ring of A and that A(Σ) ∼= AΣ as (A,A)-bimodule.

If Γ ∈ I1, then AΓ
∼= End(PΓ)op where PΓ := {Px,i,Γ}x,i. There is a natural

inverse system of diagonalizable rings AΓ
∼= End(PΓ)op for Γ ∈ I1 with A as

its projective limit. Using Theorem 1.19, we identify C∗ with Ê , C† with E and
C∗Γ = AΓ-mod for Γ ∈ I1.

If Σ above is contained in an ideal Γ ∈ I1, then AΣ-modules regarded as A-
modules are actually AΓ-modules and hence lie in E .

9.2. Proof of Lemma 1.21. We first prove 1.21(b). Observe that there is a
natural map

lim−→
Λ∈I1,Λ⊇Γ

Exti
C∗Λ

(M,N)→ Exti
E(M,N).

It is clear from the point of view of Yoneda Ext-groups that this map is an iso-
morphism; for I1 is directed, and given an i-fold extension 0 → N → N1 → · · · →
Ni →M → 0 in E , there is some Λ ∈ I, Λ ⊇ Γ with all terms of the sequence in C∗Λ
(incidentally, this also shows that Yoneda Exti

E -groups are defined i.e. the classes
of extensions are sets).

To prove (b), it will therefore suffice to show that all the natural maps

Exti
AΓ

(M,N)→ Exti
AΛ

(M,N)
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are isomorphisms. If i ≤ 1, this is true since C∗Γ is a Serre subcategory of E (by
Proposition 1.20). The remainder of the proof of (b) follows that of [15, Statement
3 ]. We first prove Exti

AΛ
(AΓex,j , N) = 0 for AΓ-modules N and i ≥ 1. To do this,

use 7.11 to choose a projective resolution P • → Px,j,Γ → 0 in CΛ such that the map
P 0 → Px,j,Γ is the canonical admissible epimorphism Px,j,Λ → Px,j,Γ and P k is a
direct sum of translates of objects Py,l,Λ with y ∈ Λ \ Γ for all k ≥ 1. Compute
the Exti-group in question using the projective resolution ϕ(P •) of AΓ in AΛ-Mod;
it vanishes since Hom(ϕ(P i), N) = 0 for i ≥ 1 (observe ϕ(Py,l,Λ) = AΛey,l and
ey,lN = 0 if y 6∈ Γ).

It follows from the preceding paragraph that Exti
AΛ

(F,N) = 0 for i ≥ 1 and any
projective AΓ-module F . The proof of (b) can now be completed using dimension
shifting, taking a short exact sequence 0→ L→ F →M → 0 with F projective in
AΓ-Mod.

Now to prove (a), we may by (b) and 1.6(b) assume that Ω ∈ I1. Choose a
projective resolution P • →M → 0 in C. Then

Exti
C(M,N) ∼= Hi(HomC(P •, N) ∼= Hi(Hom(ϕ(P •), ϕ(N)) ∼= Exti

E(ϕ(M), ϕ(N))

since ϕ(P •)→ ϕ(M)→ 0 is a projective resolution of M in A-mod (i.e. in E).

Remarks. Combining similar arguments to those above with those in the proof of
4.5 shows that if Ĉ has enough projectives and Γ ⊆ Λ ∈ I1, then the left derived
functor Lτ∗Γ : D−(C∗Γ) → D−(C∗Λ) is a full embedding, with LτΓ∗Lτ

∗
Γ
∼= Id (one has

to note additionally that each object of D−(C∗Γ) can be represented by a bounded
above complex of projectives which are (possibly infinite) direct sums of projectives
of the form φCΓ(P ) with P projective in CΓ). Together with 4.5(b) and 4.1, this
has implications for “recollement” of these derived categories, particularly if Ω is
finite; see [44].

9.3. We describe in module-theoretic terms some of the standard functors defined
on certain subcategories of E (cf 4.1). The formulae follow easily from those in 8.9.

Fix Γ ⊆ Λ in I1; let i : CΓ → CΛ be the inclusion and t : CΛ → CΓ denote
truncation at Γ. Then we have an adjoint triple (t∗, t∗ = i∗, i

∗) of functors between
AΛ-mod and AΓ-mod such that t∗ = AΓ⊗AΛ?, t∗ = i∗ is the natural inclusion
AΓ-mod→ AΛ-mod and i∗ = ⊕x,j homAΛ(AΓex,j , ?).

Suppose now instead that Γ ∈ I1 and Σ is a coideal of Γ. Then C∗Σ identifies
with A′Σ-Mod where A′Σ := ⊕x∈Σ,i ⊕x′∈Σ,i′ ex,iAΓex′,i′ . Let j : CΣ → CΓ be the
inclusion and s : CΓ → CΣ be truncation at Σ. Then the localization functor j∗ =
s∗ : AΓ-mod→ A′Σ-mod is just M 7→ ⊕x∈Σ,i ex,iM ; the left adjoint of j∗ is

j∗ = (⊕x∈Σ,iAΓex,i)⊗A′Σ?

and the right adjoint of s∗ is

s∗ = ⊕x′,i′ homA′Σ(⊕x∈Σ,i ex,iAΓex′,i′ , ?).

9.4. We record some basic properties of the families ∆ = ∆A, ∇ = ∇A, ∆Aop
,

∇Aop
of modules (recall their definitions in 1.25 and 1.27).

Note first that under the identification E = C†, ∆x,i identifies with Λ(Nx,i) and
∇x,i identifies with Vx(Nx,i), in the notation of Section 4. Proposition 1.26 therefore
follows immediately from the statements in 4.6.
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If we also identify identify C∗x = Rx-mod for x ∈ Ω, the functor jx ∼= τ∗x of Section
4 identifies with ∇x⊗Rx?: Rx-mod → Ê . For using 9.3 and 9.4, τ∗x : Rx-mod → Ê
is given by

τ∗x
∼= ⊕y,i homRx

(⊕j ex,jA≤xey,i, ?) ∼= ⊕y,i homRx
(∆Aop

x ey,i, ?) ∼= ∇x⊗Rx
?.

In module-theoretic terms, the right adjoint jx of jx (see 4.4) is therefore simply
given by jx ∼= homÊ(∇x, ?)

Fix x ∈ Ω and an ideal Γ ∈ I of Ω with x as maximal element. Observe that
∆x,i

∼= AΓex,i (resp., ∆Aop

x,i
∼= ex,iAΓ) is a f.g. projective left (resp., right) AΓ-

module. One has

endA(∆x)op ∼= ⊕i,jex,iAΓex,j
∼= end(Nx)op ∼= Rx

and

endAop(∆Aop

x )op ∼= (⊕i,jex,iAΓex,j)op ∼= Rop
x .

Note that ey,i∇x = hom(Py,i(x),Nx) (resp., ∆Aop

x ey,i
∼= hom(Nx, Py,i(x))) is a

f.g. projective left (resp., right) Rx-module since Py,i(x) is in addNx. It follows
using C.9 that for each x, one has

⊕y,i,j homRx
(∆Aop

x ey,i, Rxej) ∼= ∇x

as (A, Rx)-bimodule and

⊕y,i,j homRop
x

(ey,i∆x, ejRx) ∼= ∆Aop

x

as (Rx,A)-bimodule.

9.5. The following observation is also useful. By 1.19, for any M in C, ϕ(M) has
a finite filtration with successive subquotients equal to the (A, end(M))-bimodules,

ϕ(M(x)) ∼= hom(P≤x,Nx)⊗Rx hom(Nx,M(x)) ∼= ∆x ⊗Rx hom(Nx,M(x)),

where hom(Nx,M(x)) is a f.g. projective Rx-module.

9.6. Proposition 1.26 allows the construction of additional stratified exact cate-
gories as follows.

Proposition. Define C∆ (resp., C∇) to be the full additive subcategory of Ê consist-
ing of modules with a finite filtration with successive subquotients in add∆x (resp.,
add ∇x) for various x ∈ Ω. Regard them as perfectly exact subcategories of E. Then
(C∆, {add∆x}x∈Ω) (resp., (C∇, {add∇x}x∈Ωop)) are stratified exact categories.

Proof. This follows readily from the definition in 1.1 and the ext-vanishing proper-
ties 1.26. �

Remarks. It would be more natural to define instead C∆ (resp., C∇) as subcategories
of C∗ using as x-stratum the strict image of Vx (resp., of Λx) in C∗; the categories
as we have defined them identify with the Karoubianizations of these (cf B.11) so
the difference is immaterial for most purposes.

Observe also that by C.9, add∆x and add∇x are both equivalent as additive
categories to the category of f.g. projective Rx-modules.
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10. Stratified rings

10.1. Proof of Proposition 1.22 and 1.32. It is clear that a family (A, {AΓ}Γ∈I)
obtained as in 1.19 from a split stratified exact category such that C has enough
projectives satisfies conditions 1.22(i)–(iii); for the first part of (ii), observe that the
kernel of end(PΛ)op → end(PΓ)op consists of those endomorphisms which factor
through an object of CΛ\Γ, or equivalently those which factor through an object of
add {Px,i,Λ}x∈Λ\Γ.

Conversely, let A be any left stratified ring. We consider the full abelian category
B consisting of all A-modules which are A(Γ)-modules (i.e. are annihilated by
the kernel of A 7→ A(Γ)) for some Γ ∈ I1. We claim that A(Γ)-mod is a Serre
subcategory of B. It is enough to check it is a Serre subcategory of A(Λ)-mod
for Γ ⊆ Λ in I1. Closure of A(Γ)-mod under subquotients in A(Λ)-mod is clear.
On the other hand, consider an exact sequence 0 → L → M → N → 0 of A(Λ)-
modules in which L and N are A(Γ)-modules. By 1.22(ii), A(Γ) = A(Λ)/J for
some idempotent ideal J of A(Λ). Then JN = 0 so JM = J2M ⊆ JL = 0 and M
is a A(Γ)-module as required.

Note that by 1.22(ii), if x is maximal in Γ ∈ I1, then A(Γ)ex,i = A(≤ x)ex,i

is a projective A(Γ)-module and so HomB(A(≤ x)ex,i,M) ∼= ex,iM for any A(Γ)-
module M ; in particular, this vanishes if ex,iM = 0. By 1.22(i), it follows that

homB(A(≤ x)ex,i, A(≤ y)ey,j) = 0 unless x ≤ y.

Let Cx := add {A(≤ x)ex,i}i and C be the smallest extension-closed full additive
subcategory of B containing all Cx. It follows from 1.2 (taking Bx to be the Serre
subcategory of all objects of B which are A(Γ)-modules for some Γ ∈ I1 with
maximal element x) that (C, {Cx}x∈Ω) is a split stratified exact category if endowed
with the class of short B-exact sequences of objects of C. The condition 1.22(ii)
implies that A(Γ)ex,i is in CΓ for Γ ∈ I, and it is obviously a projective object of CΓ,
so Ĉ has enough projectives using 1.18. There is an obvious projective object P ′x,i =
{A(Γ)ex,i}Γ∈I in Ĉ. The family P′ := {P ′x,i}x,i is a standard family of projectives in
Ĉ (with respect to the families of standard objects N′

x := {A≤xex,i}i for x ∈ Ω in C).
Moreover, one has isomorphisms end(P′)op = A of rings and {end(σ̂ΓP′)op}Γ∈I

∼=
{A(Γ)}Γ∈I of inverse systems of rings, canonically. This completes the proof of the
first assertion of Proposition 1.22.

Assuming that (A, {A(Γ)}) is left stratified, it follows further that the abelian
category C∗ identifies with the full subcategory of A-Mod consisting of objects
which are the directed unions of their subobjects in B. The family {A(≤ x)ex,i}i
in C∗ constitutes a full set of ∆-modules of highest weight x, and the opposite ring
of the endomorphism ring of this family of ∆-modules is kx := ⊕i,jex,iA(≤ x)ex,j .
We define the subquotient (A,A)-bimodule A(Σ) := hom(P′, σ̂Σ(P′)) of A for any
locally closed subset Σ of Ω; this is compatible with the existing notation for the
quotient ring A(Γ) of A for Γ ∈ I. By 9.5, we have for x ∈ Ω that

A(x) = A(≤ x)/A(< x) ∼= (⊕iA(≤ x)ex,i)⊗kx
(⊕iex,iA(≤ x))

where for each y and j, ⊕iex,iA(≤ x)ey,j is a f.g. projective kx-module. Now if
(A, {A(Γ)}) is stratified, it follows by symmetry that ⊕iey,jA(≤ x)ex,i is a f.g. right
kx-module.

Conversely, suppose that (A, {A(Γ)}) is left stratified and each ⊕iey,jA(≤ x)ex,i

is f.g. projective as right kx-module. To show that (A, {A(Γ)}) is stratified, it
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will be enough to show that for Γ ⊆ Λ in I, the kernel V of the epimorphism
A(Λ) → A(Γ) is such that for each y and j, ey,jV has a finite filtration with
successive subquotients in add {ez,kA(≤ z)}k for various k and z with z ≥ y and
z ∈ Λ \ Γ. Set Λ′ = Λ ∩ (Γ ∪ { z|z 6≥ y }). Then Γ ⊆ Λ′ ⊆ Λ are all in I1. By
1.22(i)–(ii), ey,jA(Λ′ \Γ) = 0 since ey,jA(≤ z)ez,k = 0 for any z ∈ Λ′ \Γ. From the
short exact sequence

0→ A(Λ \ Λ′)→ A(Λ \ Γ)→ A(Λ′ \ Γ)→ 0,

it follows that ey,jA(Λ \Γ) = ey,jA(Λ \Λ′). Now A(Λ \Λ′) has a finite filtration as
(A,A)-bimodule with successive subquotients A(x) for x in the finite set Λ\Λ′. The
above formula for A(x) and our assumption that ⊕iey,jA(≤ x)ex,i is f.g. projective
as right kx-module imply that, as required, ey,jA(x) is in add {ex,iA(≤ x)}i. This
completes the proof.

Remarks. Let C ′x := {add ex,iA(≤ x)}i and let C ′ be the smallest extension closed
additive category of the abelian category of Aop-mod containing all C ′x with x ∈ Ω.
It follows by the same argument as in the proof of the proposition that (C ′, {C ′x}x∈Ω)
is a split stratified exact category, if C ′ is regarded as a perfectly exact subcategory
of Aop-mod. However, one will not in general have ex,iA(Γ) in C ′ for all Γ ∈ I1
and x, i unless A is stratified.

10.2. We now restate some consequences of 1.22 and the above remark in the case
of a left-stratified ring (A, {A(Γ)}Γ∈I) obtained from a stratified exact category
(C, {Cx}x∈Ω) by the construction 1.19.

10.2.1. Let B be the smallest extension closed subcategory of right A-modules
containing all {add∆Aop

x }x, endowed with the short exact sequences of right A-
modules in B. Then C∆Aop

:= (B, {add∆Aop

x }x∈Ω) is a stratified exact category.

10.2.2. The pair (A, {A(Γ)}Γ∈I) is stratified iff each “weightspace” ey,j∆Aop

x
∼=

hom(Py,j,≤x,Nx) of ∆Aop

x is f.g. projective as right Rx-module. In that case, the
functor ιx∗ : C∗x → C∗≤x is exact for all x ∈ Ω, so the condition (i) of Proposition 4.7
holds.

To establish the last claim, note that ιx∗ identifies with ∆x⊗Rx
?: Rx-mod →

A≤x-mod by 9.4.
Assume for the remainder of this subsection that A is stratified. Then B∗ identi-

fies with the full subcategory of diagonalizable right A-modules which are directed
unions of their right AΓ-submodules as Γ ranges over I1. One can check that
the family ∆Aop

x (resp., ∇Aop

x ) identifies with a full family of ∆-modules (resp.,
∇-modules) with highest weight x in B∗. Moreover, it follows by the symmetry
between A and Aop that

∆x
∼= ⊕y,i,j homRop

x
(∇A

op

x ey,i, Rxej)

endAop(∇Aop

x ) ∼= Rop
x .

11. Relationship with quasi-hereditary and cellular algebras

In this section, we indicate some conditions under which algebras A arising from
our constructions are integral quasi-hereditary algebras or cellular algebras. The
results are included only for their possible interest to readers familiar with those
classes of rings, so we just consider the case of ungraded unital rings and finite
weight posets.
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11.1. Suppose for the remainder of this section that we are given a fixed stratified
exact category (C, {Cx})x∈Ω where Ω is a finite poset and Cx = AddNx for some
Nx. We assume also that C is a k-category over a given commutative ring k i.e. for
each M , N in C, Hom(M,N) has a given k-module structure compatible with its
natural abelian group structure, such that composition of maps is k-bilinear. We
suppose C contains a projective object P such that for any M in C, there is an
admissible epimorphism Q→M with Q in AddP .

11.2. See [11] for the definition of split integral quasihereditary k-algebras and
split heredity ideals.

Proposition. Suppose for all x ∈ Ω that the natural map k → End(Nx) is an
isomorphism and that Hom(P,Nx) is a f.g. projective k-module. Then if k is
Noetherian, B := End(P )op is a split integral quasihereditary k-algebra.

Proof. In view of the recursive definition of integral quasi-hereditary k-algebras, it
is enough to check that for a maximal element x of Ω, B(x) = Hom(P, P (x)) is f.g.
projective as k-module and is a split heredity ideal of B. But

B(x) = Hom(P, P (x)) ∼= Hom(P,Nx)⊗k Hom(Nx, P (x))

with Hom(P,Nx) (resp., Hom(Nx, P (x)) = Hom(Nx, P )) f.g. projective as left
(resp., right) B-module and as k-module. So B(x) is certainly f.g. projective as
left or right A-module, and as k-module. We have B(x)2 = B(x) since AddP (x) =
AddNx is in AddP . Finally, End(B(x)) ∼= End(P (x)) is isomorphic to the endo-
morphism ring over k of the f.g. projective faithful module Hom(Nx, P (x)) over
k = End(Nx). �

11.3. For the definition of a cellular basis and cellular algebra, see [28].
We make the following assumptions in addition to our standing assumptions on

C. First, assume that P = ⊕x∈ΩPx where Px = Px(≥ x) and Px(x) = Nx. Second,
assume that there is a contravariant self-equivalence δ of the additive k-category
AddP satisfying δ(Px) = Px for all x and δ2 = Id (for simplicity we take strict
equalities rather than isomorphisms satisfying suitable extra conditions).

Proposition. If each module Hom(P,Nx) is f.g. free as k-module and End(Nx) =
k for all x, then B := End(P )op is a cellular k-algebra.

Proof. We indicate how a cellular basis may be constructed, leaving the proof to
the reader. Note first that the map f 7→ δ(f) defines a k-algebra anti-involution ω
of B, and ω(ex) = ex where ex : P → Px → P is the natural idempotent. If Γ is
a coideal of Ω and f ∈ B(Γ) = Hom(P, P (Γ)) ⊆ B, then ω(f) ∈ B(Γ) also; for f
factors through an object of Add {Px}x∈Γ, and hence so does δ(f).

Choose for each x ≥ y in Ω a k-basis {b′x,y,i}i of Hom(Nx, Py(≤ x)) and lift these
basis elements to elements bx,y,i : Px → Py. Assume without loss of generality that
the (unique for each x) element bx,x,i is ex. For y, z in Ω and any coideal Γ of Ω,
eyB(Γ)ez consists of homomorphisms Py → Pz which factor through an object of
Add {Px}x∈Γ. One can verify by induction on the cardinality of Γ that eyB(Γ)ez

has the elements ω(bx,y,i)bx,z,j with x ∈ Γ as k-basis.
For x ∈ Ω, let T (x) = {bx,y,i}x≥y,i. The elements cxs,t := ω(s)t for y ∈ Ω and

s, t ∈ T (x) are readily seen to form a cellular basis for B over k. �
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Remarks. For x ≤ y the images in Hom(Px, Ny) of the elements {ω(by,x,i)}i in
Hom(Px, Py) form a k-basis of Hom(Px, Ny). Thus, Hom(Px, Ny) is a f.g. free
k-module, so B is integral quasi-hereditary as well if k is Noetherian.

12. Tilting modules

We return to the study of a general stratified exact category C with weight poset
Ω such that Ĉ has enough projective objects. Until the last subsection of this
section, we assume that Ω is finite, so that Ê = E = A-mod.

12.1. Recall the stratified exact categories C∆ and C∇ defined as subcategories of
A-mod in 9.6. We define F = F [C] to be the full additive subcategory of A-modules
which are objects of both C∆ and C∇.

Lemma. Objects of F are injective as objects of the exact category C∆ and projec-
tive as objects of C∇.

Proof. Observe that by 1.26,

12.1.1. exti
A(M,N) = 0 if i > 0, M is in C∆ and N is in C∇ (for instance, if M

and N are both in F).

We now show that an object M of F is injective as an object of C∆. Choose a
coideal Γ of Ω with a minimal element x. By (the dual of) Proposition 7.6, it is
sufficient to show that the short exact sequence

0→M(Γ \ {x})→M(Γ)→M(x)→ 0

induces an epimorphism f in the corresponding long exact ext(∆x, ?)-sequence

hom(∆x,M(x))
f−→ ext1(∆x,M(Γ \ {x})→ ext1(∆x,M(Γ).

We prove that in fact ext1(∆x,M(Γ)) = 0. As part of the long exact ext(∆x, ?)-
sequence corresponding to

0→M(Γ)→M →M(Ω \ Γ)→ 0,

we find the exact sequence

hom(∆x,M(Ω \ Γ))→ ext1(∆x,M(Γ))→ ext1(∆x,M).

Here, the first term is zero by 1.26 since x 6∈ Ω\Γ and the last term is zero by 12.1.1
above, so the middle term is zero as required. An argument dual to the above one
shows that an object of F is projective in C∇. �

12.2. For the remainder of this section, we assume in addition that the split strat-
ified exact category (C, {Cx}x∈Ω)op has enough projective objects i.e. that C has
enough injective objects. We fix a family Q = {Qx,i}x∈Ω of injective objects of C
with Qx,i = Qx,i(≤ x) and Qx,i(x) = Nx,i (it is not essential to choose the family
Q of injectives as done here, so it is indexed in the same way as P, but we do so
for notational simplicity). We call a family Q arising as above a standard family
of injective objects of C.

Set B = end(Q)op. By abuse of notation, we write ex,i ∈ B for the projection on
Qx,i (recall also ex,i ∈ A denotes the projection on Px,i). Define the (perfectly exact
by 1.19) contravariant functor ψ := hom(?,Q) : C → Bop-mod. Define the (A,B)-
bimodule T = hom(P,Q). We write T for the family of A-modules {T ex,i}x,i, and
T′ for the family of right B-modules {ex,iT }x,i.
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The bimodule structure on T gives ring homomorphisms

(12.2.1) Bop ∼=−→ endA(T), A
∼=−→ endBop(T′)

which are isomorphisms by Theorem 1.19.

12.3. Proof of 1.28. Theorem 1.28(a) follows immediately by the general fact
C.14, and Theorem 1.28(b) is restated as part (a) of the following Proposition.

Proposition. Assume that Bop is a stratified ring.
(a) F = addT
(b) Given M in C∆ (resp., in C∇), there is an admissible monomorphism M →

T in C∆ (resp., an admissible epimorphism T →M in C∇) with T in addT.
In particular, C∆ has enough injectives (resp., C∇ has enough projectives).

(c) The functor homA(T, ?) induces an equivalence C∇A → C∆B
of stratified

exact categories, with inverse T ⊗B?.

Proof. Objects of addT are injective in C∆ since objects of Q are injective in C,
using for instance Lemma 1.21 and Remark 9.6. The part of 1.28(b) concerning
C∆ follows using Remark 9.6 again. Thus, addT consists of the injective objects of
C∆ and hence contains F by Lemma 12.1.

Now since Qx,i is injective in C, T ex,i = hom(P, Qx,i) has a finite filtration as
A-module with successive subquotients

(12.3.1) hom(P(y), Qx,i) ∼= hom(P(y),Ny)⊗end(Ny)op hom(Ny, Qx,i)

= ∇y ⊗Ry hom(Ny, Qx,i).

Our assumption that Bop is stratified is equivalent to the statement that each
hom(Ny, Qx,i) is a f.g. projective Ry-module. It follows that hom(P(y), Qx,i) is in
add∇y. So T ex,i is in C∇ and thus is in F , proving 12.3(a).

By 12.1, objects of addT are projective in C∇. Using the above formula for
hom(P(y), Qx,i) and noting Qx,i = Qx,i(≤ x) with Qx,i(x) = Nx,i, one readily sees
that T is a standard family of projective objects of the stratified exact category C∇
(corresponding to the standard families of objects ∇x for x ∈ Ω). The part of (b)
concerning C∇ follows.

Now we prove (c). For M in C∇A
, we have by 1.26 that R

(
homA(T, ?)

)
M ∼=

homA(T,M), with the right hand side regarded as a complex concentrated in degree
0. Now using 1.26, 9.5 and C.9, we have

homA(T,∇x,i) = homA(T(x),∇x,i) = homA(∆x ⊗Rx
Hom(Nx,Q(x)),∇x,i)

= homRx
(hom(Nx,Q(x)), Rxei) = hom(Q(x), Nx,i) = ∆B

x,i.

This implies that homA(T, ?) restricts to an exact functor C∇A → C∆B
. It also

follows now from C.13 that T ⊗L
B ∆B

x,i = ∇x,i i.e. torBi (T,∆B
x ) = 0 for i > 0 and

T ⊗B ∆B
x,i = ∇x,i. Thus, T ⊗L

B? induces an exact functor C∆B → C∇A
. The desired

equivalence of exact categories is the restriction of the derived category equivalence
Theorem 1.28(a). �

Remarks. Replacing C by Cop, one obtains by symmetry equivalences

Db(Bop-mod)→ Db(Aop-mod), C∇
Bop

→ C∆
Aop

provided for the second that A is stratified.
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12.4. Assume that Bop is stratified. The ring endCop(Qop)op ∼= Bop is associated
to Cop in exactly the same way as A is associated to C. Identifying left Bop-modules
with right B-modules gives identifications of (choices of) the families of ∆-and ∇-
objects as ∆Bop

x = hom(Nx,Q) and ∇Bop

x = hom(Nx,Q(x)). It follows from the
above proof and 9.5 that

Corollary. If Bop is stratified, then T = Hom(P,Q) has two natural filtrations as
(A,B)-bimodule: one filtration has successive subquotients

Hom(P,Q(x)) ∼= ∆A
x ⊗Rx

∇B
op

x ,

while the other has successive subquotients

Hom(P(x),Q) ∼= ∇Ax ⊗Rx
∆Bop

x .

12.5. Suppose that Ω is infinite and that Ĉ and Ĉop both have enough projectives.
Choose standard families family P = {Px,i}x,i of projectives in Ĉ and Q = {Qop

x,i}x,i

of projectives in (̂Cop). Here, Qx,i is a direct system {Qx,i,Λ}Λ∈I′1
of objects of

C, where I ′1 is the family of coideals of Ω which are contained in a f.g. coideal,
ordered by inclusion and Qx,i,Λ = Qx,i,Λ(Λ ∩ (≤ x)) is injective in CΛ. Define
A = end(P)op and B = end(Q)op. Now for any x, i, y, j, one has the direct system
hom(Px,i,Γ, Qy,j,Λ)Γ∈I1,Λ∈I′1

. This direct system stabilizes once Λ ∩ Γ 3 x, y; in
particular, the direct limit ex,iT ey,j := lim−→Γ,Λ

hom(Px,i,Γ, Qy,j,Λ) exists. There is
a natural graded (A,B)-bimodule structure on T := ⊕x,i,y,jex,iT ey,j . It is natural
to expect that many of the preceding results for finite weight posets may have
extensions to infinite Ω, using T := {T ex,i}x,i as a substitute for the family of
tilting modules and suitable abelian subcategories (perhaps E or Ê) in place of
A-mod, etc.

13. k-structure and base change

In this section, we suppose our given stratified category (C, {Cx}x∈Ω) over G is
a k-category, where k is a fixed Z-graded unital ring for some subgroup Z of the
center of G (see 1.31). Note that Ĉ, Ê , E etc are naturally k-categories and A, AΓ,
Rx etc are graded k-algebras. Let k′ be a Z-graded commutative unital k-algebra.
For a G-graded, J-diagonalizable k-algebra A and a module M in A-mod, we let
A′ and M ′ denote the G-graded, J-diagonalizable k′-algebra A′ := k′ ⊗k A and
module M ′ := k′ ⊗M in A′-mod obtained by base change k′⊗k?, unless otherwise
indicated.

13.1. Proof of Lemma 1.31. We use the well-known fact that any left Artinian
graded unital ring is also left Noetherian as graded ring.

First, it follows from the assumptions and C.2.1 that if M and N are in C,
then homC(M,N) is f.g. as k-module. Now choose Γ ∈ I so M , N are in CΓ,
and a projective resolution P • → M → 0 in CΓ. Then using 1.6, exti

C(M,N) is a
subquotient of hom(P i, N) and hence it is f.g. as k-module. This proves 1.31(a).

Clearly, any object M of E with all weightspaces ex,iM f.g. over k is in Efg. Now
ey,j∇x,i = hom(Py,j(x), Nx,i) is k-f.g. If M is in C, then M is in CΓ for some Γ ∈ I1
and ex,iϕ(M) ∼= Hom(Px,i,Γ,M) is f.g. as k-module. This shows in particular that
all AΓex,i, ∆x,i and tilting modules (for Ω finite) have f.g. weightspaces over k,
proving (b).
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If M is in Efg, then M is a AΓ-module for some Γ ∈ I1. The weightspace ex,iM is
a f.g. ex,iAΓex,i-module by definition, and we have just seen that ex,iAΓex,i is f.g.
as k-module, so ex,iM is f.g. as k-module also. This proves 1.31(c). Clearly, Efin is
a full subcategory of Efg. If k is Artinian and M is in Efg, then each weight space
ex,iM is Noetherian and Artinian as k-module, hence also as ex,iAex,i-module,
showing M is in Efin. This proves 1.31(d).

If Ω and each Ix is finite, then A = ⊕x,i,y,jex,iAΩex,j and M = ⊕x,iex,iM are
f.g. k-modules, if M is in Efg. This proves 1.31(d), and the final assertion is well
known (and easily proved by an argument like part of that for 1.31(a)).

13.2. We say that ∆-modules (for C) are k-projective (resp., k-flat) if each ∆x,i

is a graded projective k-module (resp., flat k-module).

Proposition. Suppose that ∆-modules are k-projective. Then for all M in C,
there is an isomorphism of k-modules ϕ(M) ∼= ⊕y

(
∆y ⊗Ry

hom(Ny,M(y))
)

and
in particular, ϕ(M) is a projective k-module. Moreover, short exact sequences in
C∆ are necessarily k-split.

If each ex,j∆y,i is f.g. k-projective and each set Ω and Ix for x ∈ Ω is finite,
then A and each ϕ(M) for M in C is a f.g. graded projective k-module.

Proof. LetM be in C. By exactness of ϕ, ϕ(M) has a finite filtration with successive
subquotients ϕ(M(y)) in addϕ(Ny) = add∆y for y ∈ Ω. So ϕ(M) is isomorphic
in k-mod to ⊕y ϕ(M(y)), hence it is in add k. Thus the first assertion holds by 9.5,
and the other statements follow readily. �

13.3. Flat base change. Assume in this subsection that we are given a com-
mutative k-algebra k′ which is flat as k-module (i.e. k′⊗k? is an exact functor
k-mod→ k′-mod).

Let A be a G-graded J-diagonalizable k-algebra for some J . Suppose given for
each x ∈ Ω a full, additive subcategory Dx of the abelian category D = A-mod,
regarded as a split exact category. Assume the conditions 1.4(i) and 1.4(ii) hold,
so one may construct the stratified exact category C as in 1.7 from D and the Dx.

Note that if if A is left Noetherian, M is a f.g. A-module and N is any A-module,
the natural maps

(13.3.1) k′ ⊗k extn
A(M,N) ∼= extn

A′(M ′, N ′)

are isomorphisms for all i ≥ 0.
Throughout this subsection, we assume that the above maps are isomorphisms

for all M , N in C and i ≤ 1. Define the full additive subcategories D′x = add {N ′
x,i}i

of D′ := A′ mod , and regard them as split exact categories. These satisfy the as-
sumptions 1.4(i) and 1.4(ii), so one may form from D′ and its subcategories D′x
the split stratified exact category C′ as in 1.7. The functor k′⊗k?: M 7→ M ′ re-
stricts to a (trivially bistable) exact functor F : C → C′, satisfying homC′(M ′, N ′) ∼=
homC(M,N)′ for M , N in C. In turn, F induces the exact functor F̂ : Ĉ → Ĉ′ of
the associated categories of pro-objects. Note that by 1.18, F̂ maps projectives in
Ĉ to projectives in Ĉ′, since for Q in Ĉ and x ∈ Ω, gF̂Q,x = Idk′ ⊗k gQ̂,x? is an
epimorphism whenever gQ̂,x is. The standard family P = {Px,i}x,i of projectives
in Ĉ therefore maps to a standard family (with respect to families of standard ob-
jects {N ′

x,i}i) P′ = {P ′x,i}x,i of projectives in Ĉ′, where P ′x,i = F̂Px,i. We have
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end(P′)op = lim←−Γ∈I
A(Γ)′ where A(Γ)′ ∼= end(P′

Γ)op; by abuse of notation we write
A′ := end(P′)op. Then (A′, {A(Γ)′}Γ∈I1) is a left stratified ring, which one readily
checks is stratified if A is stratified.

Define the full subcategory E ′ of objects of A′-mod which are A(Γ)′-modules for
some Γ ∈ I1. It is easy to check from 8.9 that base change change k′⊗k? induces
the exact functors F∗ : Ê → Ê ′ and F† : E → E ′.

Observe that the ∆-(resp., ∇-) modules in E ′ can be taken to be the modules
homA′(P′

≤x, N
′
x,i) = ∆′

x,i and homA′(P≤x(x)′, N ′
x,i) = ∇′x,i.

Remarks. We assume that Ω is finite and briefly discuss flat base change in relation
to tilting modules. Assume that Q = {Qx,i}x,i is a standard family of injective
objects in C as in Section 12, and define B, T, T as there. Then Q′ = {Q′x,i}x,i

is a standard family of injective objects in C′. One has end(Q′)op ∼= B′ where
B = end(Q)op. Also, homA′(P′,Q′) ∼= T ′, and T′ := {T ′ex,i}x,i is a full family of
tilting modules for A′. We have endA′(T′) ∼= endA′(Q′) ∼= (B′)op.

13.4. Proof of Theorem 1.35. Assume that each ∆x is k-flat. We define A′Γ,
∆′

x,i, ∆′
x etc as in 1.35. The assumptions and long exact tork-sequences imply

that any object M of C is k-flat. Moreover, if M in C has a finite filtration M =
M0 ⊇ . . . ⊇ Mn = 0 with successive subquotients M i−1/M i in add∆xi

, then
M ′ = k′ ⊗k M has the finite filtration M ′ = M ′

0 ⊇ . . . ⊇ M ′
n = 0 with successive

subquotients M ′
i−1/M

′
i = (Mi−1/Mi)′ in add∆′

xi
. This implies that for Γ ⊆ Λ in I,

the kernel V of the natural surjection A(Λ) → A(Γ) is k-flat, since V = ⊕x,iV ex,i

with V ex,i in C. In particular, taking Γ = ∅, A(Λ) is k-flat for all Λ ∈ I1. Now it
follows readily using the definition 1.22 that A′ is a left stratified ring.

Now we may define C′ = k′⊗k C and make the standard identifications described
in 1.32. Thus, E ′ = k′ ⊗k E ∼= (C′)† identifies with the full abelian subcategory
of A′-mod consisting of modules which are A′Γ-modules for some Γ ∈ I1, C′ is the
smallest extension closed subcategory of E ′ containing add {∆′

x,i}x,i, and ∆′
x is a set

of standard objects in C′ (and also a set ∆-objects in E ′) corresponding to x ∈ Ω.
The assertion 1.35(b) follows easily using k-flatness of objects of C. Note F̂ : C → Ĉ′
is exact and preserves convergent direct sums. For Γ ∈ I1, F (A(Γ)ex,i) = A(Γ)′ex,i

is projective in A(Γ)′-mod and hence projective in C′Γ, so F̂ clearly maps Px,i in
P to a projective object of Ĉ′. Since F̂ clearly preserves convergent direct sums,
1.35(c) follows. The formulae in 8.9 imply 1.35(d).

If Γ ∈ I1, P is projective in CΓ and M is in AΓ-mod, then

(13.4.1) homE′(P ′,M ′) = homE(P,M)′.

Indeed, it is enough to check this for P = AΓex,i when it is trivial. It follows in
particular that end(∆′

x)op = R′x, from which it follows directly that A′ is stratified
if A is stratified. Also,

∇′x,i
∼= ⊕y,j homE(A(x)ey,j ,∆x,i)′ = ⊕y,j homA′(A′(x)ey,j ,∆′

x,i)

(since A(x)ey,j is in add∆x and hence is projective in C≤x). This proves the
remaining parts of 1.35(a)–(e).

Before proving 1.35(f), we record the following useful fact concerning the exact
sequences (∗P,x) of 7.9:
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13.4.2. For any y ∈ Ω and any projective object Q of Ĉ, if we denote Q′ := F̂Q
then there is a commutative diagram with exact rows

hom(Q(≤ y),∆y)′
f ′Q,y //

∼=
��

hom(Q(y),∆y)′
g′Q,y //

∼=
��

ext1(Q(< y),∆y)′ //

∼=
��

0

hom(Q′(≤ y),∆′
y)

fQ′,y // hom(Q′(y),∆′
y)

gQ′,y // ext1(Q′(< y),∆′
y) // 0.

In this diagram, exti is taken in E in the top row, and in E ′ in the bottom row.
The top exact row arises by applying k′⊗k? to part of (∗Q,y). The bottom (exact)
row is part of (∗Q′,y); gQ′,y is surjective since Q′ is projective in Ĉ. To prove that
the left and middle vertical maps are isomorphisms, one may assume by 9.2 that y
is a maximum element of Ω; then Q(≤ y) and Q(y) are both projective in C and
one has isomorphisms as required by (13.4.1). By the five lemma, the right vertical
map is an isomorphism too.

Now make the assumptions of 1.35(f), and define A, B, T, T , C∆, C∇ etc as
in Section 12. Let C∆′

(resp., C∇′
) denote the smallest extension-closed additive

subcategory of E ′ containing all add∆′
x (resp., add {∇′

x}) for x ∈ Ω, regarded as
a perfectly exact subcategory of E ′. Let F ′ be the full additive subcategory of E ′
consisting of objects in both C∆′

and C∇′
.

Our assumptions imply that objects of C∆ or C∇ are k-flat and so base change
F† = k′⊗k? induces exact functors C∆ → C∆′

and C∇ → C∇′
. Hence F† induces an

additive functor F → F ′. Now from 12, F = addQ and F ′ consists of injective ob-
jects of C′ = C∆′

; it follows that Q′ = {Q′x,i} is a family of injectives in C′. Clearly,
Q′ is a standard family of injectives in C′ and it follows F ′ = addQ′. We now make
the standard identification of the family of tilting modules T′ corresponding to Q′

as T′ = Q′.
We assert that

(13.4.3) homE′(∆′
x, N

′) ∼= homE(∆x, N)′

for any N in C∇. In fact, using the 5-lemma and 1.26 for C and C′, one sees the
class of modules N for which the natural map from right to left is an isomorphism
contains ∇x,i and is closed under extensions. We claim also that

(13.4.4) homE′(M ′,T′) ∼= homE(M,T)′

for all M in C. For the class of modules M in C for which the natural map from right
to left is an isomorphism contains ∆x,i by (13.4.3) and is closed under extension; for
since T′ (resp., T consists of injective objects of C′ (resp., C) applying homE′(?,T′)
(resp., homE(?,T)) to a short exact sequence in C′ (resp., C) gives a short exact
sequence of projective k′-modules (resp., projective k-modules) which is necessarily
split, and one can finish with the five lemma. As a consequence of (13.4.4), we
obtain end(T′)op ∼= end(T)′, completing the proof of 1.35(f).

13.5. Adjoint functors. Let Ci (i=1,2) be split stratified exact categories over G.
We extend all standard notation for C to Ci, denoting by Xi the standard object
associated to Ci in the same way X is associated to C (so associated to Ci, we have
a standard family of projectives Pi in Ĉi, the endomorphism ring Ai := end(Pi)op,
abelian categories Ê i ∼= Ci∗ and E i ∼= Ci† etc). We extend this notation, defining Xi
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for such X for all integers i by setting Xj = Xi whenever i and j have the same
parity (so · · · = C−2 = C0 = C2 = · · · and · · · = C−1 = C1 = C3 = · · · etc).

Now suppose F i : Ci → Ci+1 are exact functors with F i left adjoint to F i+1

for all integers i and each F i stable forwards for f.g. ideals (we do not assume
F i ∼= F i+2). Recall the restriction F i

† of F i
∗ is defined under these conditions; it is

left adjoint to F i+1
† . For use in the proof of 1.36, we shall give a module-theoretic

description of an adjunction between F i
† and F i+1

† , similar to the results in 8.9 (cf.
[23, 1.9] for the much less technical case of finite weight posets).

Let Λ ∈ Ii and Γ ∈ Ii+1. We define the graded (Ai+1,Ai)-bimodule (actually,
even a (Ai+1

Γ ,Ai
Λ)-bimodule)

(13.5.1) ΓM
i
Λ := homCi+1(Pi+1

Γ , σΓF
i(Pi

Λ)
)
.

There is a natural inverse system {ΓM i
Λ}Λ∈Ii,Γ∈Ii+1 , in which the canonical maps

are all epimorphisms. If Γ ⊇ F i(Λ), then one has isomorphisms

homCi
Λ
(σΛF

i−1M,N) ∼= homCi(F i−1M,N) ∼= homCi+1
Γ

(M,F iN)

naturally for M in Ci+1
Γ and N in Ci

Λ. Hence

13.5.2. σΛF
i−1 : Ci−1

Γ → Ci
Λ is left adjoint to F i : Ci

Λ → C
i−1
Γ if Γ ⊇ F i(Λ); in

particular, since F i is exact, σΛF
i−1 takes projective objects of Ci−1

Γ to projectives
in Ci

Λ if Γ ⊇ F i(Λ).

Thus, if Γ ⊇ F i(Λ) then

(13.5.3) ΓM
i
Λ
∼= homCi+1

(
Pi+1

Γ , F i(Pi
Λ)

)
∼= homCi

(
σΛF

i−1(Pi+1
Γ ),Pi

Λ

)
and so

13.5.4. each ey,j (ΓM i
Λ) is a f.g. projective right Ai

Λ-module provided that Γ ⊇ F iΛ.

From 13.5.2, it follows also that

13.5.5. each (ΓM i
Λ)ex,l is a f.g. projective Ai+1

Γ -module if Λ ⊇ F i+1Γ.

We claim now that if Λ′ ⊇ Λ, then there are short exact sequences

(13.5.6) 0→
∑

z∈Σ,j

(ΓM i
Λ′)ez,jAiex,l

σ−→ ΓM
i
Λ′ex,l

ρ−→ ΓM
i
Λex,l → 0

for all x, l where ρ is the induced by the restriction map ΓM
i
Λ′ → ΓM

i
Λ and Σ is

the finite coideal of Λ′ defined by Σ := { z ∈ Λ′|z ≥ x, z 6∈ Λ }. For obviously, Imσ
is contained in ker ρ. For the reverse inclusion, choose an admissible epimorphism
⊕z∈ΣQ

i
z(Λ

′)→ P i
x,l,Λ′(Λ

′ \Λ) with Qi
z in add {P i

y,j}j . Applying the exact functors
homCi+1(P i+1

y,j,Γ, σΓF
i?) to the diagram

0 // P i
x,l,Λ′(Λ

′ \ Λ) // P i
x,l,Λ′

// P i
x,l,Λ

// 0

⊕z∈Σ (Qi
z)(Λ

′).

OO

gives ker ρ ⊆ Imσ. From this short exact sequence (13.5.6), it follows that
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13.5.7. For a Ai
Λ-module N , the natural epimorphisms

ΓM
i
Λ′ ⊗Ai N → ΓM

i
Λ ⊗Ai N

are isomorphisms if Λ′ ⊇ Λ.

Now define the inverse system {F i
Λ}Λ∈Ii of graded (Ai+1,Ai)-bimodules with

F i
Λ := lim←−Γ∈Ii+1 hom

(
P2

Γ, F (P1
Λ)

)
. Note F i

Λ = lim←−Γ∈Ii+1 ΓMΛ, in fact F i
Λ
∼= ΓMΛ

canonically provided Γ ⊇ F i(Λ). By 8.9, F i
∗ : Ê i → Ê i+1 is given by

F i
∗ := lim←−

Λ∈Ii

FΛ ⊗Ai

(
⊕x,i homAi(Ai

Λex,i, ?)
)
.

Hence F i
†
∼= Gi where

(13.5.8) Gi := lim←−
Λ∈Ii

lim←−
Γ∈Ii+1

ΓM
i
Λ⊗?: E i → E i+1.

It follows using 13.5.7 that

ΓMΛ ⊗Ai N ∼= ΓMΣ ⊗Ai N ∼= F i
Σ ⊗Ai N ∼= Gi(N)

canonically provided N is in AΣ-mod, Λ ⊇ Σ and Γ ⊇ F i(Σ).
For M in Ai

Λ-mod and N in Ai+1
Γ -mod there is adjointness

(13.5.9) homAi+1
Γ

( ΓM
i
Λ ⊗Ai M,N) ∼= homAi

Λ

(
M,⊕x,l homAi+1

Γ
( ΓM

i
Λex,l, N)

)
.

Assume that Λ ⊇ F i+1(Γ). Then one has isomorphisms of (Ai+1,Ai)-bimodules

⊕x,l homAi+1
Γ

(
(ΓM i

Λ)ex,l,⊕y,jAi+1
Γ ey,j

)
∼=homAi+1

Γ

(
ϕi+1

Γ

(
σΓF

i(Pi
Λ)

)
, ϕi+1

Γ

(
Pi+1

Γ

))
∼=homCi+1

(
σΓF

i(Pi
Λ),Pi+1

Γ

) ∼= ΛM
i+1
Γ

using finite generation of ΓM
i
Λex,l, 1.19 and (13.5.3) i.e. we have an an isomorphism

(13.5.10) ⊕x,l homAi+1
Γ

(
(ΓM i

Λ)ex,l,Ai+1
Γ

)
∼= ΛM

i+1
Γ .

By (13.5.5), one has for Λ ⊇ F i+1(Γ) an isomorphism of (Ai,Ai+1)-bimodules

(13.5.11) ⊕x,l hom(Ai+1
Γ )op

(
ex,l( ΛM

i+1
Γ ),Ai+1

Γ

)
∼= ΓM

i
Λ

and a standard isomorphism

(13.5.12) ⊕x,l homAi+1
Γ

(
(ΓM i

Λ)ex,l, N
)
∼= ΛM

i+1
Γ ⊗Ai+1 N

for N in E i+1
Γ . Hence for Λ ⊇ F i+1(Γ), we obtain an adjunction

(13.5.13) homEi+1
Γ

( ΓM
i
Λ ⊗Ai M,N) ∼= homEi

Λ
(M, ΛM

i+1
Γ ⊗Ai+1 N).

Now ΓM
i
Λ := homCi+1

(
Pi+1

Γ , σΓF
i(Pi

Λ)
)

and if Λ ⊇ F i+1(Γ) then we have ΛM
i+1
Γ =

homCi+1

(
σΓF

i(Pi
Λ),Pi+1

Γ

)
so composition induces a linear map

(13.5.14) ΓM
i
Λ ⊗Ai ΛM

i+1
Γ → Ai+1

Γ .
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In terms of the map (13.5.14), the adjunction (13.5.13) is given by the composite

homAi
Λ
(M, ΛM

i+1
Γ ⊗Ai+1 N)

→homAi+1
Γ

(
ΓM

i
Λ ⊗Ai M, ΓM

i
Λ ⊗Ai ΛM

i+1
Γ ⊗Ai+1

Γ
N

)
→homAi+1

Γ

(
ΓM

i
Λ ⊗Ai M,Ai+1

Γ ⊗Ai+1
Γ

N
)

∼=homAi+1
Γ

( ΓM
i
Λ ⊗Ai M,N)

(13.5.15)

Now suppose that we have Λ ⊆ Λ′ ∈ Ii and Γ ⊆ Γ′ ∈ Ii with Λ′ ⊇ F i+1(Γ′) and
Λ ⊇ F i+1(Γ). One can check that the evident diagram

(13.5.16) Γ′M
i
Λ′ ⊗Ai+1 Λ′M

i+1
Γ′

//

��

Ai+1
Γ′

��
ΓM

i
Λ ⊗Ai+1 ΛM

i+1
Γ

// Ai+1
Γ

with horizontal maps induced by composition of maps is commutative. It follows
readily from (13.5.15)–(13.5.16) that the adjunctions (13.5.13) are compatible with
the maps defining the inverse systems M i, M i+1, and give an adjunction between
the functors Gi and Gi+1 as given by (13.5.8).

Remarks. It should be possible to give a module theoretic description of an adjunc-
tion between F ∗ and F∗ in 8.9 and use it to give conditions more general than those
in 1.36 under which one can perform “base change” on the adjunction between F ∗

and F∗.

13.6. Proof of Theorem 1.36. Maintain the notation of the previous subsection,
but make the additional assumptions in 1.36. Most of the argument doesn’t require
bistability of the F i but just that they are stable forwards for f.g. ideals.

Set ΓM
i′
Λ = k′ ⊗k ΓM

i′
Λ . Now the facts 13.5.4–13.5.16 used in constructing the

functors Gi, Gi+1 and proving their adjointness give corresponding statements with
ΛM

i
Γ replaced by ΛM

i′
Γ , F i

Λ replaced by F i′
Λ , Ai replaced by Ai′ etc (note that the

modules in 13.5.6 are in Ci+1 and hence are k-flat by our assumptions). We obtain
functors

Gi′ := lim←−
Λ∈Ii

lim←−
Γ∈Ii+1

ΓM
i′
Λ⊗?: E i → E i+1

with ΓM
i′
Λ ⊗Ai N ∼= Gi′(N) canonically provided N is in Ai′

Σ-mod, Λ ⊇ Σ and
Γ ⊇ F i(Σ). Moreover, Gi′ is exact and is left adjoint to Gi+1 ′ and one has a
diagram

E i
Gi

//

Li

��

E i+1

Li+1

��
k′ ⊗k E i Gi′

// k′ ⊗k E i+1

which is commutative up to natural isomorphism. The diagram shows thatGi′ takes
any object k′ ⊗k M with M ∈ Ci to an object of Ci+1 ′. This applies in particular
to k′ ⊗k ∆i

x,l, and by exactness of Gi′, it follows that Gi′ restricts to an exact
functor Ci′ → Ci+1 ′ which we denote by Hi = k′⊗k F

i. One has Hi+1Li ∼= Li+1F i

from the diagram. One easily sees using the diagram that if F i is stable forwards
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or backwards for f.g. ideals or f.g. coideals, then Hi has the same property. In
particular, if F i is bistable, then so is Hi and so Ĥi, Ĥi

∗, Ĥ
i
† are defined.

Finally, suppose given ηi : F i → Ki. Define the inverse systems N j in the same
way as M j above but using K in place of F i.e. ΓN

i
Λ := homCj+1

(
Pj+1

Γ , σΓK
i(Pj

Λ)
)
.

Then ηi induces a morphism of inverse systems M i → N i and hence a natural
transformation k′ ⊗k η

i as required.

Remarks. Using 8.9, one can show that

Hi
∗
∼= lim←−

Λ∈Ii

F i′
Λ ⊗Ai′

(
⊕x,l homAi′(Ai′

Γex,l, ?)
)
: Ê i′ → Ê i+1 ′

where F i′
Λ := k′ ⊗k F

i
Λ.

14. Grothendieck group of C

In this section we establish the main facts about Grothendieck groups of C and
related categories, as summarized in Theorem 1.38.

14.1. Proof of Theorem 1.38(a)–(d). The maps described in 1.38(a)–1.38(c)
are well-defined homomorphisms. It is easy to check that

([N ′
x]Cx)x∈Ω 7→ [⊕x∈ΩN

′
x]C

gives an inverse for the map in 1.38(a).
The inverse to the map in 1.38(b) (resp., the map in the first assertion in 1.38(c))

sends [Q] to
∑

i≥0(−1)i[Qi]P where

0→ Qn → . . .→ Q0 → Q→ 0

is a finite projective resolution of Q in C (resp., finite projective resolution of Q
by f.g. projective A-modules). The fact these are well-defined and inverses to the
given maps follows by Schanuel’s lemma (which is applicable in 1.38(b) because of
the functor ϕ, for instance). See [2, Ch VII, Prop 1.3] for details of this standard
argument.

It remains to prove 1.38(d). If x is a maximal element of an ideal Γ of Ω, we
have Rx

∼= ⊕i,jex,iAΓex,j . The assumptions imply that then

A(x) ∼= ⊕iAΓex,iAΓ
∼= (⊕iAΓex,i)⊗Rx

(⊕iex,iAΓ)

is projective as both left and right AΓ-module. Hence the last assertion follows
inductively from (C.12.2).

Remarks. Observe that Theorem 1.38(a) and its proof continue to hold for a small
weakly stratified exact category. Using the exactness and resolution theorems in
[45], one sees that the analogues of 1.38(a)–1.38(c) also hold for Quillen’s higher
K-groups.

14.2. The proof of 1.38(e) is similar to that of (its special case) 1.38(b); it uses a
version for Ĉ of Schanuel’s lemma.

For the proof, we shall find it convenient to fix for each isomorphism class {N}
of objects in Cx an object Q = Proj(N) in Ĉ with Q(x) = N and Q(y) = 0 unless
y ≥ x (and Proj(0) = 0). For M in Ĉ, one may construct as in 7.11 an admissible
epimorphism P 0 → M → 0 with P 0 = ⊕xProjM(x) such that

(
ProjM(x)

)
(x) →

M(x) is an isomorphism. Observe that ker(P 0 → M)(x) ∼= ⊕y 6=x(ProjM(y))(x).
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Recursively, one obtains a projective resolution · · · → P 1 → P 0 →M → 0 in which
for i ≥ 0, P i ∼= ⊕xProj(ker(P i−1 → P i−2)(x), with P−1 = M and P−2 = 0.

We call such a projective resolution P • →M → 0 a standard projective resolu-
tion of M . The above remarks imply that

14.2.1. In a standard projective resolution P • → M → 0, P i depends up to iso-
morphism only on the family {M(x)}x∈Ω, and the support of P i is contained in Γi

as defined in 1.18.

14.3. Schanuel’s lemma. Given M in Ĉ, we shall call a projective resolution
P • →M → 0 in Ĉ a convergent projective resolution if ⊕iP

i is a convergent direct
sum. For example, standard projective resolutions and finite projective resolutions
are convergent. We now have the following analogue of Schanuel’s lemma for Ĉ.

Lemma. Let P • → M → 0 and Q• → M → 0 be two convergent projective
resolutions of M in Ĉ. Then

⊕i(P 2i ⊕Q2i+1) ∼= ⊕i(Q2i ⊕ P 2i+1)

in Ĉ.

Proof. Let P∞ := ⊕i(P 2i ⊕ Q2i+1) and Q∞ := ⊕i(Q2i ⊕ P 2i+1). Note that for
Γ ∈ I, application of σ̂Γ to the convergent projective resolutions give finite pro-
jective resolutions of σ̂Γ(M), and the usual Schanuel’s lemma gives isomorphisms
σ̂Γ(P∞) ∼= σ̂Γ(Q∞). (If the Nx are Krull-Schmidt families, this is already sufficient
to give the assertion, by the arguments in 15.5).

In order to sketch a proof of the assertion in general, we first recall the usual proof
[2] of Schanuel’s lemma. Define L0 = M0 = R0 = M and decompose the resolutions
into short Ĉ-exact sequences 0 → M i+1 → P i → M i → 0 and 0 → Li+1 → Qi →
Li → 0. Define projective objects P (0) = P 0, Q(0) = Q0, P (i+1) = P i+1 ⊕Q(i) and
Q(i+1) = Qi+1 ⊕ P (i) for i ∈ N. Recursively define objects Ri and isomorphisms
Li ⊕ P (i−1) ∼= Ri ∼= M i ⊕Q(i−1) by considering the commutative diagram

M i+1

��

M i+1

��
Li+1 // Ri+1 //

��

P (i)

��
Li+1 // Q(i) // R(i)

in which the bottom right hand square is a pullback square, and the rows and
columns are exact (note the middle row and column are split). Let Γ ∈ I and let nx

denote the smallest integer such that P j
≤x = Qj

≤x = 0 for all j ≥ nx. Note that for

x ∈ Ω and j ≥ nx, one has P (j)
≤x
∼= P∞≤x and Q(j)

≤x
∼= Q∞≤x for even j and P (j)

≤x
∼= Q∞≤x

and Q
(j)
≤x
∼= P∞≤x for odd j, canonically. To prove the lemma, one uses Zorn’s

lemma to show that one may choose the splittings of the middle row and column in
such a way that for any x ∈ Ω, the isomorphism θx,i : P

(i)
≤x
∼= Q

(i)
≤x induced by the

isomorphism Li+1⊕P (i) ∼= M i+1⊕Q(i) is independent of i for i ≥ nx (note that if
i ≥ nx then Li

≤x = M i
≤x = 0). The (obviously compatible) family of isomorphisms
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θx,nx
: P (∞)

≤x
∼= Q

(∞)
≤x give an isomorphism P∞ = {P∞≤x}x∈Ω

∼= {Q∞≤x}x∈Ω = Q∞ as
required. �

14.4. Proof of Theorem 1.38(e). It is known (e.g. see [2]) that if C is a small
split exact category, every element of the Grothendieck group K0(C) can be written
in the form [L]− [M ] for some objects L, M of C. Moreover, [L]− [M ] = [L′]− [M ′]
iff there is an object N such that L⊕M ′⊕N ∼= L′⊕M ⊕N . These facts apply in
particular to the split exact categories Cx and P̂.

We define Z[G]-module homomorphisms π′ : K0(Ĉ) → K0(P̂) and ι′ : K̂0(C) →
K0(Ĉ) as follows. For M in Ĉ, choose a convergent projective resolution P • →M →
0 and define π′(M) = [⊕iP

2i] − [⊕iP
2i+1]; this map is well-defined by Schanuel’s

lemma and the horse-shoe lemma, and clearly π′ι = Id. For a family {[Mx]Cx
}x∈Ω

in K̂0(C) with Mx an object of Cx, define ι({[Mx]}x∈Ω) = ⊕x∈Ωθ(Mx) (a convergent
direct sum); this induces a well-defined map ι′ by the preceding remarks on split
exact categories, and clearly πι′ = Id.

Finally, we check that πιπ′ι′ = Id and π′ι′πι = Id. For the first of these, consider
M = {[Mx]Cx

}x∈Ω in K̂0(C) with Mx in Cx and only finitely many Mx 6= 0 for
x ∈ Γ, for any Γ ∈ I1. Choose a standard projective resolution P • → ⊕xMx. Then
πιπ′ι′(M) = {[⊕iP

2i(x)]Cx − [⊕iP
2i+1(x)]Cx}x = M since for each x, P •(x) →

Mx → 0 is a finite resolution of Mx in the (split) exact category Cx. On the other
hand, suppose Q is in P̂. Choose for each x in Ω a standard projective resolution
Q•x → θ(Q(x)) → 0. Then R• := ⊕xQ

•
x → ⊕xθ(Q(x)) → 0 is a convergent

projective resolution of ⊕xθ(Q(x)), so π′ι′πι([Q]) = [⊕iR
2i]− [⊕iR

2i+1]. By 14.2.1
a standard projective resolution S• of Q also has Ri = Si, so by Schanuel’s lemma
π′ι′πι([Q]) = [Q] as required.

15. Projective covers and highest weight structure

Throughout this section we suppose in addition to our standing assumptions
that each family Nx for x ∈ Ω is a Krull-Schmidt family. Then Rx,i is a graded
local ring with trivially graded residue ring and Rx is a basic semiperfect ring.

15.1. Proof of Theorem 1.40 in the case Ω ∈ I1. Identify C = Ĉ. We first prove
1.40(d) by induction on ]({x ∈ Ω|x ≥ y }). Define the ring Sy,i and homomorphism
α. If y is maximal in Ω, 1.40(d) clearly holds. If not, choose some maximal element
x > y of Ω and consider a homogeneous element f ∈ end(Py,i). Its enough to show
f is a unit in end(Py,i) iff α(f) 6∈ Jy,i. If α(f) ∈ Jy,i then clearly f is not a unit
in Sy,i. On the other hand, if α(f) 6∈ Jy,i, then, firstly, f is homogeneous of degree
1G. By induction σ 6=x(f) is a unit in End(Py,i(6= x)) and there is a diagram

(15.1.1) 0 // Py,i(x) //

σx(f)

��

Py,i //

f

��

Py,i(6= x)

σ6=(x)(f)∼=
��

// 0

0 // Py,i(x) // Py,i // Py,i(6= x) // 0
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giving a morphism of extensions in C. In turn, this gives a commutative diagram

(15.1.2) hom(Py,i(x),Nx) //

��

ext1(Py,i(6= x),Nx) //

��

0

hom(Py,i(x),Nx) // ext1(Py,i(6= x),Nx) // 0

of Rop
x -modules in which the rows are projective covers of ext1(Py,i(6= x),Nx).

Applying ? ⊗Rx
Rx/Jx to this diagram gives a commutative diagram (15.1.2)′ in

which the horizontal arrows and right vertical arrow are isomorphisms, and so the
left vertical arrow in (15.1.2)′ is an isomorphism also. Since the the left vertical map
in (15.1.2) is between f.g. projective right Rx-modules, this map is an isomorphism
too. But this map is induced by σx(f) in (15.1.1), and the equivalence C.9 implies
σx(f) is an isomorphism. Finally, the 5-lemma applied to (15.1.1) implies that f is
an automorphism of Py,i, completing the proof of 1.40(d).

Since Ω ∈ I1, convergent direct sums are just finite direct sums. Clearly, P =
addP. Observe that Px,i

∼= Py,j〈g〉 implies (x, i) = (y, j). For 0 6= Nx,i = Px,i(x) ∼=
Py,j(x)〈g〉 implies y ≤ x, so x = y by symmetry and then Nx,i

∼= Nx,j〈g〉 so i = j
and g = 1G. It now follows from 1.40(d) that P is a Krull-Schmidt family, and
hence 1.40(c), (e) hold (in fact, A is basic semiperfect). We now identify C with its
strict image C∆ under ϕ, noting that idempotents split in C by Remark 9.6. If M
is in C, it is a finitely generated A-module so there is a projective cover P → M
with P a finitely generated projective A-module. We have P in C, hence P →M is
an admissible epimorphism in C by 1.2. It now follows that P →M is a projective
cover in C, proving 1.40(a). Since Px,i → Nx,i is an admissible epimorphism in
C with Px,i indecomposable projective, 1.40(a) implies Px,i → Nx,i is a projective
cover in C, proving 1.40(b).

15.2. We sketch a more explicit construction (independent of the functor ϕ) of a
projective cover g : Q′ → N of an object N of C, leaving the proof to the reader.

First, fix a maximal element x of Ω, choose a projective cover b : Q1 → N(6= x)
in C6=x by induction on the cardinality of the support of N , and set Q := Nx ∗Q in
P. Identify Q1 = Q(6= x) and form the following commutative diagram with exact
rows:

(15.2.1) 0 // Q(x) i //

a

��

Q //

��

Q(6= x) //

b

��

0

0 // N(x) // N // N(6= x) // 0.

Now form another commutative diagram with exact rows as follows:

0 // hom(Nx, Q(x)) // hom(Nx, Q
′(x)) //

f

��

hom(Nx, Q
′
x) //

e

��

0

hom(Nx, Q(x)) d // hom(Nx, N(x)) // H // 0

Here, d is induced by a, and we choose the bottom row so it is exact as a sequence
of Rx-modules. Then choose Q′x in Cx and e so e is a projective cover of H as right
Rx-module, using C.9. Define Q′ = Q⊕Q′x, so Q′(x) = Q(x)⊕Q′x and one has the
evident split short exact sequence as the top row of the diagram. Finally, the map f
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may be inserted since hom(Nx, Q
′
x) is projective in kx-mod. Note f is a (necessarily

split) epimorphism by Nakayama’s lemma. We identify Q′(6= x) = Q(6= x).
Now we construct the map g : Q′ = Qx⊕Q→ N with component maps Q→ N

from (15.2.1) and Qx ↪→ Q′(x)→ N(x)→ N , where the middle map Q′(x)→ N(x)
corresponds to f by C.9. It may be checked that g is a projective cover of N .

15.3. We next give two lemmas for use in the proof of 1.40 in general.

Lemma. Suppose that Ω ∈ I1, that P , Q in P are isomorphic and x ∈ Ω is
maximal. Then any isomorphism P (6= x) ∼= Q(6= x) in C can be lifted to an
isomorphism P ∼= Q

Proof. Let P ′ → P (6= x) and Q′ → Q(6= x) be projective covers of P (6= x) and
Q(6= x) in C respectively. Clearly, P ′ ∼= Q′ and there is N in addNx such that
P ∼= P ′ ⊕N and Q ∼= Q′ ⊕N . Now the given isomorphism P (6= x) ∼= Q(6= x) lifts
to an isomorphism P ′ ∼= Q′ which is necessarily an isomorphism. Extending this
isomorphism in the obvious way to a map P ∼= P ′ ⊕ N ∼= Q′ ⊕ N ∼= Q gives an
isomorphism P → Q extending the given one P (6= x)→ Q(6= x). �

15.4. Recall Lemma 7.7.

Lemma. For a morphism f : P → M in Ĉ, the following conditions (i)–(iii) are
equivalent:

(i) f is a projective cover of M in Ĉ
(ii) for all Γ ∈ I, fΓ : PΓ →MΓ is a projective cover of MΓ in CΓ
(iii) for all x ∈ Ω, f≤x : P≤x →M≤x is a projective cover of M≤x in C≤x.

Proof. We show that (i) implies (ii). Assume f is a projective cover of M ; in
particular, it is an admissible epimorphism. Suppose that g : Q′ → PΓ is a map in
CΓ such thatQ′ is projective in CΓ and fΓg : Q′ →MΓ is an admissible epimorphism;
we must show g is an admissible epimorphism. We may assume without loss of
generality by 7.10.3 and 6.2 that Q′ = QΓ and g = hΓ for some Q ∈ P̂ and some
map h : Q → P . Choose a projective object Q′′ ∼= σ̂Ω\ΓQ

′′ in Ĉ and an admissible
epimorphism l′ : Q′′ → σ̂Ω\ΓP . This gives a map (h, l) : Q⊕Q′′ → P where l : Q′′ →
σ̂Ω\ΓP → P is the obvious composite map, and one readily verifies f(h, l) is an
admissible epimorphism. Hence (h, l) is an admissible epimorphism since f is a
projective cover, so (hΓ, lΓ) : QΓ ⊕ Q′′Γ → PΓ is an admissible epimorphism in CΓ.
Since Q′′Γ = 0, g is an admissible epimorphism as required.

It is trivial that (ii) implies (iii). Finally, assume (iii) and let g : Q → P be a
map in Ĉ such that fg is an admissible epimorphism. Then f≤xg≤x is an admissible
epimorphism in C≤x for all x ∈ Ω, which implies g≤x is an admissible epimorphism
in C≤x since f≤x is a projective cover. The standard equivalence Ĉ ∼= ĈI0 now
implies that g is an admissible epimorphism, as required. �

Remarks. As a corollary of the lemma, it follows that if P → M is a projective
cover in CΓ for some Γ ∈ I, then for any ideal Λ ⊆ Γ, σΛP → σΛM is a projective
cover in CΛ. (This fact is also obvious from the explicit construction of projective
covers.)
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15.5. Proof of Theorem 1.40 in general. There is a natural epimorphism of
rings Sx,i = endĈ(Px,i) → endC(Px,i,Γ) by projectivity of Px. A homogeneous
element of Sx,i is a unit iff its image under each of these epimorphisms is a unit,
using 6.2. Now 1.40(d) follows from 15.1. As in 15.1, P is a Krull-Schmidt family,
A is basic semiperfect and 1.40(e) follows.

Next we prove 1.40(c). Consider an object Q of P̂. Define an ideal Ω0 of Ω by
Ω0 := { z ∈ Ω|Q≤z = 0 }. It is easily seen from 15.1 that there are unique up to
isomorphism objects Px in add {Px,i}i, for x ∈ Ω, such that Px = 0 if x ∈ Ω0 and
there are isomorphisms ρy : (⊕x∈ΩPx)≤y

∼= Q≤y for all y ∈ Ω. An application of
Zorn’s lemma in ĈI0 shows that there is an inclusion-maximal ideal Σ ⊇ Ω0 of Ω on
which the ρy for y ∈ Σ can be chosen compatibly with the maps defining the inverse
systems ⊕xPx and Q. By 15.3, it follows that in fact Σ = Ω. The exact category
equivalence Ĉ ∼= ĈI0 implies ⊕Px

∼= Q in Ĉ. Uniqueness of the multiplicities is clear
from the definition of the Px.

Now we prove 1.40(a). Let M be in Ĉ, Ω0 = {x|M≤x = 0 }. Choose for each
Γ ∈ I a projective cover fΓ : PΓ →MΓ. By the preceding remark, one may identify
fΓ = σΓfΛ for Γ ⊆ Λ in I. The canonical epimorphisms PΛ → σΓ(PΛ) = PΓ so
defined make P := {PΓ}Γ∈I into an object of Ĉ and f := {fΓ}Γ∈I a morphism in
Ĉ. By the preceding lemma, f is a projective cover in Ĉ. Finally, 1.40(b) follows
from 1.40(a) as in 15.1.

15.6. Proof of Theorem 1.41 and Lemma 1.42. Clearly, ∆x,i = A≤xex,i is a
highest weight module of highest weight (x, i) and degree 1G. Let V be another
such module, generated by v ∈ ex,iV1G

. Suppose V is a AΛ-module for x ∈ Λ ∈ I1.
Then one has an epimorphism α : AΛex,i → V mapping ex,i → V . Since A is
left stratified, there is an epimorphism AΛex,i → ∆x,i with kernel K having a
finite filtration with successive subquotients in add∆y for various y > x. Now
hom(∆y,j , V ) = hom(A≤yey,j , V ) = 0 for y > x since ey,jV = 0. Thus, α(K) = 0
and V is a quotient of ∆x,i, proving 1.41(a).

We have already seen that A is a basic semiperfect ring. In particular, Aex,i has
a unique simple quotient module in A-Mod, namely Lx,i := Aex,i/rad Aex,i and
the assertions of 1.41(c)–(d) hold in A-mod in place of E , using 1.40(e). Fix an ideal
Γ ∈ I of Ω with x as a maximal element. Since ∆x,i

∼= AΓex,i is a quotient module
of Aex,i, it follows that ∆x,i := ϕ(Nx,i) has a unique maximal graded submodule
with simple graded quotient module Lx,i. Now Lx,i is a AΓ-module and thus in E .
Since any object of E is a AΛ-module for some Λ ∈ I1, we see 1.41(b)–(d) hold.

Note that Ly,i〈g〉 appears as a simple subquotient of an objectM of E iff ey,iMg
∼=

hom(Aey,i,M)g 6= 0. Since AΓ is basic semiperfect, we have using 1.40(e) that the
maximal graded submodule of ∆x,i = AΓex,i is

rad ∆x,i = ex,i∆x,iJx,i +
∑

(y,j) 6=(x,i)

ey,j∆x,i.

The remaining assertions of 1.41 follow easily. One also sees that 1.42 holds, recall-
ing 1.26(a) for ∇ in 1.42(b) and noting for 1.42(c) that Qop

x,i is projective in Cop,
endC(Qx,i)op = endCop(Qop

x,i), and end(T ex,i)op ∼= end(Qx,i)op.

15.7. We define local composition series of objects of Efin and discuss their rela-
tionship with composition factor multiplicities as defined in 1.43.
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For M in Ewfin and x ∈ Ω, define a local composition series of M at x to be a
finite filtration M = M0 ⊇ M1 ⊇ . . . ⊇ Mn = 0 such that for each i, Mp−1/Mp

is either simple or satisfies ey,jM
p−1/Mp = 0 for all y ≥ x and j. For instance, a

composition series of M in the usual sense (if it exists) is a local composition series
of M at any x ∈ Ω. If M has a local composition series at x, then [M : Lx,i〈g〉] is
clearly the number of factors M i−1/M i isomorphic to Lx,i〈g〉.

Lemma. If the index sets Iy are all finite (for instance, all singletons), then for
all x ∈ Ω, every M in Efin has a local composition series at x.

Proof. The quantity
∑

y≥x

∑
j

∑
g[M : Ly,j〈g〉] is finite. One proves the lemma by

an induction on this quantity using 1.41; the argument is essentially the same as in
[34, 9.6], so we omit it. �

15.8. Proof of Proposition 1.44. We show both sides are equal to {{ex,i∇y,j}}.
First, Lx,i = (ex,iLx,i)1G

is a quotient of

(ex,i∆x,i)1G
= (ex,iA≤xex,i)1G

= (eiRxei)1G

and is therefore finite dimensional over k. Note that by 1.25,

ex,i∇y,j = hom(AΓex,i,∇y,j) = hom(AΓex,i(y),∇y,j)

provided x, y ∈ Γ ∈ I1. Now AΓex,i(y) is a direct sum of ng,l copies of Tg∆y,l for
varying g and l, with ng,l defined as in 1.44 and by 1.26, hom(∆y,l,∇y,j) ∼= elRyej .
A simple computation shows that the left hand side of the formula in Proposition
1.44 is just {{ex,i∇y,j}}; it follows immediately that∇y,j is in Ewfin since (ex,i∇y,j)g

is finite-dimensional over k. On the other hand, {{ex,i∇y,j}} is clearly equal to the
right hand side of the formula as well by definition of composition factor multiplicity.

15.9. We conclude this section with a formula for the multiplicities of the pro-
jective indecomposables Px,i as direct summands of a projective object Q of Ĉ, in
terms of the maps gQ,y associated to Q. We assume for simplicity in the formu-
lation that G is the trivial group (the result in this case is equivalent to that for
general G by C.6).

Fix Q in P̂ and consider for z ∈ Ω the exact sequence

Hom(Q(≤ z),Nz)
fz−→ Hom(Q(z),Nz)

gz−→ Ext1(Q(< z),Nz)→ 0

of right Rz-modules. Applying ?⊗Rz
Rz/Jz gives a right exact sequence of Rz/Jz-

modules. Since Hom(Q(z),Nz) is a f.g. projective right Rz-module, it follows that
Hom(Q(z),Nz)⊗Rz Rz/Jz is a f.g. right Rz/Jz-module. Now the modules eiRz/Jz

form a full set of representatives of isomorphism classes of simple right Rz/Jz

modules, and Rz/Jz is semisimple so any f.g. Rz/Jz module N is isomorphic to a
direct sum of such modules with (uniquely determined) finite multiplicities which
we denote [N : eiRz/Jz].

Proposition. Define natural numbers cz,i := [Im (fz ⊗Rz
IdRz/Jz

) : ei(Rz/Jz)].
Then Q ∼= ⊕z,i cz,iPz,i, where for n ∈ N and an object P of P̂, nP denotes the
direct sum of n copies of P .

Proof. We may assume Ω ∈ I without loss of generality. The Grothendieck group
K0[C] is a free abelian group on basis {[Nx,i]}x,i. For a f.g. right Rz-module N ,
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define a “generating function” Poincz(N) ∈ K0[C] by

Poincz(N) :=
∑

i

[N ⊗Rz
Rz/Jz : eiRz/Jz][Nz,i].

For any M in C one has the identity

[M ] =
∑

z

Poincz

(
Hom(M(z),Nz)

)
in K0[C]. Indeed, since [M ] = ⊕z[M(z)] one may assume M = M(z) for some z,
and then note both sides are additive in M and the identity holds for M = Nz,i.

By 1.40(ii), Poincz

(
Hom(Px,i(z),Nz)

)
= Poincz

(
Ext1(Px,i(< z),Nz)

)
for z 6= x

since Px,i is indecomposable projective. Hence

[Px,i] = [Nx,i] +
∑

z>x,i

Poincz

(
Ext1(Px,i(< z),Nz)

)
.

Write Q ∼= ⊕x,idx,iPx,i for some dx,i ∈ N. Then

[Q]−
∑
x,i

dx,i[Nx,i] =
∑
x,i

dx,i

(
[Px,i]− [Nx,i]

)
=

∑
z>x,i

dx,iPoincz

(
Ext1(Px,i(< z),Nz)

)
=

∑
z

Poincz

(
Ext1(Q(< z),Nz).

Finally, we obtain∑
x,i

dx,i[Nx,i] =
∑

z

(
Poincz

(
Hom(Q(z),Nz)

)
− Poincz

(
Ext1(Q(< z),Nz)

)
=

∑
z

Poincz

(
ker (gz ⊗Rz

IdRz/Jz
)
)

=
∑

z

Poincz

(
Im (fz ⊗Rz IdRz/Jz

)
)

so dx,i = cx,i as required. �

16. Blocks of C

This section describes a notion of “blocks” for the stratified exact category
(C, {Cx}x∈Ω). Here, our “blocks” give a partition of the weight poset Ω; variants
giving a partition of the indexing set {(x, i)}x,i of the standard objects Nx,i could
be given.

16.1. Define the finest equivalence relation ≡ on Ω (i.e. the one with the smallest
equivalence classes) such that x ≡ y if x ≤ y and either hom(Nx,Ny) 6= 0 or
ext1(Nx,Ny) 6= 0. The equivalence classes for ≡ will be called “blocks” of Ω; let us
denote them by {Ωj}j∈J . Let Ω′ be a new poset equal to Ω as set, but with partial
order ≤′ given by x ≤′ y iff x ≤ y and x, y are in the same block of Ω. In the order
≤′, each “block” is both an ideal and a coideal, and elements of different “blocks”
are incomparable in ≤′. Then (C, {Cx}x∈Ω′) is also a split stratified exact category,
by 2.2(c). For the remainder of this section, we use notation M(Γ) for M in C and
locally closed subsets Γ of Ω′.
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Any object M of C has a canonical “block decomposition” M = ⊕jM(Ωj) with
M(Ωj) = 0 for all but finitely many j, by Lemma 2.4, for instance. If M ′ =
⊕jM

′(Ωj) is another object of C, then any map f : M → M ′ is the direct sum of
the induced maps f = ⊕σΩj

(f). Thus, C is the direct sum C ∼= ⊕jCΩj
of (statified)

exact categories. In particular, one may choose the projective objects Px,i in Ĉ so
that Px,i(y) = 0 unless x and y are in the same block; note this condition holds
automatically if the Px,i are indecomposable.

For the remainder of this subsection, we assume that P is chosen in this way,
so Px,i(y) is zero unless x and y are in the same block. Then A = ⊕jA(Ωj) where
A(Ωj) = ⊕x,y∈Ωj ,p,q ex,pAey,q is a two-sided ideal of A. For any M in A-mod, we
have canonically M = ⊕Mj where Mj = ⊕x∈Ωj ,i ex,iM is a A-mod annihilated by
A(Ωk) for k 6= j. This provides an identification of A-mod with the product of
categories A(Ωj)-mod. For A(Ωj)-modules Mj , the direct sum ⊕jMj is in Ê (resp.,
E) iff all Mj are in Ê (resp., there is a Γ ∈ I so all Mj are A(Γ)-modules).

Remarks. If C′ is obtained by base change from C under the conditions of 13.3 or
1.35, each “block” of C is a union of “blocks” of C′.

16.2. Observe that hom(Px,i, Py,j) 6= 0 iff hom(Px,i,Γ, Py,j,Γ) 6= 0 for some Γ ∈ I;
then hom(Px,i,Λ, Py,j,Λ) 6= 0 for all Λ ⊇ Γ in I.

Proposition. Let ∼ denote the finest equivalence relation on Ω such that x ∼ y if
hom(Px,i, Py,j) 6= 0 for some i and j. Then ∼ coincides with ≡.

Proof. Suppose first that hom(Px,i, Py,j) 6= 0. Then there exist z, w ∈ Ω such
that hom(Px,i(z), Py,j(w)) 6= 0. This implies that hom(Nz,Nw) 6= 0, so z ≡ w.
Moreover, by choice of P, we have x ≡ z and y ≡ w, so x ≡ y. Hence if x ∼ y, then
x ≡ y.

For the converse implication, it will be sufficient to assume that x < y and
extp(Nx,i, Ny,j) 6= 0 for p = 0 or p = 1, and show that x ∼ y.

Choose Γ ∈ I containing x and y, and a projective resolution P • → Nx,i →
0 of Nx,i in CΓ, with P 0 = Px,i,Γ. Since homCΓ(Pv,k,Γ, Pw,l,Γ) = 0 unless v ∼
w, one may assume that each P q is an object of add ⊕z∼x,k Pz,k,Γ. Computing
extp(Nx,i, Ny,j) 6= 0 using the projective resolution shows that hom(P p, Ny,j) 6=
0, so there exists z ∼ x and k with hom(Pz,k,Γ, Ny,j) 6= 0. This implies that
hom(Pz,k, Py,j) 6= 0 and so z ∼ y. This gives x ∼ y as required. �

Remarks. Suppose each Nx is a Krull-Schmidt family and Px,i is chosen to be
indecomposable. Then the above shows that x ≡ y iff there is some Γ ∈ I, and a
sequence x = x0, x1, . . . , xn = y in Ω such that for each p = 1, . . . n, there are i and
j such that A(Γ)ex,i and A(Γ)ey,j have simple subquotient objects in E which are
isomorphic up to degree shift.

16.3. Assume in this subsection that for Γ ∈ I, x, y ∈ Ω and all i, j, one has
hom(Px,i,Γ, Py,j,Γ) 6= 0 iff hom(Py,j,Γ, Px,i,Γ) 6= 0. This holds for instance if there is
a suitable duality functor on P̂ fixing the Px,i up to translation.

Proposition. Under the above assumptions, the block equivalence relation ≡ is the
finest equivalence relation v on Ω such that x v y if hom(Px,i, θ(Ny,j)) 6= 0 for
some i and j.

Proof. If hom(Px,i, Ny,j) 6= 0, then hom(Px,i, Py,j) 6= 0 and so x ∼ y i.e. x ≡ y.
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Conversely, it will suffice to show that if Γ ∈ I and H := hom(Px,i,Γ, Py,j,Γ) 6= 0,
then x v y. Note that x and y are in Γ. Suppose that H 6= 0 and x 6v y.
Then hom(Px,i,Γ, Ny,j) = 0, so by 9.5, there is some Γ 3 y1 > y and k1 with
hom(Ny1,k1 , Py,j(y1)) 6= 0 and hom(Px,i,Γ, Ny1,k1) 6= 0. These imply that x v y1
and hom(Py1,k1,Γ, Py,j,Γ) 6= 0. So y < y1 ∈ Γ, hom(Py,j,Γ, Py1,k1,Γ) 6= 0 and y 6v y1.
Repeating the above argument, we obtain a sequence y = y0 < y1 < y2 < · · ·
in Γ with yi−1 6v yi for all i. This contradicts the finiteness of { z ∈ Γ|z ≥ y },
completing the proof. �

Remarks. Suppose above that each Nx is a Krull-Schmidt family and the Px are
indecomposable in P. Then the above result implies that x ≡ y iff there is a
sequence x = x0, x1, . . . , xn = y in Ω such that for each i = 1, . . . n, ∆xi−i

and ∆xi

have irreducible subquotient modules which are isomorphic up to degree shift.

17. Preservation of indecomposability under base change and
ungrading functors

Here, we prove Propositions 1.46 and 1.47, and some related results. For this
section only, rings and modules are assumed to be trivially graded unless otherwise
indicated.

17.1. Proof of Proposition 1.46. Set ∆′
x := {∆′

x,i}i. We have end(∆′
x)op ∼=

k′ ⊗k Rx = Rx/JRx. Now eiRxej ⊆ rad Rx if i 6= j since Rx is graded basic
semiperfect. By the assumptions, we therefore have JRx ⊆ rad Rx. Hence

end(∆′
x)op/rad end(∆′

x)op ∼= Rx/rad Rx
∼= ⊕iRx,i/rad Rx,i

and {∆′
x,i}x,i is a Krull-Schmidt family over G. In particular, ∆′

x,i 6= 0.
Observe that if x ∈ Γ ∈ I, then AΓe

′
x,i is graded projective in A′Γ-mod and has

∆′
x,i 6= 0 as a quotient. The endomorphism ring end(A′Γex,i)op = ex,iA′Γex,i is a

graded quotient ring of the local ring end(AΓex,i)op = ex,iAΓex,i and so it is itself
a graded local ring. Hence AΓe

′
x,i is indecomposable in C′, which implies that P ′x,i

is the projective cover of ∆′
x,i in Ĉ′. The assertions that various objects are Krull-

Schmidt families over G now follows from 1.42 applied to C′ in place of C (note that
k′ ⊗k ∆x,i

∼= ∆′
x,i, where the right hand side is the analogue for C′ of ∆x,i). To

complete the proof, it suffices to note that L′x,i
∼= ∆′

x,i/ ⊕(y,j) 6=(x,i) ey,j∆′
x,i, so by

Theorem 1.41 the L′x,i are a set of representatives of isomorphism classes of simple
object of E ′ up to translation.

17.2. We will actually prove Proposition 1.47 for a slightly more general class of
ungrading functors considered below.

Assume that F : B → B′ is a weak ungrading functor, as defined in 1.37. Let
{Nx,i}x∈Ω,i be a family of objects of B with Ω an interval finite poset. Assume that
Extp

B′(FNx,i, FNy,j) = 0 for p = 0 unless x ≤ y and for p = 1 unless x and y are
comparable. Then one may form as in 1.7 a stratified exact category (C′, {C′x}x∈Ω)
with C′x equal to the split exact category Add {FNx,i}i and with C′ a full additive
subcategory of B′.

The assumptions imply that extp
B(Nx,i, Ny,j) = 0 for p = 0 unless x ≤ y and for

p = 1 unless x and y are comparable, so one may form similarly a stratified exact
category (C, {Cx}x∈Ω) over G where Cx = add {Nx,i}i and with C a full additive
subcategory of B.
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It is easy to check that F restricts to a (trivially bistable) exact functor F : C →
C′, inducing in turn an exact functor F̂ : Ĉ → Ĉ′. If P = {Px,i}x,i is a standard
family of projective objects in Ĉ, then by 1.18 and the assumptions, P′ := {F̂Px,i}x,i

is a standard family of projective objects in Ĉ′. Note that since one may compute
extp

C(M,N) using projective resolutions in CΓ provided M and N are in CΓ, and
similarly in C′, it follows that F : C → C′ is an ungrading functor.

We have A := end(P)op = lim←−Γ∈I
end(P(Γ))op (inverse limit of G-graded, di-

agonalizable rings) and A′ := End(P′)op = lim←−Γ∈I
End(P′(Γ))op (inverse limit as

diagonalizable rings) with A′(Γ) = End(P′(Γ))op isomorphic to the diagonalizable
ring (with G-grading forgotten) underlying A(Γ) = end(PΓ)op. We identify A′(Γ)
with the underlying ungraded ring of A(Γ), for Γ ∈ I1.

It follows from 8.9 that the natural forgetful functors (forgetting G-grading)
A(Γ)-mod→ A(Γ)′-Mod induce the exact functor F† : E → E ′ between the abelian
subcategory E of A-mod associated to C and the abelian subcategory E ′ of A′-Mod
associated to C′. Clearly, F† maps the standard ∆-modules (resp., ∇-modules) for
A to standard ∆-modules (resp., ∇) modules for A′. Also, if Ω is finite and C
has sufficiently many injective objects, then F† takes a standard family of graded
tilting modules T for A as graded ring to a standard family of tilting modules for
A′ as ungraded ring.

Observe that the ungrading functor associated to a graded stratified ring in 1.37
may be regarded as a special case of the construction of this subsection.

17.3. Proof of Proposition 1.47. We maintain the notation of the previous sub-
section. It will suffice to show the following.

Proposition. Suppose that for each x, Nx is a Krull-Schmidt family over G and
that the Px,i are chosen to be indecomposable. Assume also that for each x, i the
natural isomorphism endB(Nx,i)op → End(FNx,i)op (forgetting the grading on the
first factor) maps the graded Jacobson radical of endB(Nx,i)op isomorphically onto
the ungraded Jacobson radical of End(FNx,i)op. Then all statements of Proposition
1.47 hold for the ungrading functor F constructed in the previous subsection.

Proof. The hypotheses imply that the underlying ungraded ring End(F†∆x,i)op of
Rx,i is a local ring with the (underlying ungraded ring of) Rx,i/Jx,i as its residue
ring. We claim that if there is an isomorphism f : F†∆x,i

∼= F†∆x,j then i = j.
Indeed, write f =

∑
g∈G fg with fg homogeneous of degree g ∈ G, and similarly

write h = f−1 as h =
∑

g hg. Then the map
∑

g fghg−1 is the identity in the graded
local ring end(∆x,j)op so some fghg−1 is a homogeneous unit in that ring. Hence
the homomorphism fg has a right inverse k of degree g−1, satisfying fgk

−1 = Id.
The map kfg is a homogeneous idempotent in the local ring end(∆x,i〈g〉)op, hence
it is the identity and we get an isomorphism ∆x,i〈g〉 ∼= ∆x,j which implies since Nx

is a Krull-Schmidt family over G that i = j and g = 1G.
By 1.39 and the assumptions, it now follows that {F†∆x,i}i is a Krull-Schmidt

family (over the trivial group) and Rad End({F†∆x,i}i)op identifies with the un-
derlying ungraded ideal of Jx in Rx. For x ∈ Γ ∈ I, the maps gPx,i,y ⊗Ry

IdRy/Jy

from

homC(AΓex,i(y),∆y)⊗Ry Ry/Jy → ext1C(AΓex,i(< y),∆y)⊗Ry Ry/Jy

are isomorphisms of graded right Ry/Jy-modules by 1.40(ii). Forgetting the grad-
ing, this shows A(Γ)′ex,i is indecomposable projective as an object of C′Γ and
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F̂ : Ĉ → Ĉ′ maps each projective indecomposable object Px,i in C to a projec-
tive indecomposable object F̂Px,i.. Now 1.47(a)–(b) follow in a similar way to
1.46(a)–(b).

Now to prove 1.47(c), it is enough by 1.39 to show rad ex,iAΓex,i = Rad ex,iAex,i

for all x, i with x ∈ Γ ∈ I1; this holds since by 1.40, the underlying abelian group
of both sides is the kernel of the ring epimorphism

end(AΓex,i)op → end(∆x,i)op = Rx,i → Rx,i/Jx,i

induced by the natural epimorphism AΓex,i → ∆x,i.
Let M be in AΓ-mod for Γ ∈ I1. Note that the unique (up to degree shift) simple

graded ex,iAΓex,i-module is simple even as ungraded ex,iAΓex,i-module by (c). If
ex,iM has a composition series as ungraded ex,iAΓex,i-module then it is Artinian
and Noetherian as ungraded module, hence also as graded module, and so has a
composition series as graded ex,iAΓex,i-module; on the other hand, a composition
series as graded ex,iAΓex,i-module is also one as ungraded module, and 1.47(d)
follows.

Finally we prove 1.47(e). If M is a graded AΓ-module, its socle in E is {m ∈
M |(rad AΓ)m } = 0 which equals {m ∈M |(Rad AΓ)m } = 0 as ungraded module.
Similarly, if M is f.g. one has rad M = (rad AΓ)M = (Rad AΓ)M = Rad M as
ungraded module. �

17.4. In this subsection, we consider another set of conditions under which inde-
composability of projectives in Ĉ is preserved by ungrading functors.

Suppose that F : C → C′ is an ungrading functor constructed as in 17.2. We
continue to suppose in this subsection that the Nx are Krull-Schmidt families and
the Px,i are chosen to be indecomposable, but now we assume also that C is a
k-category over G for some commutative unital graded ring k.

Proposition. Assume that that each ey,i∆x,j is a f.g. projective k-module and that
there is some graded Artinian quotient ring k′ of k such that for each non-zero f.g.
projective k-module M one has k′ ⊗k M 6= 0 (for instance, k is graded local with
trivially graded residue field k′). Then F̂ (Px,i) is indecomposable in Ĉ′.

Proof. It is clearly enough to show that FPx,i,Γ is indecomposable in C′ for all
Γ ∈ I1. For that, we may assume Ω is finite and Γ = Ω. Then it is enough to
show that Aex,i is indecomposable as ungraded A-module. For any M in C, the
assumptions imply ey,jϕ(M) is a f.g. projective k-module; in particular, ey,jAex,i

is a f.g. projective k-module.
Suppose Aex,i = Q1 ⊕ Q2 as an ungraded A-module with Qi 6= 0. Writing

M ′ = k′⊗kM , one gets Ae′x,i = Q′1⊕Q′2 where Q′1, Q
′
2 are non-zero by assumption

on k′. On the other hand, end(Ae′x,i)
op = ex,iA′ex,i is f.g. as graded k′-module,

hence it is a graded Artinian ring. As a (non-zero) quotient ring of ex,iAex,i,
ex,iA′ex,i is graded local with trivially graded residue ring. By C.19, the underlying
ungraded ring end(Ae′x,i)

op of ex,iA′ex,i is local, contrary to decomposability of
Ae′x,i as ungraded A-module. �

17.5. Suppose in this subsection that k is a commutative, local ring over G with
graded Jacobson radical J such that k/J is a trivially graded field. We assume that
k is Noetherian as ungraded ring. Let k′ denote the localization k′ := kJ of k at J ,
and denote base change k′⊗k? by M 7→M ′.



94 MATTHEW J. DYER

Suppose given families of objects Nx in A-modfg so the full additive subcat-
egories Cx := addNx satisfy the conditions 1.4(i) and 1.4(ii). Then we have the
stratified exact category (C, {Cx}x∈Ω) with C a full additive subcategory of A-modfg
as constructed in 1.7. By forgetting the grading and applying flat base change
k′⊗k?, we have also a split exact category (C′, {AddN′

x}x∈Ω) with C′ a full addi-
tive subcategory of A-Modfg, where N′

x = {N ′
x,i}i.

If we choose a standard family of projective pro-objects P = {Px,i}x,i in Ĉ, then
the obvious family P′ = {P ′x,i}x,i with (P ′x,i)Γ = P ′x,i,Γ is a standard family of
projective pro-objects in Ĉ′. We have corresponding abelian categories Ê contained
in A-mod and Ê ′ contained in A′-Mod where A′ := lim←−Γ

A′Γ. The corresponding
∆-modules ∆′

x,i for C′ are obtained by forgetting the grading and applying base
change to the ∆-modules ∆x,i i.e. ∆′

x,i = k′ ⊗k ∆x,i.

Proposition. (a) The ∆-module weightspaces ey,j∆x,i are f.g. graded projec-
tive k-modules iff the weightspaces ey,j∆′

x,i are f.g. projective k′-modules.
(b) Suppose each Ix is a singleton, that the structural morphism k → Rx is an

isomorphism, and that the Px,i are chosen indecomposable in Ĉ. Then P ′x,i

is indecomposable in Ĉ′.

Proof. The first claim follows immediately from C.21.2, since ey,j∆x,i is a f.g. k-
module. The second claim follows using condition 1.40(ii). �

Appendix A. Poset terminology

A.1. Let Ω be a poset (partially ordered set). For any x ≤ y in Ω, we define the
(closed) interval [x, y] := { z ∈ Ω|x ≤ z ≤ y }. We say that Ω is interval finite if
each interval [x, y] with x ≤ y in Ω is a finite set.

If ∗ denotes one of the relations =, ≥, ≤, >, <, 6=, 6≥ etc on Ω, we sometimes
abuse notation by writing ∗x or (∗x) in place of { z ∈ Ω|z ∗ x }, for x ∈ Ω; for
example, we commonly write M(≥ x) instead of M({ z ∈ Ω|z ≥ x }). We also
commonly write x instead of the singleton {x}.

The opposite poset Ωop coincides with Ω as a set, but is endowed with an order
≤op satisfying x ≤ y iff y ≤op x.

We give Ω the topology for which the sets ≤ x for x ∈ Ω form a basis. The
open (resp., closed) sets of this topology are called order ideals or just ideals (resp.,
order coideals or coideals) of Ω. The intersection of the ideals (resp., coideals) of Ω
which contain a subset Γ ⊆ Ω is called the ideal (resp., coideal) of Ω generated by
Γ; the closure of a subset coincides with the coideal it generates. An ideal (resp.,
coideal) is called finitely generated if it is generated by some finite subset of Ω. We
write “f.g.” for short for “finitely generated” (we also refer to f.g. modules, f.g.
projectives etc).

We often have occasion to refer to locally closed subsets of Ω i.e. subsets which
are open in their closure, or equivalently, those which are the intersection of an
ideal and a coideal. A subset Γ of Ω is locally closed iff for all x, y ∈ Γ and z ∈ Ω
with x ≤ z ≤ y, one has z ∈ Γ.

A.2. We sometimes regard a poset Ω as the set of objects of a small category,
with a unique morphism from x to y if x ≤ y in Ω and no other morphisms besides
these. An inverse (resp., direct) system on a category A (e.g. Ω) with values in a
category C is then defined to be a contravariant (resp., covariant) functor A→ C.
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Usually, we denote an inverse or direct system F : A → C simply as {F (x)}x∈A,
suppressing notation for the values of the functor F on the morphisms of A when
these are obvious from the context. Of course, direct systems on A are the same as
inverse systems on the opposite category Aop.

One defines limits and colimits of inverse and direct systems as usual; lim←−F
(resp., lim−→F ) is a terminal (resp., initial) object in the category with objects con-
sisting of an object c of C with morphisms c → F (x) (resp., F (x) → c) for all
objects x in A satisfying the obvious compatibility conditions.

Appendix B. Exact categories

We record here for the reader’s convenience the axioms and basic facts we shall
use concerning exact categories in the sense of Quillen [45]. Most important for our
applications is the functoriality of the Gabriel-Quillen embedding of a small exact
category in an abelian category.

B.1. We begin with some general terminology we shall use concerning categories.
A full subcategory B of a category A is called a strict subcategory if any object of
A isomorphic to an object of B is also in B; the strict image of a functor F : A→ B
is the smallest strict full subcategory of B containing all objects F (a) for a in A.
A category is called small if it has only a set of objects, and it is called svelte if it
has only a set of isomorphism classes of objects.

We say that idempotents split in an additive category C if each idempotent
endomorphism e of an object M has a kernel (so e is the composite morphism
M → ker(Id − e) → M induced by the projections and inclusions of a direct sum
decomposition M = ker e⊕ ker(IdM − e)).

B.2. Let C be an additive category endowed with a class D of sequences

(B.2.1) 0→M ′ i−→M
j−→M ′′ → 0

in C to be called short exact sequences. One calls the maps i (resp., j) occurring in
some member of D an admissible monomorphism (rep., admissible epimorphism).
(Some references e.g. [37] call the maps i inflations, the maps j deflations and pairs
(i, j) conflations). We say that C is an exact category (with short exact sequences
D) if the following self-dual system of axioms holds:

(i) Any sequence (B.2.1) in C isomorphic to a sequence in D is in D.
(ii) For M , M ′ in C, the split exact sequence 0→M →M ⊕M ′ →M ′ → 0 is

in D.
(iii) For (B.2.1) in D, i = ker j and j = coker i in C.
(iv) Admissible epimorphisms are closed under composition. Dually for admis-

sible monomorphisms.
(v) Admissible epimorphisms are closed under base change by arbitrary maps

in C. Dually for admissible monorphisms.
Note (i) and (ii) above trivially imply that Id0 is an admissible epimorphism.

Hence by [37, Appendix A], axioms (i)–(v) imply that

B.2.2. If a map M → M ′ in C has a kernel in C and there is a map N → M in
C such that N → M → M ′ is an admissible epimorphism, then M → M ′ is an
admissible epimorphism, and dually.
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The axioms for an exact category in the sense of Quillen [45] are precisely (i)–(v)
and B.2.2, so the axioms (i)–(v) are equivalent to those of Quillen. (Note that by
[37, Appendix A], axioms (i)–(v) still contain some redundancy; we mention also
[16, Appendix A], which gives a system of axioms for exact categories in which all
retractions admit kernels).

B.3. We explicitly record the following alternative description of pullbacks in exact
categories (cf. the proof of [37, Proposition A.1]). Let C be an exact category,
f : M → N be an admissible epimorphism and k : L → N be an arbitrary map.
The axioms imply there is a commutative square with exact rows

0 // H // K
g //

h

��

L

k

��

// 0

0 // H // M
f // N // 0

in which the right hand square is a pullback square.

B.3.1. The pullback square is determined up to isomorphism by the requirement
that (g,−h)t is a kernel of the admissible epimorphism (k, f).

To prove this, one has only to see that the sequence

0→ K
(g,−h)t

−−−−−→ L⊕M (k,f)−−−→ N → 0

is exact in C; this holds by B.2.2, since (k, f) has a kernel (g,−h)t by definition

of pullbacks and the composite map f : M
(0,1)t

−−−→ L⊕M (k,f)−−−→ N is an admissible
epimorphism.

B.4. An admissible subobject of an object M of an exact category is by definition
an isomorphism class of admissible monomorphisms M ′ →M ; we usually pick one
monomorphism from the isomorphism class and write M ′ ⊆M or M ⊇M ′, calling
M ′ itself a subobject by abuse of terminology. We write M/M ′ for a cokernel
(object) of M ′ → M . One subobject M ′′ of M is contained in another subobject
M ′′ of M , written M ′′ ⊆ M ′ ⊆ M , if M ′′ → M factors as M ′′ → M ′ → M for
some (necessarily unique) admissible monomorphism M ′′ →M ′. Finite decreasing
filtrations M = M0 ⊇ M1 ⊇ . . . ⊇ Mn = 0 (or increasing filtrations) of an
object M are defined similarly. Admissible quotient objects are defined dually to
admissible subobjects. The admissible subobjects of admissible quotients of an
object M of an exact category coincide with the admissible quotient objects of
admissible subobjects of M ; we call these objects the admissible subquotients of
M .

B.5. An additive subcategory A of an exact category C is said to closed under
extensions if in a short exact sequence (B.2.1) in C, M is in A whenever both M ′

and M are in A.
In an exact category C, if a map f : M → N factorizes as f = uv where u

is an admissible monomorphism and v is an admissible epimorphism, then this
factorization is unique up to isomorphism. One says that a sequence M

f−→ N
g−→ P

in C is exact (at N) in C if there exist an admissible epimorphism M
f1−→ L1, an
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admissible monomorphism L2
g1−→ P and a short exact sequence

0→ L1
f2−→ N

g2−→ L2 → 0

such that f = f2f1 and g = g1g2. Exactness of longer sequences is defined in the
usual way. For example, a sequence (B.2.1) in C is exact in this sense iff it is in D.
An exact sequence M ′ → M → M ′′ → 0 (resp., 0 → M ′ → M → M ′′) is called a
left (resp., right) exact sequence.

An additive functor F : C → D between exact categories is said to reflect ex-
actness provided that a sequence (B.2.1) in C is exact in C whenever F (B.2.1)
is exact in D. We shall say F is perfectly exact if F is full and faithful, exact,
reflects exactness and the strict image of F is closed under extension in D. If F is
a perfectly exact inclusion functor, we say C is a perfectly exact subcategory of D.

An equivalence of exact categories is a category equivalence which is exact and
reflects exactness (i.e. the equivalence and an inverse equivalence are both exact).

B.6. A covariant functor F : C → D between exact categories is called right exact
(resp., left exact) if it is additive and carries short exact sequences in C to right exact
(resp., left exact) sequences in D. The axioms imply that F is left (resp., right)
exact iff it carries left exact (resp., right exact) sequences in C to left (resp., right)
exact sequences in D; in particular, composites of left (resp., right) exact functors
are left (resp., right) exact. These definitions are extended to contravariant functors
C → D by regarding such functors as covariant functors Cop → D. For example,
the covariant (resp., contravariant) functor HomC(M, ?) (resp., HomC(?,M)) is left
exact for any object M of C.

An object M of an exact category C is called projective if Hom(M, ?) is an
exact functor from C to abelian groups; equivalently (cf [16, Lemma 2.1]), every
admissible epimorphism p : P → M is split (i.e. there is a map s : M → P with
ps = IdM ). One says C has sufficiently many projectives if for each M in C there
is an admissible epimorphism P → M with P projective. The full subcategory of
projective objects of C is closed under formation of finite direct sums and taking
direct summands. Injective objects etc in exact categories are defined dually.

The following technical fact is included here simply to make the compatibility
of terminology between [52, Appendix A] and [37, Appendix A] more explicit.

B.6.1. For an exact category C, a contravariant additive functor G : C → Z-Mod
is left exact iff for each admissible epimorphism g : E → F in C, the two canonical
projections p0, p1 : L → E from the pullback L = E ×F E to E give a left exact

sequence 0→ G(F )
G(f)−−−→ G(E) h−→ G(L) of abelian groups, where h = G(p0 − p1).

To see this, first form the commutative diagram with exact rows

0 // A
i // L

p1 //

p0

��

E

g

��

// 0

0 // A
f // E

g // F // 0

The top row is split, giving an isomorphism (i,∆): A ⊕ E → L where ∆: E → L
is the diagonal map given by p0∆ = p1∆ = IdE . Using this isomorphism, the

sequence L
p0−p1−−−−→ E

g−→ F → 0 identifies with A ⊕ E (f,0)−−−→ E
g−→ F → 0. Hence

G(g) is a kernel of G(p0−p1) in Z-Mod iff G(g) is a kernel of G(f), and the assertion
follows.
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B.7. Parts (a)–(c) of the following proposition (cf [45], [37, Appendix A]) indicate
some of the most common ways in which exact categories arise in practice. The
Gabriel-Quillen embedding theorem ([25], [45]) described in the next subsection
implies that any svelte exact category is equivalent to one arising as in (c), and
then (d) often permits one to establish results in exact categories using standard
diagram lemmas (9-lemma, 5-lemma, snake lemma etc) for abelian categories.

Proposition. (a) Any abelian category with the usual short exact sequences is
an exact category.

(b) Any additive category with the split exact sequences as short exact sequences
is an exact category.

(c) Any full, extension closed additive subcategory of an exact category has a
natural structure of exact category, so the inclusion is perfectly exact.

(d) An additive category C with a class D of short exact sequences is an exact
category iff for each svelte subcategory A of C there is a svelte exact category
B with exact sequences E such that B is a full subcategory of C containing
A and E is a subclass of D containing each short exact sequence 0→ L→
M → N → 0 in C with L, M and N in A.

We say that an exact category is split if each of its short exact sequences is split
exact i.e. all of its objects are projective (and injective). A Serre subcategory B
of an exact category C is defined to be a full additive subcategory B of C which
is closed under extensions and formation of admissible subquotients in C; we then
regard B as a perfectly exact subcategory of C.

B.8. Gabriel-Quillen embedding theorem. For any small exact category C, let
let C̃ be the abelian category of contravariant additive functors F : C → Z-Mod,
with natural transformations as morphisms, and let C∗ denote the full additive
subcategory of C̃ consisting of left exact contravariant functors.

Theorem. (a) The category C∗ is an abelian category with all limits, exact
filtered colimits, and a generator (so C∗ is therefore a “Grothendieck cat-
egory”; it has injective envelopes, an injective cogenerator and is well-
powered i.e. there is only a set of subobjects of any object).

(b) The Yoneda representation functor φC = φ : C → C∗ which is determined
by φ(M) = HomC(?,M) is perfectly exact.

Proof. Proofs of this can be found in [52, Appendix A] (using the equivalent char-
acterization of left exact functors given in B.6.1) and [37, Appendix A]. We recall
in outline the proof sketched in [37], emphasizing some additional points which we
shall require.

First, C̃ itself is an abelian category with all limits, exact filtered colimits and a
family of generators Hom(?,M) for M in C (i.e. for any F in C̃, Hom(φ(M), F ) ∼=
F (M) is non-zero for some M in C). Limits and colimits in C̃ are computed
pointwise. Limits (e.g. kernels or products) and direct sums in C̃ of left exact
functors are also left exact, so C∗ has all limits and direct sums, and they are
computed pointwise as well.

A functor F in C̃ is called effaceable if for each M in C and each x ∈ F (M), there
is an admissible epimorphism f : N →M in C such that F (f)(x) = 0. One checks
that the full subcategory of effaceable functors forms a Serre subcategory of C̃
and the corresponding quotient (abelian) category [25] is equivalent to C∗. Letting
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j∗ : C∗ → C̃ denote the inclusion functor, the quotient functor provides an exact left
adjoint j∗ : C̃ → C∗ and the counit j∗j∗ → Id is an isomorphism. Given η : F → G
in C∗, the cokernel of η in C∗ may be calculated as coker C∗(η) = j∗(coker C̃(η)).

The fact that φ is full and faithful follows from the Yoneda lemma. In verifying
that φ is perfectly exact, one establishes the following (cf [52, A.7.15])

B.8.1. For F in C∗ and M in C, a map f : F → φ(M) is an epimorphism in C∗ iff
there is an admissible epimorphism h : N →M in C and a map g : φ(N)→ F such
that φ(h) = fg.

The assertions that C∗ has exact filtered colimits and a generator follow from
the analogous facts for C̃ by general facts about quotient categories [25]; the other
claims on the nature of the category C∗ are well-known consequences of these facts
together with the existence of limits in C∗ (cf loc cit and [40]). �

B.9. In general, let us say that an object M of a cocomplete abelian category B
is small if HomB(M, ?) preserves infinite direct sums. Observe that for any object
M of a small exact category C, φ(M) is small since by the Yoneda lemma,

Hom(φ(M),⊕Fi) ∼= (⊕Fi)(M) ∼= ⊕(Fi(M)) ∼= ⊕Hom(φ(M), Fi).

Corollary. (a) If P is a projective object of C, then φ(P ) is a small projective
in C∗.

(b) If Q = {Qi}i is a family of projective objects of C such that every object of
C is an admissible quotient of an object of AddQ, then φ(Q) := {φ(Pi)}i
is a generating set of small projective objects of C∗.

Proof. Using B.8.1 and the fact that admissible epimorphisms M → P in C are
split, one sees that any epimorphism f : A→ φ(P ) in C∗ is split, so (a) holds. For
(b), it is enough to show that given A in C∗, there is a non-zero map φ(P ′) → A
for some P ′ in Q; but there is a non-zero map φ(M)→ A for some object M of C
and an admissible epimorphism P →M with P in AddQ, and then the composite
φ(P )→ φ(M)→ A is non-zero. �

Remarks. See C.8.

B.10. Extensions in exact categories. Given an exact category C, one may
define Yoneda Ext-groups Exti

C(M,N) for M , N in C as equivalence classes of i-
fold extensions as for abelian categories (see e.g. [40] and [30]), provided the classes
of extensions form sets, as we assume (this assumption always holds for svelte C).
The Yoneda Ext-groups for exact categories have the usual properties of Yoneda
Ext in abelian categories. If C has enough projectives (resp., injectives) the Yoneda
Ext-groups exist and can be computed as usual using projective (resp., injective)
resolutions in the first (resp., second variable). Proofs of these assertions given for
abelian categories in [40] for instance apply mutatis mutandis to exact categories.
(One may even define derived categories D∗(C), for ∗ ∈ {∅,+,−, b} if C is svelte
and has split idempotents [43], though we shall not use this).

An exact functor F : A→ C between exact categories induces a natural map on
i-fold extensions and hence natural maps Exti

A(M,N) → Exti
C(FM,FN). If F is

a perfectly exact functor, these maps are isomorphisms for i ≤ 1.

Lemma. If C is a small exact category, then the natural maps Exti
C(M,N) →

Exti
C∗(φ(M), φ(N)) for M , N in C are isomorphisms.
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Proof. If C has enough projectives, this follows since one may choose a projective
resolution P • →M → 0 in C and compute

Exti(M,N) = Hi(Hom(P •, N) = Hi(Hom(φ(P •), φ(N)) = Exti(φ(M), φ(N))

noting φ(P •) → φ(M) → 0 is a projective resolution in C∗ since φ is exact and
preserves projectives. This case is adequate for the applications in this paper.

In general, for i ≤ 1 this follows since φ is perfectly exact. For i ≥ 1, use the
terminology of “morphisms with fixed ends between i-fold extensions” and related
facts from [40]. One first deduces from B.8.1, that if E is an i-fold extension of
φ(M) by φ(N), there is an i-fold extension E′ of M by N in C and a morphism
φ(E′) → E with fixed ends. This implies at once that the given maps between
Exti-groups are epimorphisms. To show they are monomorphisms, suppose E is an
i-fold extension of M by N in C such that the class of φ(E) is zero. By [40], there
are morphisms of i-fold extensions 0← F → φ(E) with fixed ends where

0: 0→ φ(N)→ φ(N)→ 0→ · · · → 0→ φ(M)→ φ(M)→ 0

represents the zero element of Exti(M,N). By above, there is a morphism φ(F ′)→
F with fixed ends and hence morphisms 0

f ′←− φ(F ′)
g′−→ φ(E) with fixed ends. Since

φ is perfectly exact, this gives a sequence of morphisms 0
f←− F ′

g−→ E in C with
fixed ends which satisfies φ(f) = f ′ and φ(g) = g′. This implies the class of E is
zero. �

B.11. For the following facts about splitting idempotents in exact categories, cf
[52, A.9.1].

Any additive category C has a “Karoubianization” F : C → C ′ i.e. an additive
functor F from C to an additive category C ′ in which all idempotents split, such
that any additive functor G : C → D where D is additive with splitting idempotents
factors as G = G′F for some additive functor G′ : C ′ → D which is unique up to
natural isomorphism. Moreover, F is full and faithful, and any object in C ′ is a
direct summand of an object of the strict image of F . (Because of a misprint in [52,
A.9.1], we recall the construction of F . The objects of C ′ are pairs (M, e) withM an
object of C and e an idempotent morphism of M . A morphism g : (M, e)→ (N, f)
in C ′ is a morphism g : M → N in C satisfying fg = ge = g, and F is determined
on objects by F (M) = (M, IdM ) for M in C.)

If C is an exact category, C ′ has a natural structure of exact category making
F perfectly exact (regarding F as an inclusion, the exact sequences in C ′ are those
which are direct summands of exact sequences in C). If C is a small exact category,
one can take C ′ to be the full additive subcategory of all direct summands of objects
in the strict image of φ : C → C∗, and F : C → C ′ to be the restriction of φ (as
follows from the proof in loc cit).

Remarks. If C is small with splitting idempotents, then by [52, A.7.16], a morphism
f : M → N in C is an admissible epimorphism iff φ(f) : φ(M) → φ(N) is an
epimorphism in C∗.

B.12. Functoriality of the Gabriel-Quillen embedding. In the next several
subsections, we discuss functoriality of the Gabriel-Quillen embedding with respect
to right exact functors between small exact categories (cf [52, A.8.2], where the
discussion is limited to exact functors).
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Suppose that T : C → D is a covariant right exact functor between small ex-
act categories C and D. For F in D∗, the composite (contravariant) functor
T ∗(F ) := FT : C → Z is left exact i.e. is an object of C∗, by the discussion in
B.5. Given a morphism (natural transformation) η : F → G in D∗, define the nat-
ural transformation T ∗(η) = ηT : F ∗ → G∗ with components T ∗(η)c = ηTc. This
makes T ∗ : D∗ → C∗ into a functor. We claim that T ∗ is left exact. Indeed, suppose
that 0 → H

η−→ K
ε−→ L is a left exact sequence in D∗ i.e. for any object d of D,

ηd = ker εd in Z-Mod. Then for an object c of C, ηTc = ker εTc which implies that

0→ T ∗H
T∗η−−→ T ∗K

T∗ε−−→ T ∗L is exact in C∗.
Now given another right exact functor S : D → E between small exact categories,

one has (ST )∗ = T ∗S∗. To summarize,

B.12.1. The assignment X → X∗ described above defines a contravariant func-
tor from the category of small exact categories and right exact functors to the
“category” of abelian categories and left exact functors (we write “category” for a
category possibly without small Hom-sets).

It is not difficult to check the following fact (cf [40, V.4])

B.12.2. If S : D → C is left adjoint to T : C → D and both S, T are right exact,
then S∗ is left adjoint to T ∗. If the unit 1 → TS (resp., counit ST → 1) of
the adjoint pair (S, T ) is a natural isomorphism (and hence S (resp., T ) is a full
embedding) then the unit (resp., counit) of the adjoint pair (S∗, T ∗) is a natural
isomorphism.

In fact, the triangular identities for the unit and counit of the adjoint pair (S, T )
imply the triangular identities for (S∗, T ∗). We also record:

B.12.3. Let R : C → D be another right exact functor and ν : R → T be a natu-
ral transformation. For F ∈ D∗, one has a natural transformation Fν : T ∗(F ) →
R∗(F ) of functors in C∗ with components (Fν)c = F (νc) : FT (c)→ RT (c). More-
over, these natural transformations Fν for F ∈ D∗ form the components of a
natural transformation ν∗ : T ∗ → R∗.

B.13. The Proposition below follows from the special adjoint functor theorem
exactly as in [52, A.8.2], so we do not repeat the proof.

Proposition. Suppose that T : C → D is a right exact functor between small exact
categories. Then T ∗ : D∗ → C∗ has a left adjoint T∗ : C∗ → D∗ and the diagram

C
F //

φC

��

D

φD

��
C∗

F∗ // D∗

is commutative up to natural isomorphism.

B.14. It follows from the essential uniqueness of adjoints that the maps C 7→ C∗

and T 7→ T∗ defines a covariant functor from the category of small exact categories
with right exact functors (up to natural isomorphism) as morphisms to the “cate-
gory” of abelian categories with right exact functors (up to natural isomorphism)
as morphisms. Properties of adjoints also imply that a natural transformation
η : S → T between right exact functors C → D induces a natural transformation
η∗ : S∗ → T∗ (the “conjugate” of η∗ : T ∗ → S∗, see [38]) in a natural way.



102 MATTHEW J. DYER

B.15. We find it convenient to extend T 7→ T ∗ and T 7→ T∗ to functors defined
on the category of svelte exact categories, with morphisms right exact functors
up to natural isomorphism. This can be accomplished by choosing for each svelte
exact category C an equivalent small exact category C0 and defining C∗ := C∗0 . By
abuse of notation, we write φC for the composite C

∼=−→ C0 → C∗0 = C∗ and still
call φC the Gabriel-Quillen embedding. Similarly, if D is a svelte exact category
equivalent to the small exact category D0, replace a right exact functor T : C → D
with a right exact functor T0 : C0 → D0 compatible with T under the equivalences
C ∼= C0, D ∼= D0 and set T ∗ = (T0)∗, T∗ = (T0)∗. In the body of the paper, rather
than do this explicitly, we always tacitly assume that any svelte exact category we
consider is to be replaced by an equivalent small exact category.

B.16. Grothendieck Group. Let C be a svelte exact category. The Grothendieck
group K0(C) of C is defined to be the abelian group with generators [M ]C for
(isomorphism class of) objects M of C with relations [M ]C = [M ′]C + [M ′′]C for
each short exact sequence 0 → M ′ → M → M ′′ → 0 in C. We often abbreviate
[ ]C by [ ] when the category C is fixed.

An exact functor F : C → D between exact categories induces a group homo-
morphism K0(F ) : K0(C)→ K0(D) determined by [M ]C 7→ [FM ]D.

Appendix C. Appendix: Diagonalizable rings and modules, and
categories with automorphisms

This appendix contains a more detailed discussion of categories over G and di-
agonalizable G-graded rings and modules, as introduced in 1.10. Generally, we do
not provide proofs when these are straightforward modifications of proofs of corre-
sponding facts about graded or ungraded unital rings as can be found in standard
references such as [12] or [2]. However, the following remarks may be helpful to the
reader. Many general facts about unital G-graded rings can be found in [42]. The
notion of trivially graded J-diagonalizable ring is equivalent to the notion of a small
additive category with J as its set of objects, in such a way that diagonalizable left
(resp., right) modules correspond to covariant (resp., contravariant) functors on the
category with values in abelian groups; the references [26] and [41] actually give, in
this alternative language, most of the facts we use about trivially graded diagonal-
izable rings and their modules. In general, for a G-graded J-diagonalizable ring A,
the category A-mod of graded diagonalizable A-modules is equivalent to the cate-
gory B-Mod of diagonalizable B-modules for some ungraded G× J-diagonalizable
ring B (see C.6). Most of the results we give for G-graded diagonalizable rings are
actually equivalent to their special cases for trivially graded diagonalizable rings,
so the reader may wish to assume G = {Id} in reading the paper. However, we
state most of our results in the graded setting since the description in terms of
B-Mod loses track of the natural automorphisms provided by grading shifts on
A-mod (which are essential for deeper study of the motivating examples) and is
inconvenient for applications in that it uses the unnecessarily “large” ring B.

C.1. Categories over G. Let B be an additive category, G a multiplicative group
(always abelian in applications, though we do not assume this) and {Tg}g∈G be a
fixed family of functors Tg : B → B with Te = IdB and TgTh = Tgh (we say for
short that B is an additive category over G). For a class C of objects in B, or a
subcategory C of B, addB C = addC denotes the full additive subcategory over G
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of objects M in B such that M ⊕N ∼= ⊕n
i=1Mi〈gi〉 for some objects Mi in C, N in

B and some gi ∈ G.
For M , N in B, we define we define the G-graded Z-module homB(M,N) with

hom(M,N)g = HomB(M,TgN). One has associative, bilinear composition maps

hom(N,P )g × hom(M,N)h → hom(M,P )hg

induced by the usual maps

Hom(ThN,ThTgP )×Hom(M,ThN)→ Hom(M,ThgP ).

These maps make end(M)op := hom(M,M)op a G-graded ring and hom(M,N) a
graded (end(M), end(N))-bimodule.

We say that B is an abelian or exact category over G if the Tg are exact functors.
We may than define similarly exti

B(M,N) with exti(M,N)g = Exti
B(M〈g〉, N) and

associative, bilinear “graded Yoneda product” maps

extj(N,P )g × exti(M,N)h → exti+j(M,P )hg

induced by the usual Yoneda product.
A covariant functor F between categories over G will be called a functor over G

if FTg = TgF for all F .

Remarks. Instead of assuming strict equalities TgTh = Tgh, T1G
= Id in the def-

inition of category over G, it would be enough to require the existence of “co-
herent” natural isomorphisms TgTh

∼= Tgh and T1G
∼= IdB . The coherence con-

ditions stipulate that for all g, h, k in G, the evident composite natural isomor-
phisms TgThTk → TghTk → Tghk and TgThTk → TgThk → Tghk coincide, that
TgTe

∼= TgId = Tg coincides with TgTe
∼= Tge = Tg and that TeTg

∼= IdTg = Tg

coincides with TeTg = Teg = Tg. Similarly, one can extend the notion of functor
over G.

All the constructions and results of this paper extend to categories and functors
over G in this more general sense. Though this extension may be strictly necessary
in some applications, we leave details to the interested reader.

C.2. Diagonalizable rings and modules. Let J be a set and G be a group. We
identify the opposite group Gop with G as a set. By a G-graded, J-diagonalizable
ring A, we mean a (possibly non-unital, associative) G-graded ring A (A = ⊕gAg,
AgAh ⊆ Agh) with a given family {eA

j }j∈J ⊆ A1G
of homogeneous orthogonal

idempotents of A such that A = ⊕i,je
A
i Ae

A
j . We usually abbreviate ei = eA

i . The
family {ej}j∈J is regarded as part of the data defining A, but we often will not
introduce a specific notation for the index set J unless required for clarity. The
opposite ring Aop has a natural structure of Gop-graded, J-diagonalizable ring with
(Aop)g = Ag as sets. A homomorphism A→ B of G-graded J-diagonalizable rings
is a ring homomorphism f : A→ B satisfying f(Ag) ⊆ Bg and f(eA

j ) = eB
j .

Let A be any G-diagonalizable, J-diagonalizable ring A. Note that if {fk}k
is another family of orthogonal idempotents of A such that A = ⊕fkAfl and
eifk = fkei for all i, k, then a graded A-module M satisfies M = ⊕ieiM iff it
satisfies M = ⊕kfkM , since both conditions are equivalent to A = ⊕i,keifkM . A
G-graded A-module M (i.e. M = ⊕g∈GMg with AhMg ⊆ Mhg) will be called di-
agonalizable if M = ⊕jejM . Graded modules M over A not necessarily satisfying
M = ⊕i∈J,g∈GeiMg will be called possibly non-diagonalizable graded A-modules.
We denote the full abelian subcategory of the category of G-graded A-modules
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consisting of the diagonalizable G-graded A-modules by A-mod. A morphism
f : M → N in A-mod is an A-module homomorphism preserving the G-grading
i.e. f(Mg) ⊆ Ng. In general, a G-graded diagonalizable ring A has an underlying
diagonalizable ring (forgetting the G-grading on A) and we shall write A-Mod for
the category of diagonalizable A-modules.

The category Aop-mod will frequently be identified with the category ofG-graded
right A-modules M satisfying M = ⊕jMej .

Observe that if J is finite, then 1A =
∑

j∈J ej is an identity element of A,
that homomorphisms of G-graded, J-diagonalizable rings preserve their identity
elements and that A-mod (resp., A-Mod) is the usual category of unitary G-graded
A-modules.

A graded A-module is said to be graded Noetherian if it satisfies the ascending
chain condition in A-mod, and A itself is said to be (left) Noetherian if finitely
generated graded A-modules are graded Noetherian (or equivalently, Aei is graded
Noetherian for all i). Recall that

C.2.1. If M ′ → M ′ → M ′′ is an exact sequence in A-mod for a ring A, then M is
Noetherian if M ′ and M ′′ are both Noetherian.

C.3. Let A be a G-graded, J-diagonalizable ring. For g ∈ G, there is an exact
grade-shift functor Tg : A-mod → A-mod defined on objects by setting TgM equal
to M as ungraded A-module, with gradation (TgM)h = Mhg. Then Te = Id and
TgTh = Tgh. We often write M〈g〉 = Tg−1M . The family {Tg}g∈G makes A-mod
into an abelian category overG, so we may define homA-mod(?, ?) and ext•A-mod(?, ?).
Observe also that add A{Aej} is the full subcategory of A-mod consisting of f.g.
graded projective A-modules.

If K is another set and B is another G-graded K-diagonalizable ring, then by a
(A,B)-bimodule we mean a G-graded abelian group N with commuting left A and
right B-module structures making N a graded (A,B)-bimodule (i.e. AgNhBk ⊆
Nghk) and satisfying N = ⊕j,ke

A
j Ne

B
k . Using hom in place of Hom, many standard

properties of modules and bimodules extend to this setting, and will be used without
special comment. For example, N⊗B?: B-Mod→ A-Mod has a right adjoint given
by ⊕k homA(NeB

k , ?), and A⊗A? ∼= Id ∼= ⊕j hom(Aej , ?) : A-Mod→ A-Mod.

C.4. Let A be a G-graded, J-diagonalizable ring. Note that the exact inclusion
functor from A-mod to the category of all G-graded A-modules has an exact right
adjoint given on objects by M 7→ ⊕jejM =

∑
j AejM . This implies that A-Mod

is complete; limits in A-mod may be computed by first computing the limit in the
category of all G-graded A-modules and then applying the above right adjoint.

Observe also that a direct sum in the category of all G-graded A-modules for a
family of objects in A-Mod lies in A-mod and hence gives their direct sum in A-mod.
It follows that A-mod has exact filtered colimits. Since A is clearly a projective
generator for A-mod, one may conclude by general properties of abelian categories
(see e.g. [40]) that A-Mod has injective envelopes and an injective generator.

C.5. Many of the diagonalizable rings and modules we consider arise in the fol-
lowing way. Given a family M := {Mj}j∈J of objects of a fixed additive category
C over G, the abelian group A := ⊕i,j∈J homC(Mi,Mj) has a structure of J-
diagonalizable ring with ei = IdMi

, eiAej = hom(Mi,Mj) and multiplication map
eiAej × ejAek → eiAek given by composition (f, g) 7→ gf in hom-sets. By abuse of
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notation, we denote this ring by A = endC(M)op. If H is a (covariant, say) functor
from our fixed additive category to another additive category, we sometimes write
H(M) := {H(Mj)}j∈J .

If N = {Nk}k∈K is another family of objects of C, B := end(N) is a K-
diagonalizable ring and ⊕j,k hom(Mj , Nk) has a natural structure of graded (A,B)-
bimodule L with eA

j Le
B
k = hom(Mj , Nk). Again by abuse of notation, write

L = hom(M,N). Similarly, we have an (A,B)-bimodule exti(M,N) if B is an
abelian or exact category over G. In particular, if K (resp., J) is a singleton, we
may regard exti(M, ?) (resp., exti(?,N) as a covariant (resp., contravariant) functor
C → A-mod (resp., C → B-mod).

If G above is trivial, we usually write L = HomC(M,N), A = EndC(M)op,
Exti(M,N) etc.

C.6. Let A be a G-graded, J-diagonalizable ring. Consider the family M :=
{Aej〈g〉}(j,g)∈J×G of objects of A. We have a J × G-diagonalizable ring B :=
EndA-mod(M)op with

ep,gBeq,h = HomA-mod(Aep〈g〉, Aeq〈h〉) ∼= (epAeq)gh−1 .

Regarding this as an identification, the multiplication map

ep,gBeq,h × eq,hBer,k → ep,gBer,k

identifies with the multiplication

(epAeq)gh−1 × (eqAer)hk−1 → (epAer)gk−1

in A.
We define a B-module structure on any object M of A-mod, making M an object

of B-Mod as follows. Note M = ⊕j,gejMg. Set ej,gM = ejMg, and define the B-
module multiplication by the map ei,hBej,g × ej,gM → ei,hM which identifies with
A-module multiplication (eiAej)hg−1 × ejMg → eiMh. One can easily check that
every B-module arises in this way from a uniquely determined A-module structure
on its underlying set, and that if N is another object of A-mod, a function f : M →
N is a morphism in A-mod iff it is a morphism in B-Mod. Hence one has an
isomorphism of categories A-mod = B-Mod. (Note that non-isomorphic G-graded
J-diagonalizable rings A, A′ may produce isomorphic G×J-diagonalizable rings B,
B′; this simply corresponds to the possibility of different actions of G on B-Mod.)

In particular, suppose that C is an additive category over G and M = {Mj}j∈J

is a family of objects of C. We have another family M′ := {Mj〈g〉}(j,g)∈J×G in C.
If A := endC(M)op above, then one sees immediately that B ∼= End(M′) as J ×G-
diagonalizable ring. Hence end(M)op-mod ∼= End(M′)op-Mod in this situation;
regarding this as an identification, the functor hom(M, ?) : C → end(M)op-mod
identifies with Hom(M′, ?) : C → End(M′)op-Mod, etc.

C.7. If A is a G-graded diagonalizable ring, then A-mod has infinite direct sums
and a set {Aei}i of small projective objects, the family of translates of which form
a set of generators. Conversely, we have the following result, which, in case Q is
a singleton and G is trivial, reduces to a standard characterization [2, Chapter II,
(1.3)] due to Mitchell and Gabriel of the categories of unitary modules over unital
rings, amongst the abelian categories. The proof in general is essentially the same
as in loc cit so it won’t be given here.
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Proposition. Suppose that B is a cocomplete abelian category over G with a set of
small projective objects Q = {Qi}i such that the set of translates of projectives in Q
forms a set of generators for B. Then the functor hom(Q, ?) : B → end(Q)op-mod
is an equivalence of abelian categories.

C.8. The following general fact is of basic importance in this paper.

Proposition. Suppose that C is an exact category over G with a family Q =
{Qj}j∈J of projective objects such that for any M in C, there is an admissible epi-
morphism Q→M with Q in addQ. Then there is an equivalence α : C∗ ∼= A-mod
where A := end(Q)op under which φC identifies with ϕ = ϕC := homC(Q, ?).

Proof. The translates of objects in P := φ(Q) form a generating set of small pro-
jectives in C∗ by B.9(a). By C.7, α := hom(P, ?) : C∗ → A-mod is an equivalence.
Then φ corresponds to ϕ := αφ = homC∗(φ(Q), φ?) ∼= homC(Q, ?) since φ is full
and faithful.

It is convenient to have more explicit descriptions of α and an inverse equivalence
β. For G in C∗, let G(Q) be the object of A-mod with ejG(Q)h = (GTh−1)(Qj)
and module structure

(ekAej)g × ejG(Q)h 7→ ejG(Q)gh

given by (f,m) 7→
(
(GTh−1)(f)

)
(m) if f : Tg−1Qk → Qj and m ∈ (GTh−1)(Qj). By

the Yoneda lemma, one has

(C.8.1) α(G) = hom(φ(Q), G) ∼= G(Q)

for any G ∈ C∗. Define βC = β : A-mod→ C∗ by

(C.8.2) β(N)(M) = HomA(ϕ(M), N)

for N in A-mod and M in C (note β(N) is left exact since ϕ is exact and Hom(?, N)
is left exact). Then

α(β(N)) = (β(N))(Q) = ⊕j hom(ϕ(Qj), N) ∼= ⊕j hom(Aej , N) ∼= ⊕jejN ∼= N

naturally in N , and β is an inverse equivalence to α. �

C.9. Let C be a split exact category over G with a class Q = {Qk}k∈K of
objects such that C = addQ. Set A = end(Q)op. There is an equivalence
ϕ = hom(Q, ?) of C with a full additive subcategory of add {Aek}k∈K . (This
is a special case of C.8, but also follows more directly since the natural map
homC(M,N) → homA(ϕM,ϕN) is an isomorphism for M = Qk and N = Qk′ .)
Dually, ϕ′ = hom(?,Q) induces a contravariant equivalence between C and a full
additive subcategory of add {ekA}k∈K in Aop-mod. Letting ρ : add {Aek}k∈K →
add {ekA}k∈K be the standard contravariant equivalence ⊕kHom(?, Aek) between
f.g. left and f.g. right projective graded A-modules, we have

ϕ′ ∼= ρϕ.

Indeed, the right hand side is just ⊕k homA(ϕ?, ϕQk) ∼= ⊕k hom(?, Qk).

C.10. Let C be a full additive subcategory over G of an exact category B over
G. We regard C as a split exact category and assume C = addQ for some set
Q = {Qk}k∈K of its objects. Set A = end(Q). The following simple fact is basic
for the construction of projective objects in stratified exact categories.
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C.10.1. Let N be in B and f : F → ext1(N,Q) be a map in A-mod, with F f.g.
projective. Assume there is an isomorphism g : hom(P,Q) ∼= F for some P in
addQ (this holds if F is isomorphic to a finite direct sum of translates of modules
Aej for various j ∈ J , or if idempotents split in C). Then there is a short exact
sequence 0→ P → N ′ → N → 0 in B inducing a commutative diagram

hom(P,Q)

∼=g

�� ''NNNNNNNNNNN

F
f // ext1(N,Q)

in A-mod.

To see this, note that for any N , P in B,there are homomorphisms

(C.10.2) ext1(N,P )→ homA(hom(P,Q), ext1(N,Q))

natural in N and P . For P = Qj , this map is the isomorphism

ejM ∼= homA-mod(Aej ,M)

for M = ext1(N,Q). It follows that in general the above homomorphism is an
isomorphism for all P in addQ and all N in B, and this proves the fact.

C.11. Let R be a commutative, unital Z-graded unital ring where Z is a subgroup
of the center of a group G. We regard R as a G-graded ring with Rg = 0 for
g ∈ G\Z. We say that a G-graded, J-diagonalizable ring A is an R-algebra if there
is a given G-graded R-module structure on each set ejAek = ⊕g(ejAek)g making
the multiplication ejAek × ekAel → ejAel a R-bilinear map for all j, k and l in J .

An additive category C over G will be said to be a R-category if all groups
hom(M,N) withM , N in C have a given structure of graded R-module (compatible
with their natural structure of graded abelian groups) making composition maps
R-bilinear. In particular, end(M)op is an R-algebra for any family of objects M of
C. If C is an abelian or exact category, then exti(M,N) is also a graded R-module
and the graded Yoneda product is R-bilinear.

If A is a G-graded, J-diagonalizable R-algebra, then any object of A-mod has
a natural graded R-module structure and homomorphisms in A-mod are automat-
ically homomorphisms of graded R-modules. It follows that A-mod has a natural
structure of R-category.

C.12. Projective dimension and extensions. Let A = ⊕i,j∈L,g∈GeiAgej be a
G-graded ring. The graded projective dimension of a graded left A-module M is
the minimum length of all graded projective resolutions of M ; we denote it by
proj.dim. M . The left graded global dimension gr.gl.dim. A of A is defined as the
supremum of the graded projective dimensions of all graded left A-modules. If A
is left and right graded Noetherian, the left and right graded global dimensions of
A coincide.

Proofs of the following facts are essentially the same as those in the ungraded or
Z-graded cases to be found in [14], [15] and [21].

Fix I ⊆ L. Abbreviate eM =
∑

i∈I eiM , Me =
∑

iMei for a left or right
A-module, AeM = ⊕iAeiM , AeA = ⊕i∈IAeiA, eAe = ⊕i,j∈IeiAej etc.
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C.12.1. For a graded left A-moduleM , AeM is a graded projective A-module iff eM
is a graded projective eAe-module and the multiplication map Ae⊗eAe eM → AeM
is an isomorphism of graded A-modules.

C.12.2. Suppose that the ideal J = AeA is projective as both left and right graded
A-module. Then gr.gl.dim. (A) ≤ max(2 + gr.gl.dim. A/J, gr.gl.dim. eAe).

C.12.3. If J = AeA with J projective as graded left A-module, the natural maps
θi : exti

A/J(M,N)→ exti
A(M,N) are isomorphisms for all A/J-modules M , N .

C.13. Tilting modules. A family T := {Tej}j∈L of graded modules for a G-
graded ring A = ⊕i,j∈L,g∈GeiAgej will be called a full family of tilting modules for
A if there exists an integer N such that each Tej has a graded projective dimension
of length at most N by f.g. projective A-modules, if for each j ∈ L there is an
exact sequence 0 → Aej → T 0 → . . . → TN → 0 with T i ∈ add {Tej}j , and if
extp

A(Tei, T ej) = 0 for p > 0. If L is finite, then ⊕j∈LTej is a full tilting module
for the unital ring A in the standard sense.

Let T be a full family of graded tilting modules for A, and define the G-graded
ring B := end(T)op, so T := ⊕jTj is naturally a graded (A,B)-bimodule. Let
Db(A-mod), Db(B-mod) be the bounded derived category of A-mod and B-mod re-
spectively; they are naturally triangulated categories over G, with automorphisms
G induced by grading shifts. The argument [8] from the ungraded setting ap-
plies mutatis mutandis to show that the right derived functor RhomA(T, ?) of
⊕j homA(Tej , ?) induces an equivalence Db(A-mod)→ Db(B-mod) of triangulated
categories over G, with inverse equivalence induced by the left derived functor
T ⊗L

B?. Moreover, the family T′ := {⊕jejT } of Bop-modules is a full family of
graded tilting module for Bop, with endBop(T′) ∼= Aop.

C.14. In our applications, tilting modules arise in the following way.

Proposition. Let C be a small exact category over G for which there exists an in-
teger N such that every object of C has a projective resolution of length at most N
and an injective resolution of length at most N . Choose a family of projective (resp.,
injective) objects P′ := {Pj} (resp., Q′ := {Qk}) so every object of C has a pro-
jective (resp., injective) resolution of length at most N by objects of addP′ (resp.,
addQ′). By C.8, C∗ ∼= A-Mod where A := end(P′)op and (Cop)∗ ∼= Bop-mod
where B := endCop(Q) = endC(Q′) = end(T′)op. Then the (A,B)-bimodules
T′ := {hom(P, Qk)}k constitute a full family of tilting modules inducing equiva-
lences Db(A-mod) ∼= Db(B-mod) and Db(Bop-mod) ∼= Db(Aop-mod).

Proof. We need only verify that T′ is a full family of tilting modules in the sense
of C.13. The projective (resp., injective) objects of C coincide with the objects
of addP (resp., addQ). Therefore, applying hom(P, ?) to an injective resolution
of Pj and a projective resolution of Qk in C gives existence of resolutions as re-
quired. Now for any object M of C, B.10 implies that extp

A(hom(P′, (M), T ek) =
extp

C(M,Qk) = 0 for p > 0 since Qk is injective in C. In particular, this implies that
extp

A(T ex,i, T ey,j) = 0 for p > 0. �

C.15. Radicals of graded rings and modules. For a G-graded diagonalizable
ring A = ⊕i,j∈L,g∈G eiAgel and graded A-module M = ⊕Mg, the radical rad M
of M is defined as the intersection of all maximal graded submodules of M . One
has rad (M〈g〉) = (rad M)〈g〉. A homomorphism f : M → N of graded A-modules
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restricts to a homomorphism rad M → rad N , and so rad (M ⊕M ′) = rad M ⊕
rad M ′. If N is a submodule of rad M , then rad (M/N) = (rad M)/N .

The graded Jacobson radical of A is the intersection of all maximal graded left
ideals of A, i.e. J := rad AA. We call A/J the residue ring of A (even if it is not a
division ring).

Note that any simple object in A-mod is isomorphic to (Aei/I)〈g〉 for some
maximal submodule I of Aei and some g ∈ G. Moreover, any maximal left ideal
of A is of the form ⊕j 6=iAej ⊕ I for some i and some maximal left ideal I of Aei,
so J = ⊕irad Aei. Using these observations, standard facts about the Jacobson
radicals of unital ungraded rings (and their proofs, see e.g. [12]) apply mutatis
mutandis in this situation. For example, J is the intersection of the maximal
graded right ideals of A, so J is a two sided ideal of A. Also, J is the intersection
of the annihilators of all simple graded left A-modules.

Note that for i ∈ L, eiAei is a G-graded ring with identity ej . We will use
frequently the following characterizations of the radical:

C.15.1. for i, j ∈ L and g ∈ G, eiJgej consists of those elements x of eiAgej such
that ej − ax (resp., el − axb) has a left inverse in ejA1ej (resp., inverse in elA1el)
for all a ∈ ejAg−1ei (resp., a ∈ elApei, b ∈ ejAqel with pgq = 1 where 1 is the
identity of G).

We will also use various special cases of the following general fact:

C.15.2. Suppose that {fk}k∈K is a family of homogeneous orthogonal idempotents
of A with fkei = eifk for all i, and H is a subgroup of G. Then one has a H-graded
K-diagonalizable ring B = ⊕i,j∈K ⊕h∈H fiAhfj and rad B = ⊕i,j∈K ⊕h∈H fiAhfj .

Indeed, the characterization of radicals in terms of left inverses proves the claim
in the special case in which {fk} ⊆ {ei}. In general, this proves that for K ′ ⊆ K,
one has ⊕i,j∈K′ ⊕h∈H fi(rad B)hfj = rad (⊕i,j∈K′fiBhfj) and shows it is enough
to prove the claim with K replaced by any of its finite subsets (of cardinality 1 or
2). So now we assume that K is finite. But then one may regard A (resp., rad B)
as a diagonalizable ring with respect to the orthogonal idempotents {eifk}i,k ∪
{ei −

∑
k eifk}i (resp., {eifk}i,k) without changing A-mod or rad A (resp., B-mod

or rad B) and the claim reduces to its previously considered special case (with K
possibly infinite again).

In particular, the above fact implies that J1G
is the Jacobson radical of the

trivially graded L-diagonalizable ring A1G
, and eiJei is the Jacobson radical of the

G-graded unital ring eiAei. If G is an additive ordered ordered group (e.g. Z) and
A = ⊕g≥0Ag is positively graded, then J = J1 ⊕ A>0 where A>0 = ⊕g>0Ag, and
similarly for the radical of a positively graded module M = ⊕g≥0Mg over A.

C.16. Nakayama’s lemma. For a G-graded ring A with graded Jacobson radical
J , the Jacobson radical of A/J is zero, and for any A-module M , we have JM ⊆
rad M . Hence one gets Nakayama’s lemma: if M is a f.g. graded A-module with
rad M = M (e.g. JM = M) then M = 0.

It follows that if f : M → N is a map of f.g. graded A-modules with M/JM →
N/JN an epimorphism, then f is an epimorphism.

This in turn implies (see e.g. [2]) that the functor θ : addA → addA/J given
on objects by Q → Q/JQ has the following property: if f : Q → Q′ with Q,Q′ in
addA and θ(f) is an isomorphism then f is an isomorphism. In particular, θ is
injective on isomorphism types of f.g. graded projective A-modules.
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C.17. Basic semiperfect rings and projective covers. A graded diagonaliz-
able ring A = ⊕i,j∈L,g∈GeiAgej will be called a basic semisimple ring if for each
i, AeiA = eiA = Aei = eiA1G

ei and this ring is a trivially-graded division ring.
Clearly, the Aei then form a full set of isomorphism classes of simple A-modules, and
any module in A-mod is completely reducible. We will say that A = ⊕i,j,geiAgej is
a basic semiperfect ring if A/J is basic semisimple, where J is the Jacobson radical
of A.

Fix a G-graded basic semiperfect ring A. By the discussion in C.16, any f.g.
projective A-module is a direct sum of copies of modules Aei〈g〉 with uniquely-
determined finite multiplicities. Moreover, endA(Aei) ∼= (eiAei)op has graded rad-
ical (eiJei)op, and (eiAei/eiJei)op ∼= endA/J(Aei/Jei) ∼= ei(A/J)ei is a trivially
graded division ring. i.e. endA(Aei)op is a local ring with trivially graded residue
ring.

Now since A/J is semisimple, rad M = JM for any graded A-module M . If
M is a f.g. A-module, a standard argument shows that a map Q → M with Q
in addA is a projective cover for M if the induced map Q/JQ → M/JM is an
isomorphism; in particular, one may choose an isomorphism Q/JQ ∼= M/JM for
some Q in addA and lift the composite Q→ Q/JQ→M/JM to a projective cover
Q → M of M . Hence any f.g. graded module for a basic semiperfect ring has a
projective cover.

C.18. Local rings. Let R be a unital G-graded ring. We shall say that R is a
graded division ring if every non-zero homogeneous element of R is invertible. We
call R a graded local ring if the following three equivalent conditions hold

(a) R/J is a graded division ring, where J is the graded Jacobson radical of R
(b) R has a unique maximal graded left ideal
(c) the homogeneous non-units of R generate a proper ideal of R.

Note that R is a graded local ring iff R1G
is local as an ungraded ring.

C.19. We have the following simple relationships between graded and ungraded
modules over Artinian rings.

Lemma. Let R be a graded unital ring which is left Artinian as graded ring. Let
J denote the Jacobson radical of R as graded ring. Assume that R/J is a trivially
graded semisimple ring. Then J coincides with the Jacobson radical J ′ of R as
ungraded ring; if R is a graded division ring, it is also a division ring as ungraded
ring. For any graded R-module M , the radicals rad M of M as graded module and
Rad M of M as ungraded R-module coincide. Similarly, the socles of M as graded
or ungraded R-module coincide. Finally, M has a unique maximal (resp., unique
simple) submodule as graded module iff it has a unique maximal (resp., unique
simple) submodule as ungraded module.

Proof. It is well known that J ′ contains any nilpotent ideal of R, and that if R
is ungraded Artinian, then J ′ is the largest (under inclusion) nilpotent ideal of R.
Since R is Artinian as graded ring, one has similarly that J is the largest nilpotent
graded ideal of R. Hence J ⊆ J ′, so Rad R/J = J ′/J = 0 since R/J is semisimple.

Now one has J ′M ⊆ Rad M and JM ⊆ rad M in general. Since M/JM is a
graded R/J-module, it is semisimple as graded or ungraded R-module and thus
0 = rad (M/JM) = (rad M)/JM = 0 and 0 = Rad (M/J ′M) = (Rad M)/J ′M .
Therefore rad M = JM = J ′M = Rad M .
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A graded (resp., ungraded) R-module is semisimple iff it is annihilated by J .
Hence the socle of a graded R-module M as either graded or ungraded R-module
is {m ∈M |Jm = 0}.

Simple graded R-modules are simple as ungraded R-modules, so the length of a
composition series of a graded R-module N as graded module is the same as the
length of a composition series of N as ungraded module. The final claim follows
by applying this observation to the head M/rad M (resp., socle) of M as (graded
or ungraded) R-module. �

Remarks. The ring R/J is a trivially graded semisimple ring if R is (unital and)
basic semiperfect.

C.20. Proof of Lemma 1.39. Let J denote the radical of A. For any i, eiJ1G
ei is

the radical of the local ring eiA1G
ei
∼= End(Mi)op. We now show that eiAgej ⊆ J

if i 6= j or g 6= 1. Let f ∈ eiAgej . If f 6∈ J , there exists f ′ ∈ ejAg−1ei so ei − ff ′
is not left invertible in eiA1ei. Since eiA1ei is local, this means ff ′k = ei for some
k ∈ eiA1ei. This implies that the homomorphism f : Mi〈g〉 →Mj has a left inverse.
Similarly, f has a right inverse and hence an inverse. Thus, Mi〈g〉 ∼= Mj , so i = j
and g = 1

Hence we have the decomposition A/J = ⊕iei(A/J)1ei with ei(A/J)1ei
∼=

End(Mi)op/Rad End(Mi)op a division ring, andA/J is basic semiperfect as claimed.
The claims 1.39(a)–(c) follow.

Now for 1.39(d), consider the full and faithful functor (cf C.9) given by α :=
hom(M, ?)addM→ A-mod. The family α(M) is a Krull-Schmidt family in A-mod
and idempotents split in A-mod. By the Krull-Schmidt theorem [2], any object in
addα(M) is a direct sum with uniquely determined multiplicities of translates of
objects α(Mi). Since any such object is clearly in the strict image of α, 1.39(d)
follows.

C.21. Suppose that A is a Noetherian graded local ring with graded Jacobson
radical J and that k := A/J is a trivially graded division ring. Then

C.21.1. A f.g. graded A-module M is projective if and only if torA
1 (k,M) = 0.

To see this, choose an exact sequence 0 → L → P → M → 0 so f : P → M is
a projective cover of M i.e. so f induces an isomorphism k ⊗A P ∼= k ⊗A M . If
torA

1 (k,M) = 0, then application of k⊗A? to the short exact sequence above gives
another short exact sequence, so k ⊗A L = 0 i.e. L/JL = 0 and thus L = 0 by
Nakayama’s lemma.

Now suppose in addition that A is commutative, so k is a field above, and that
A is Noetherian even as ungraded ring.

C.21.2. A f.g. graded A-module P is projective iff its localization PJ at the maximal
ideal J of A is a projective AJ -module.

For torAJ
1 (kJ , NJ) ∼= torA

1 (k,N)J is zero if and only if

torA
1 (k,N)J/J torA

1 (k,N)J
∼= torA

1 (k,M)/J torA
1 (k,M)

is zero, by Nakayama’s lemma. The last module is zero iff torA
1 (k,M) = 0, by the

graded version of Nakayama’s lemma.
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C.22. Semisimple rings. In this final subsection, we record some facts which are
useful in extending some of the results of this paper to the more general situation
mentioned in Remark 1.39. The (standard) proofs will not be given (but see [26]
and [41] for many of them if G is trivial).

Let us say that a graded, diagonalizable ring A is semisimple if A is completely re-
ducible as left A-module, or equivalently, everyM in A-mod is completely reducible.
Let us say that A is simple if it is non-zero, semisimple and has no non-trivial proper
two-sided ideals (or equivalently, any two simple left A-modules are isomorphic up
to degree shift). Finally, say that A is semiperfect if A/J is a semisimple ring as
defined above and every homogeneous idempotent of A/J lifts to a homogeneous
idempotent of A.

Given G-graded L-diagonalizable rings Ip (with idempotents {ep
i }i∈L) such that

for fixed i ∈ L, ep
i ∈ Ip is non-zero for only finitely many p, the direct sum ⊕pIp is

naturally a G-graded L-diagonalizable ring with respect to the idempotents ei :=∑
ep
i , and the Ip are two-sided ideals of ⊕pIp.

Proposition. (a) Any G-graded L-diagonalizable semisimple ring A is a direct
sum ⊕pIp as above of G-graded, L-diagonalizable simple rings Ip. Regarded
as two-sided ideals of A, the Ip are uniquely determined.

(b) If A is a G-graded, L-diagonalizable simple ring, then there is G-graded
division ring D and a family M = {Mi}i∈L of f.g. graded D-modules
(unique up to isomorphism and simultaneous degree shift) such that A ∼=
end(M)op as G-graded, L-diagonalizable ring.

(c) If A is a graded semiperfect ring with graded Jacobson radical J , then a
map P → M with M a f.g. module in A-mod and P projective in A-mod
is a projective cover of M iff it induces an isomorphism P/JP →M/JM ;
in particular, M has a projective cover.

(d) If M = {Mi}i is a family of objects in an additive category over G such
that the endomorphism rings end(Mi) are graded local (or even unital graded
semiperfect), then end(M)op is a graded semiperfect ring.
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