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Abstract

This paper studies the state-dependence of the output and welfare effects of shocks to government purchases in a canonical medium scale DSGE model. When monetary policy is characterized by a Taylor rule, the output multiplier (the change in output for a one unit change in government spending) is countercyclical but close to constant across states of the business cycle, whereas the welfare multiplier (the consumption equivalent change in a measure of aggregate welfare for the same change in government spending) is quite volatile and procyclical. These results are robust to different means of fiscal finance. When the nominal interest rate is unresponsive to economic conditions, such as would be the case at the zero lower bound, both the output and welfare multipliers are larger and significantly more volatile across states of the business cycle than under a Taylor rule, and the welfare multiplier may be countercyclical. In the context of the canonical DSGE model which we study, our analysis suggests that countercyclical government spending is undesirable as a general policy prescription but also highlights situations in which it might be beneficial.
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1 Introduction

The recent Great Recession has led to renewed interest in fiscal stimulus as a tool to fight recessions. There nevertheless seems to be a lack of consensus concerning some fundamental questions. How large is the government spending multiplier? Does it vary in magnitude over the business cycle? What are the welfare implications of government spending shocks? Is countercyclical government spending desirable? This paper seeks to provide some answers to these questions.

We study the effects of government spending shocks in an estimated medium scale New Keynesian dynamic stochastic general equilibrium (DSGE) model along the lines of Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2007). The model features price and wage stickiness, capital accumulation, several sources of real inertia, and a number of shocks. It also includes government spending shocks and a rich fiscal financing structure. The potential benefits of government spending are modeled by assuming that government spending enters the utility function of households. Our paper departs from most of the existing literature along two key dimensions. First, we solve the model via higher order perturbation as opposed to linearization, which allows us to investigate whether there are important state-dependent effects of changes in government spending. Second, rather than focusing solely on how government spending shocks affect output, we also study how changes in government spending impact a measure of aggregate welfare. In doing so, we adopt the following terminology. We define the “output multiplier” as the change in output for a one unit change in government spending, which is the standard definition of the fiscal multiplier. The “welfare multiplier” is defined as the change in aggregate welfare for a one unit change in government spending, which we express in consumption equivalent units.

To build intuition, we begin by studying a stripped down version of the model which abstracts from capital accumulation and wage stickiness. In this framework we are able to derive analytic expressions for the output and welfare multipliers. Though it is difficult to say much about the state-dependence of the output multiplier, it ought to be bigger the stickier are prices and the more passive is monetary policy, which confirms the analysis in Woodford (2011). We show that the welfare multiplier ought to be procyclical in an efficient allocation – this is because the marginal utility of consumption is relatively high in a typical recession and the output multiplier is less than unity in an efficient allocation given our assumptions on preferences. In an inefficient allocation, arising because of an interaction between monopolistic competition and nominal rigidity, the welfare multiplier could be either pro- or countercyclical. Several factors contribute to the cyclicality of the welfare multiplier: (i) the size of the output multiplier; (ii) the cyclicality of the output multiplier; (iii) the size of the overall level of distortion in the economy, as measured by a term closely related to the “labor wedge;” (iv) the cyclicality of that distortion; and (v) the cyclicality of inflation. The welfare multiplier is more likely to be countercyclical, and countercyclical government spending therefore desirable in the context of the model, the bigger and more countercyclical is the output multiplier, the more distorted the economy is on average, the more countercyclical is that distortion, and the more procyclical is inflation. The welfare multiplier is therefore more likely to be countercyclical conditional on “demand shocks” than on “supply shocks.”
With intuition from the simplified model in hand, we then turn to a quantitative analysis of an estimated medium scale DSGE model. When monetary policy is characterized by a Taylor rule and government spending is financed via lump sum taxes, the output multiplier is about 0.9 and is close to constant across states. While we do find that the multiplier is countercyclical in the sense that it co-varies negatively with the level of output, its movements across states are quantitatively small. The welfare multiplier, in contrast, is quite volatile across states.\footnote{For reasons that will be made clearer in Section 2, it is difficult to identify the sign and magnitude of the welfare multiplier. We assume that government spending enters household utility in an additively separable way. This means that the parameters which map government spending into utility are irrelevant for equilibrium dynamics and therefore impossible to identify empirically. It is therefore not possible to determine whether the welfare multiplier is on average positive or negative or what its magnitude is. For this reason, our focus is on the state-dependence of the welfare multiplier, not its absolute magnitude. Our baseline approach is to set the parameter mapping government spending into utility in such a way as to normalize the welfare multiplier to zero evaluated in the non-stochastic steady of the model. This normalization does not affect any of our results concerning the state-dependence of the welfare multiplier.} It tends to be low during recessions and high in expansions, and its correlation with the level of output is about 0.4. The unconditional procyclicality of the welfare multiplier suggests that countercyclical government spending is undesirable. Consistent with the analytic intuition from the simple model without capital, the welfare multiplier is most strongly procyclical conditional on “supply shocks” and is less procyclical conditional on “demand shocks.” The welfare multiplier is countercyclical conditional on monetary policy and intertemporal preference shocks, in spite of the fact that the output multiplier is less than one. When government spending is financed via changes in distortionary tax rates, the output multiplier is smaller but varies more across states than when government finance comes via lump sum taxes. While it is robustly countercyclical, the maximum variation in the output multiplier across states is never more than about 0.1 when fiscal finance comes through changes in distortionary taxes. Distortionary tax finance tends to heighten the procyclicality of the welfare multiplier across states, making countercyclical government spending even less desirable than under lump sum taxes.

Much of the renewed interest in fiscal policy has been driven by the recent period of low interest rates and the recognition that government spending may be substantially more effective at stimulating output when monetary policy is in a passive regime (e.g. Krugman, 1998; Eggertson and Woodford, 2003; and Christiano, Eichenbaum, and Rebelo, 2011). We simulate the effects of a passive monetary policy regime by assuming that the nominal interest rate is in expectation pegged at a fixed value for an exogenous number of periods, after which time policy reverts to a Taylor rule. The output multiplier is larger on average when the interest rate is pegged and can be substantially greater than one. The welfare multiplier is also larger on average under an interest rate peg relative to the Taylor rule. Both the output and welfare multipliers are significantly more volatile across states under an interest rate peg. For example, when the interest rate is pegged for two years, we find that the output multiplier is close to an order of magnitude more volatile than when monetary policy is governed by a Taylor rule. This suggests that a first order solution method may be inadequate for studying the output effects of changes in government spending in a passive monetary regime, a point which has been made elsewhere (e.g. Braun, Koerber, and Waki,
The welfare multiplier becomes mildly countercyclical if the interest rate is pegged for a sufficiently long duration. This is consistent with the intuition from the version of the model without capital, where we show that the welfare multiplier is more likely to be countercyclical the larger is the output multiplier.

There are three principal conclusions from our analysis. The first is that the output multiplier does not vary much across states conditional on being in an active monetary policy regime. The second is that there is heightened state-dependence in the output multiplier if monetary policy is passive, potentially yielding linear approximations inadequate. The third conclusion follows from our results concerning the cyclicality of the welfare multiplier. Countercyclical government spending is not a desirable general prescription for policy in the context of the standard DSGE model we study, though there may be particular kinds of recessions in which it is beneficial to increase government spending (e.g. recessions driven by certain kinds of demand shocks) and countercyclical government spending might be desirable in a passive monetary policy regime. These conclusions are of course dependent upon the nature of the model. We have not attempted to write down a model where countercyclical government spending is desirable, or a model which delivers large state-dependent output effects of changes in government spending. Rather, we have taken a canonical workhorse model parameterized to provide a good fit to recent US data and have investigated the state-dependence of the output and welfare effects of government spending shocks within that model. A different model, or different assumptions about the details of the workhorse model, could deliver different results. The intuition we develop in the stripped down version of the medium scale model points to different model features which might affect our quantitative conclusions about the desirability of countercyclical government spending in the medium scale model. Further research is needed to explore, develop, and empirically validate model mechanisms which might generate more state-dependence in the effects of government spending shocks and which might make countercyclical government spending normatively desirable.

Our paper is related to a growing literature on fiscal policy multipliers. There is a large empirical literature that seeks to estimate fiscal output multipliers using reduced form techniques. Using orthogonality restrictions in estimated vector auto-regressions (VARs), Blanchard and Perotti (2002) identify shocks by ordering government spending first in a recursive identification, and report estimates of spending multipliers between 0.9 and 1.2. Mountford and Uhlig (2009) use sign restrictions in a VAR and find a multiplier of about 0.6. Ramey (2011) uses narrative evidence to construct a time series of government spending “news,” and reports multipliers in the range of 0.6-1.2. This range aligns well with a number of papers that make use of military spending as an instrument for government spending shocks in a univariate regression framework (see, e.g. Barro, 1981; Hall, 1986 and 2009; Ramey and Shaprio, 1998; Barro and Redlick, 2011; and Eichenbaum and Fisher, 2005). The bulk of this empirical literature suggests that spending multipliers are in the neighborhood of 1, which aligns with the average output multiplier in our model under an active monetary policy regime.

There is also a limited but growing literature that seeks to estimate state-dependent multipliers using econometric techniques. A drawback of this approach is that there are limited time series
observations, particularly during periods of economic slack. Auerbach and Gorodnichenko (2012) estimate a regime-switching VAR model and find that the output multiplier is highly countercyclical and as high as 3 during recessions and as low as 0 during expansions. Bachmann and Sims (2012) and Mittnik and Semmler (2012) also analyze non-linear time series models and reach similar conclusions. Nakamura and Steinsson (2014) consider a regression model that allows the multiplier to vary with the level of unemployment, and find that the multiplier is substantially larger when unemployment is high. Shoag (2015) also finds that the multiplier is higher when the labor market is characterized by significant slack.

Ramey and Zubairy (2014) analyze a new historical US data set and estimate a state-dependent time series model. They find no evidence that the output multiplier varies with the amount of slack in the economy. This result is broadly consistent with our results for the output multiplier under a Taylor rule, which we find to be close to constant across states. One criticism they make of the existing empirical literature on state-dependent multipliers concerns the conversion of elasticities into multipliers. Most empirical work uses logs of variables, and estimates the elasticity of output with respect to government spending. This elasticity is then converted to a multiplier by post-multiplying by the inverse of the average government spending share of output. Ramey and Zubairy (2014) argue that this approach is likely to make the output multiplier artificially high in recessions because the government spending share of output is countercyclical. Our analysis suggests that this criticism is quantitatively important. In particular, if we were to convert elasticities into multipliers using a fixed government spending share, we would find that the output multiplier varies between 0.8 and 1.1 across states, whereas in fact it is close to constant when monetary policy is characterized by a Taylor rule.

Another strand of the literature looks at the magnitude of fiscal multipliers within the context of DSGE models. Baxter and King (1993) is an early contribution. Zubairy (2014) estimates a medium-scale DSGE model similar to the one presented in the current paper and finds the output multiplier to be about 1.1. Coenen, et al (2012) calculate fiscal multipliers in seven popular DSGE models, and conclude that the output multiplier can be far in excess of one. Cogan, Cwik, Taylor and Wieland (2010) and Drautzberg and Uhlig (2011) conclude, in contrast, that the multiplier is likely less than unity. Leeper, Traum, and Walker (2011) use Bayesian prior predictive analysis not to produce a point estimate for the output multiplier, but rather to provide plausible bounds on it in a fairly general DSGE model. As noted by Parker (2011), almost all of the work on fiscal multipliers in DSGE models is based on linear approximations, which necessarily cannot address the state-dependence of multipliers.

Another related literature studies the output multiplier and its interaction with the stance of monetary policy. In particular, there is a growing consensus that the output multiplier can be substantially larger than normal under a passive monetary policy regime, such as the recent zero lower bound period. Early contributions in this regard include Krugman (1998), Eggertson and Woodford (2003), and Christiano (2004). Woodford (2011) conducts analytical exercises in the context of a conventional New Keynesian model without capital to study the output multiplier, both inside and outside of a zero lower bound episode. Christiano, Eichenbaum, and Rebelo (2011)
analyze the consequences of the zero lower bound for the government spending multiplier in a DSGE model and find the multiplier can exceed 2. Though they are mostly focused on the output multiplier, they do briefly examine welfare, and find that it is optimal to substantially increase government spending at the zero lower bound. Nakata (2013) reaches a similar conclusion that it is optimal to increase government spending when the zero lower bound binds. Our analysis echoes these findings in that we find that the welfare multiplier is on average larger under an interest rate peg than when monetary policy follows a Taylor rule. Our work differs in focusing on state-dependence. Fernandez-Villaverde, et al (2015) analyze the non-linearity induced by the zero lower bound. While they highlight potential pitfalls with linear approximations, their analysis differs somewhat from ours in that they do not focus on state-dependence and do not study welfare.

The remainder of the paper is organized as follows. Section 2 considers a stripped down version of the medium scale DSGE model we use for quantitative analysis to try and develop some intuition for how (if at all) the output and welfare multipliers might vary across states. We derive analytic expressions for the output and welfare multipliers and discuss different forces at work. Section 3 presents the full medium scale DSGE model and estimates a subset of its parameters to fit recent US data. Section 4 carries out our primary quantitative exercises, examining how the output and welfare multipliers vary across states in the estimated DSGE model. The final section concludes.

2 Intuition in a Simple NK Model

This section seeks to build some intuition for how the output and welfare effects of government spending shocks might vary over the state of the business cycle. We do so in a simple, textbook version of the sticky price New Keynesian (NK) model. This framework is a special case of the more developed model in the next section which features capital, wage rigidity, several sources of real rigidity, and a variety of shocks. While it is ultimately a quantitative question as to how the output and welfare effects of government spending shocks vary over states of the business cycle, the intuition from this section will serve to elucidate several different forces which are at work.

The subsections below briefly lay out the problems of the different actors, characterize optimal decision rules, and discuss equilibrium and aggregation. We then use the optimality conditions to derive analytic expressions for the output and welfare effects of changes in government spending.

2.1 Household

We assume that there exists a representative household who receives utility from consumption and government spending and disutility from labor via the function \( U(C_t, N_t, G_t) \). The household takes the time path of government spending as given. The utility function has the following properties: \( U_C > 0, \quad U_{CC} < 0, \quad U_N < 0, \quad U_{NN} \leq 0, \quad U_G > 0, \quad \text{and} \quad U_{GG} \leq 0 \). For simplicity, assume that flow utility is additively separable in these arguments, so that the cross-partial derivatives are all zero. The household maximizes the present discounted value of flow utility subject to a standard flow budget constraint. It can save in one period riskless bonds which pay nominal interest rate, \( i_t \):
max \limits_{C_t,N_t,B_t} E_0 \sum_{t=0}^\infty \beta^t U(C_t,N_t,G_t) \\
s.t. \\
C_t + \frac{B_t - B_{t-1}}{P_t} \leq w_t N_t + \Pi_t - T_t + \frac{B_{t-1}}{P_t} \beta_j U(C_t,N_t,G_t)

Here $B_{t-1}$ is the stock of bonds with which the household enters a period, $w_t$ is the real wage, $P_t$ is the price level, $\Pi_t$ is lump sum profit distributed from firms, and $T_t$ is a lump sum tax. The first order conditions for the household problem are:

$$\lambda_t = U_C$$ \hfill (1) \\
$$-U_N = \lambda_t w_t$$ \hfill (2) \\
$$\lambda_t = \beta (1 + \nu_t) E_t \lambda_{t+1} (1 + \pi_{t+1})^{-1}$$ \hfill (3)

Equation (1) shows that the marginal utility of consumption equals the Lagrange multiplier on the flow budget constraint, which we denote by $\lambda_t$. The standard static labor supply first order condition is given by (2). The Euler equation for bonds is given by (3), where $1 + \pi_t = \frac{P_t}{P_{t-1}}$ is the inflation rate.

### 2.2 Firms

Production is broken into two sectors. There exist a continuum of firms indexed by $j \in [0,1]$ who produce output, $Y_t(j)$. This differentiated output is transformed into aggregate output, $Y_t$, by a competitive final goods firm using the bundler:

$$Y_t = \left( \int_0^1 Y_t(j) \frac{\epsilon_{p-1}}{\epsilon_p} dj \right)^{\frac{\epsilon_p}{\epsilon_{p-1}}} , \ {\epsilon_p} > 1 \hfill (4)$$

The parameter $\epsilon_p$ denotes the elasticity of substitution among different goods. Profit maximization yields a downward-sloping demand for each variety and an aggregate price index:

$$Y_t(j) = \left( \frac{P_t(j)}{P_t} \right)^{-\epsilon_p} Y_t \hfill (5)$$

$$P_t^{1-\epsilon_p} = \int_0^1 P_t(j)^{1-\epsilon_p} dj \hfill (6)$$

The production function for producers of differentiated goods is linear in labor input, subject to a common productivity disturbance, $A_t$:

$$Y_t(j) = A_t N_t(j) \hfill (7)$$

Firms have some market-power in setting the price of their own good, but are price-takers in the market for labor. Cost-minimization implies that all firms face the same real marginal cost,
equal to the ratio of the real wage to the marginal product of labor:

\[ mc_t = \frac{w_t}{A_t} \]  

(8)

Firms are not freely able to adjust their price each period. There is a \( 1 - \theta_p, \theta_p \in [0, 1) \), probability that a firm can change its price in a period. Non-updated prices can be indexed to lagged inflation at \( \zeta_p \in [0, 1] \). Thus, a firm’s price in period \( t \) is given by:

\[
P_t(j) = \begin{cases} 
P_t^\#(j) & \text{if } P_t(j) \text{ chosen optimally} \\
(1 + \pi_{t-1})^{\zeta_p} P_{t-1}(j) & \text{otherwise}
\end{cases}
\]  

(9)

Firms given the opportunity to update their price will do so to maximize the present discounted value of flow profits, where discounting is by the stochastic discount factor of the household as well as the probability that a price chosen in period \( t \) will still be charged in the future. It is straightforward to show that all updating firms will choose the same reset price, \( P_t^\# \). Letting \( 1 + \pi_t^\# = \frac{P_t^\#}{P_{t-1}} \) denote reset price inflation, the optimality conditions for updated prices are:

\[
\frac{1 + \pi_t^\#}{1 + \pi_t} = \frac{\epsilon_p}{\epsilon_p - 1} \frac{x_{1,t}}{x_{2,t}}
\]  

(10)

\[
x_{1,t} = \lambda_t mc_t Y_t + \theta_p \beta E_t (1 + \pi_t)^{-\zeta_p} (1 + \pi_{t+1})^{\epsilon_p} x_{1,t+1}
\]  

(11)

\[
x_{2,t} = \lambda_t Y_t + \theta_p \beta E_t (1 + \pi_t)^{\zeta_p(1-\epsilon_p)} (1 + \pi_{t+1})^{\epsilon_p-1} x_{2,t+1}
\]  

(12)

2.3 Policy

Monetary policy is set according to a standard Taylor-type rule in which the interest rate reacts to deviations of inflation from an exogenous target, \( \pi^* \), and to output growth. The exogenous variable \( e_{i,t} \) is a shock to the monetary policy rule and follows a standard normal distribution, with \( s_i \) the standard deviation of the shock. The steady state nominal interest rate is \( 1 + i^* = \beta^{-1}(1 + \pi^*) \):

\[
i_t = (1 - \rho_i) i^* + \rho_i i_{t-1} + (1 - \rho_i) (\phi_\pi (\pi_t - \pi^*) + \phi_y (\ln Y_t - \ln Y_{t-1})) + s_i e_{i,t}
\]  

(13)

The parameter \( 0 \leq \rho_i < 1 \) is a smoothing parameter, and \( \phi_\pi \) and \( \phi_y \) are non-negative coefficients. We restrict attention to parameter configurations supporting a determinate equilibrium. We assume that the government issues no debt and balances its budget each period with lump sum taxes.

\[ G_t = T_t \]  

(14)

Government spending is assumed to follow a stationary AR(1) process in the log, with \( G^* \) the steady state level of spending. The exogenous shock \( e_{g,t} \) is drawn from a standard normal distribution with standard deviation \( s_g \):

\[
\ln G_t = (1 - \rho_g) \ln G^* + \rho_g \ln G_{t-1} + s_g e_{g,t}, \quad 0 \leq \rho_g < 1
\]  

(15)
2.4 Market-Clearing and Equilibrium

Market-clearing requires that the household holds no bonds, that total labor demanded by firms equals household labor supply, and that firms produce sufficient output to meet demand at their price. These conditions give rise to a standard aggregate resource constraint and production function:

\[ Y_t = C_t + G_t \]  \hfill (16)
\[ Y_t = \frac{A_t N_t}{v_t^p} \]  \hfill (17)

In the production function, \( v_t^p \) is a measure of price dispersion which potentially drives a wedge between aggregate labor supply and labor used in production by firms. It can be written recursively in terms of inflation rates:

\[ v_t^p = (1 + \pi_t)\epsilon_p \left( (1 - \theta_p)(1 + \pi_t^#)^{-\epsilon_p} + \theta_p(1 + \pi_{t-1})^{-\epsilon_p} v_{t-1}^p \right) \]  \hfill (18)

Using properties of Calvo pricing, the expression for the aggregate price level, (6), can be written in terms of inflation rates:

\[ (1 + \pi_t)^{1-\epsilon_p} = (1 - \theta_p)(1 + \pi_t^#)^{1-\epsilon_p} + \theta_p(1 + \pi_{t-1})^{\zeta_p(1-\epsilon_p)} \]  \hfill (19)

We assume that the exogenous processes for productivity, \( A_t \), is stationary mean zero AR(1) processes in the log:

\[ \ln A_t = \rho_a \ln A_{t-1} + s_a e_{a,t}, \quad 0 \leq \rho_a < 1 \]  \hfill (20)

Given initial values of endogenous state variables, equations (1)-(3), (8), (10)-(12), (13), and (15)-(20), in conjunction with the usual transversality conditions, determine the values of \( \{\lambda_t, C_t, N_t, G_t, w_t, i_t, \pi_t, m_t, A_t, \pi_t^#, x_{1,t}, x_{2,t}, Y_t, v_t^p\} \).

Since there is a representative household, we can define aggregate welfare, \( W_t \), recursively as the expected presented discounted value of flow utility, given optimally chosen sequences of consumption and labor and the exogenous sequence of government spending:

\[ W_t = U(C_t, N_t, G_t) + \beta E_t W_{t+1} \]  \hfill (21)

2.5 The Output and Welfare Multipliers

We can derive expressions for the “output multiplier,” \( \frac{dY_t}{dG_t} \), and the “welfare multiplier,” \( \frac{dW_t}{dG_t} \), by totally differentiating the equilibrium conditions about a point (not necessarily the non-stochastic steady state). The output multiplier is commonly referred to as the fiscal multiplier; we will typically refer to it as the output multiplier since it is our objective to differentiate between the output and welfare effects of government spending shocks.
The expressions for the output and welfare multipliers are given below. Variables without subscripts denote the point about which the approximation is taken, and it is understood that the partial derivative functions are dependent on the values of the relevant variables. A complete derivation and some further discussion is available in the Appendix.

\[
\frac{dY_t}{dG_t} = \left[ -U_{CC}mcA - \frac{U_{NN}v}{A} - U_{CC}mcA \right] + \left[ \frac{UA}{A} - U_{NN}v - U_{CC}mcA \right] \frac{dmc_t}{dG_t} \left(22\right) + \left[ U_{NN}N - \frac{U_{NN}v}{A} - U_{CC}mcA \right] \frac{d\ln v^p_t}{dG_t}
\]

\[
\frac{dW_t}{dG_t} = E_t \sum_{j=0}^{\infty} \beta^j \frac{dU_{t+j}}{dG_{t+j}} \left(23\right)
\]

\[
\frac{dU_t}{dG_t} = \left[ U_G - U_C \right] + \left[ U_C + U_N \frac{v^p}{A} \right] \frac{dy_t}{dG_t} + \left[ U_{NN}N \right] \frac{d\ln v^p_t}{dG_t} \left(24\right)
\]

The welfare multiplier, (23), is simply the expected present discounted value of current and future “utility multipliers,” given by (24). For building intuition, it suffices to focus on the effect of changes in government spending on flow utility. There are multiple different ways one might express these multipliers. In our presentation, the expressions for both the output and utility multipliers are split into three additive components. We refer to these different components as “Efficiency,” “Inefficiency,” and “Price Dispersion,” respectively. The efficiency terms show what each multiplier would equal if prices were flexible and the equilibrium allocation were efficient; in an efficient, flexible price allocation, real marginal cost and price dispersion would both be one at all times.\(^2\) The inefficiency terms capture the fact that the equilibrium in the sticky price NK model is distorted, and that changes in government spending can affect both output and utility by altering the level of distortion in the economy. The price dispersion term captures how changes in government spending impact output and utility through an effect on price dispersion.

Focus first on the expression for the output multiplier, (22). If the allocation were efficient, the inefficiency and price dispersion terms would both be zero, leaving only the efficiency term. Given assumptions on preferences, this term must be positive and less than one. If we consider instead an inefficient allocation in which prices are sticky, the terms involving the reactions of real marginal cost and price dispersion to changes in government spending become relevant. Since the term multiplying \(\frac{dmc_t}{dG_t}\) is positive, an increase in government spending that increases real marginal cost results in a larger output multiplier relative to the flexible price case. How exactly marginal cost reacts to a change in government spending is of course dependent on the exact nature of the monetary policy rule; for most plausible specifications of monetary policy, marginal cost rises when government spending increases. This means that the output multiplier ought to be bigger the stickier are prices. Furthermore, the more passive is monetary policy (such as would be the case with a binding zero lower bound on the nominal interest rate), the more inflation (and hence real marginal cost) ought to react to a government spending shock, resulting in a larger output

\(^2\)This would obtain if \(\epsilon_p \to \infty\) (so that firms have no market power) and \(\theta_p = 0\) (so that prices are fully flexible).
multiplier. Considering now the price dispersion component, we see that the term multiplying the response of log price dispersion to government spending is negative. This means that if an increase in government spending raises price dispersion then the output multiplier would be smaller than if price dispersion were fixed. For most plausible specifications of monetary policy, increases in government spending will raise the inflation rate. In an inflationary state, an increase in inflation raises price dispersion, while the reverse would be true in a deflationary state. In the region of a zero inflation state, \( d \ln v_t^p \approx 0 \), and this term could be ignored altogether.

It is not particularly straightforward to use (22) to make any concrete predictions about how the output multiplier will vary across states. Any state-dependence of the output multiplier will depend on the third derivatives of the utility function, \( U_{CCC} \) and \( U_{NNN} \), as well as any non-linear reactions of real marginal cost and price dispersion to changes in government spending. The reactions of real marginal cost and price dispersion in turn depend on the monetary policy rule as well as other details of the model. We leave it as an open quantitative question for the next section how (if at all) the output multiplier moves across states.

Focus next on the expression for the utility multiplier, (24). The first term is simply the difference between the marginal utilities of government spending and private consumption, and is what the utility multiplier would equal in an efficient allocation. The second term is the product of the output multiplier and a term which measures the level of inefficiency in the economy. If the allocation were efficient, then the marginal utility of consumption would equal the marginal utility of labor divided by the marginal product of labor, and this term would equal zero. In the NK model absent some kind of tax subsidy, the equilibrium allocation is inefficient due to monopolistic competition and price rigidity, so this term will typically be positive. The final term is a function of the reaction of price dispersion to a change in government spending. Given assumptions on preferences, the term multiplying the reaction of price dispersion is negative.

Without knowing the function mapping government spending into utility, it is impossible to sign the utility multiplier – it could be highly positive if \( G_t \) is very low or negative if \( G_t \) is high. We can, however, use this expression to think about state-dependence in the utility multiplier. In recessions the marginal utility of consumption is high. Other things being equal, this would, through the efficiency term, tend to make the utility multiplier relatively low in a recession and high in an expansion, i.e. procyclical. Perhaps a simpler way to see this point is to note that the output multiplier is less than one in an efficient allocation given our assumptions on preferences. If the output multiplier is smaller than one, then increases in government spending “crowd out” consumption, and it is a particularly bad time to do so when the marginal utility of consumption is high. Focus next on the inefficiency term. Empirically, the US economy appears to be relatively inefficient in recessions (i.e. the labor wedge, as defined in Chari, Kehoe, and McGrattan, 2007, is countercyclical). This would tend to make the term \( U_C + U_N \frac{v^p}{\bar{\lambda}} \) relatively big in a downturn. Since the output multiplier is positive, this countercyclical level of inefficiency would work in the opposite direction of the efficiency term, working to make the utility multiplier countercyclical. Also, given a positive value of \( U_C + U_N \frac{v^p}{\bar{\lambda}} \), any state-dependence in the output multiplier would work to make the utility multiplier move in the same direction as the output multiplier. Finally, the price dispersion
term would have effects on the utility multiplier similar as in the case of the output multiplier. In the region of a zero inflation state, price dispersion is second order and this term equals zero. In an inflationary state, increases in government spending will raise price dispersion which would work to lower the utility multiplier and vice-versa.

Given the different forces at work it is difficult to draw any concrete general conclusions from these analytic expressions for the output and utility multipliers. It is ultimately a quantitative question as to how much (if at all) these multipliers vary over the business cycle, a task we take up next in a more empirically realistic version of this model with capital accumulation and several other features. Before proceeding, we can, however, use these analytic expressions to make a few predictions. First, if the allocation is close to efficient, then the utility multiplier (and hence the welfare multiplier) ought to be procyclical. Second, the utility multiplier (and hence the welfare multiplier), will be less procyclical (i) the more countercyclical is the overall level of distortion in the economy, (ii) the bigger is the output multiplier, and (iii) the more countercyclical is the output multiplier. Third, through the dispersion terms, one might expect both the output and welfare multipliers to co-vary negatively with the inflation rate; though some caution is in order with this conclusion, as the inflation rate might be correlated with other terms in the expressions not related to the dispersion effect. Fourth, the co-movement of the welfare multiplier with output ought to depend on the kind of shock responsible for output being high or low. In particular, we would expect adverse “demand shocks” to be associated with low output, a relatively inefficient allocation, and low inflation. A relatively inefficient allocation would mean that the “Inefficiency” term in the utility multiplier expression would be relatively strong, while low inflation means that the inflation generated by an increase in government spending would lower price dispersion. Both of these effects would tend to make the welfare multiplier relatively high when output is low. The reverse would be true if output is low due to adverse “supply shocks.” We would therefore expect the welfare multiplier to be most procyclical conditional on supply shocks and less so conditional on demand shocks.

3 A Medium Scale DSGE Model

This section considers a “medium scale” dynamic stochastic general equilibrium (DSGE) model, similar to the models in Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2007). The model can be thought of as an extension of the simple NK model in the previous section to include capital, wage rigidity, some sources of real inertia, and several more shocks. The model also allows for a more general treatment of fiscal finance. Where different from the simpler model, we describe the decision problems and optimality conditions characterizing the equilibrium. We then estimate the model using Bayesian maximum likelihood so as to have a realistic parameter configuration before quantitatively investigating the state-dependence of the output and welfare multipliers.

---

3 We adopt the common terminology and think of a “demand shock” as a shock which moves output and inflation in the same direction and a “supply shock” as a shock which moves output and inflation in opposite directions.
3.1 Households

Rather than a representative household as in Section 2, there exist a continuum of households indexed by \( h \in [0, 1] \). These households supply differentiated labor to a labor “bundling” firm which produces a homogeneous labor input that is used in production. The technology which bundles heterogeneous labor input is given by:

\[
N_t = \left( \int_0^1 N_t(h) \frac{\epsilon_w - 1}{\epsilon_w} dh \right)^{\frac{\epsilon_w}{\epsilon_w - 1}}, \quad \epsilon_w > 1  \tag{25}
\]

\( N_t(h) \) denotes labor from household \( h \) and \( N_t \) is aggregate labor input. The parameter \( \epsilon_w > 1 \) is the elasticity of substitution among different varieties of labor. Profit-maximization gives rise to a downward-sloping demand curve for each variety of labor:

\[
N_t(h) = \left( \frac{w_t(h)}{w_t} \right)^{-\epsilon_w} N_t  \tag{26}
\]

Here \( w_t(h) \) is the real wage charge by household \( h \) and \( w_t \) is the aggregate real wage. The zero profit-condition for the labor bundler implies an aggregate real wage index:

\[
w_t^{1-\epsilon_w} = \int_0^1 w_t(h)^{1-\epsilon_w} dh \tag{27}
\]

Households have identical preferences which are additively separable in consumption, labor, and government spending, the latter of which the households take as given. Households are subject to Calvo type wage rigidity as in Erceg, Henderson, and Levin (2000). Each period, there is a \( 1 - \theta_w \) probability that a household can adjust its nominal wage, with \( \theta_w \in [0, 1) \). Non-updated wages may be indexed to lagged inflation at \( \zeta_w \in [0, 1] \). We assume that households have access to a full set of state-contingent securities which insure them against idiosyncratic wage risk arising from imperfect wage flexibility. Given separability between consumption and labor, this means that all households will make identical non-labor choices. As such, we suppress formal dependence on \( h \) in writing the household problem with the exception of labor and wage variables. The fact that preferences are separable in government spending implies that while government spending affects utility, the manner in which it does so will be irrelevant for household behavior and equilibrium allocations.

The household problem can be written:

\[
\max_{C_t, I_t, u_t, K_{t+1}, K_t, \Pi_t, B_t, \epsilon_t, \delta_t} \sum_{t=0}^{\infty} \beta^t u_t \left\{ \ln(C_t - bC_{t-1}) - \psi \xi_t \frac{N_t(h)^{1+\chi}}{1+\chi} + \varphi G_t \right\} \\
\text{s.t.} \quad (1 + \tau^c_t)C_t + I_t + B_t \leq (1 - \tau^b_t)R_t u_t K_t + (1 - \tau^r_t)w_t(h)N_t(h) + \Pi_t - T_t + (1 + i_t-1) \frac{B_t-1}{P_t} \tag{28}
\]

\[
K_{t+1} = Z_t \left[ 1 - S \left( \frac{I_t}{I_{t-1}} \right) \right] I_t + (1 - \delta(u_t))K_t  \tag{29}
\]
\[ N_t(h) = \left( \frac{w_t(h)}{w_t} \right)^{-\epsilon_w} N_t \]  

(30)

\[ w_t(h) = \begin{cases} 
  w_t^{\#}(h) & \text{if } w_t(h) \text{ chosen optimally} \\
  (1 + \pi_{t-1})^{\kappa_w}(1 + \pi_t)^{-1}w_{t-1}(h) & \text{otherwise} 
\end{cases} \]  

(31)

The household discounts future utility flows by \( \beta \in (0, 1) \). The parameter \( b \in [0, 1) \) is a measure of internal habit formation. The Frisch labor supply elasticity is given by the inverse of \( \chi \geq 0 \), and \( \psi > 0 \) is a scaling parameter. The parameter \( \phi \geq 0 \) scales the utility households receive from government spending. We assume that government spending enters utility linearly.\(^4\)

The exogenous variables \( \nu_t \) and \( \xi_t \) are preference shocks with mean one, the former an intertemporal preference shock which impacts the relative discounting of future utility flows and the latter a labor supply shock.

The flow budget constraint is given by (28). Consumption is denoted by \( C_t \), physical capital by \( K_t \), investment in new physical capital by \( I_t \), and utilization of capital by \( u_t \). The household enters a period with a stock of nominal bonds, \( B_{t-1} \), which pay out nominal interest rate \( i_{t-1} \). The price level is \( P_t \). Households lease capital services, the product of utilization and physical capital, to firms at competitive real rental rate \( R_t \). Lump sum profit distributed to households by firms is given by \( \Pi_t \), while \( T_t \) is a lump sum tax paid to the government. The variables \( \tau^c_t, \tau^k_t, \text{ and } \tau^n_t \) are distortionary and potentially time-varying consumption, capital, and labor taxes, respectively.

The capital accumulation equation is given by (29). The exogenous variable \( Z_t \) is an exogenous shock to the marginal efficiency of investment. \( S(\cdot) \) is an investment adjustment cost as in Christiano, Eichenbaum, and Evans (2005) and \( \delta(\cdot) \) is a time-varying depreciation rate on capital as a function of utilization. We assume that these functions are given by:

\[ S\left( \frac{I_t}{I_{t-1}} \right) = \frac{\kappa}{2} \left( \frac{I_t}{I_{t-1}} - 1 \right)^2, \quad \kappa \geq 0 \]  

(32)

\[ \delta(u_t) = \delta_0 + \delta_1(u_t - 1) + \frac{\delta_2}{2}(u_t - 1)^2, \quad \delta_0, \delta_1, \delta_2 > 0 \]  

(33)

Constraint (30) requires that a household’s labor supply meet demand, given the household’s real wage, \( w_t(h) \). Constraint (31) describes wage-setting. The variable \( w_t(h)^{\#} \) is the optimal wage that a household given the opportunity to adjust its wage would choose. For non-labor choices, the optimality conditions, which are common across all households, are:

\[ (1 + \tau^c_t)\lambda_t = \nu_t \frac{1}{C_t - bC_{t-1}} - \beta b E_t \nu_{t+1} \frac{1}{C_{t+1} - bC_t} \]  

(34)

\[ \lambda_t = \beta(1 + i_t)E_t\lambda_{t+1}(1 + \pi_{t+1})^{-1} \]  

(35)

\[ (1 - \tau^k_t)\lambda_t R_t = \mu_t (\delta_1 + \delta_2(u_t - 1)) \]  

(36)

\(^4\)We have also experimented with allowing curvature in the function mapping government spending into utility. This has very little effect on the co-movements of the welfare multiplier across states. The reason is simple – in the data, government spending is not very volatile and acyclical, so assuming a constant marginal utility of government spending is fairly innocuous.
\[\mu_t = \beta E_t \left[ \lambda_{t+1} (1 - \tau_{t+1}) R_{t+1} u_{t+1} + (1 - \delta(u_{t+1})) \mu_{t+1} \right] \] (37)

\[\lambda_t = \mu_t Z_t \left[ 1 - \frac{\kappa}{2} \left( \frac{I_t}{I_{t-1}} - 1 \right)^2 - \kappa \left( \frac{I_t}{I_{t-1}} - 1 \right) \frac{I_t}{I_{t-1}} \right] + \beta E_t \mu_{t+1} Z_{t+1} \kappa \left( \frac{I_{t+1}}{I_t} - 1 \right) \left( \frac{I_{t+1}}{I_t} \right)^2 \] (38)

In these conditions, \(\lambda_t\) is the Lagrange multiplier on the flow budget constraint and \(\mu_t\) is the multiplier on the capital accumulation equation. In terms of labor supply and wage-setting, it is straightforward to show that all households given the opportunity will adjust to the same real wage, \(w^\#_t\). It is given by:

\[w^\#_t = \frac{\epsilon_w}{\epsilon_w - 1} f_{1,t} \] (39)

\[f_{1,t} = \nu_t \xi_t \psi \left( \frac{w_t}{w^\#_t} \right)^{\epsilon_w(1+\chi)} N_t^{1+\chi} + \beta \theta_w E_t \left( \frac{w^\#_{t+1}}{w^\#_t} \right)^{\epsilon_w(1+\chi)} \left( \frac{1 + \pi_t}{1 + \pi_{t+1}} \right)^{-\epsilon_w(1+\chi)} f_{1,t+1} f_{1,t} \] (40)

\[f_{2,t} = \lambda_t (1 - \tau^n_t) \left( \frac{w_t}{w^\#_t} \right)^{\epsilon_w} N_t + \beta \theta_w E_t \left( \frac{w^\#_{t+1}}{w^\#_t} \right)^{\epsilon_w} \left( \frac{1 + \pi_t}{1 + \pi_{t+1}} \right)^{1-\epsilon_w} f_{2,t+1} f_{2,t} \] (41)

### 3.2 Firms

As in the simpler model, production is broken into two sectors, with a representative final goods producer and a continuum of intermediate producers indexed by \(j \in [0, 1]\). The final goods sector is identical to the simpler model, generating the same downward-sloping demand for each variety of intermediate good, (5), and the price index, (6).

The production function for the producer of variety \(j\) is given by:

\[Y_t(j) = \max \left\{ A_t \hat{K}_t(j)^\alpha N_t(j)^{1-\alpha} - F, 0 \right\}, \quad 0 < \alpha < 1 \] (42)

This production function differs from the simpler model along three dimensions: (i) capital services, \(\hat{K}_t\), or the product of physical capital and utilization, is a factor of production; (ii) there are diminishing returns in labor; and (iii) there is a fixed cost to production, \(F\). \(A_t\) is again an exogenous productivity shock common to all firms. These firms are price-takers in the markets for labor and capital services. Cost-minimization implies that all firms have the same real marginal cost and hire capital services and labor in the same ratio:

\[mc_t = \frac{w_t^{1-\alpha} \hat{R}_t^\alpha}{A_t} (1 - \alpha)^{\alpha-1} \alpha^{-\alpha} \] (43)

\[\frac{\hat{K}_t}{N_t} = \frac{\alpha}{1 - \alpha} \frac{w_t}{\hat{R}_t} \] (44)

Firms are not freely able to adjust their price in each period in exactly the same way as in the simpler model. The pricing problem and optimal decision rules are identical to that setup, given by equations (9)-(12) from the previous section.
3.3 Policy

We assume that monetary policy is characterized by the same Taylor rule as in the previous section, (13). Different from the simpler model, we allow for a more general treatment of fiscal finance. The government budget constraint is:

\[
G_t + i_{t-1} \frac{B_{g,t-1}}{P_t} = \tau_c^t C_t + \int_0^1 \tau_i^u w_i(h) N_t(h) dh + \tau_i^K R_t \tilde{K}_t + T_t + \frac{B_{g,t}}{P_t} - \frac{B_{g,t-1}}{P_t}
\]

(45)

\(B_{g,t-1}\) is the stock of nominal debt with which the government enters period \(t\). We define \(b_{g,t} = \frac{B_{g,t}}{P_t}\) as real debt. Government expenditure plus interest payments on outstanding debt must equal tax collections plus issuance of new debt. The tax instruments follow AR(1) processes with a non-negative response to the deviation of real government debt from an exogenous long run target level, \(b_g^*\). We assume that there are no exogenous shocks to the tax rates. Some or all of the tax instruments must react sufficiently to debt so as to satisfy a condition that the path of government debt be non-explosive:

\[
\tau_c^t = (1 - \rho_c)\tau_c^t + \rho_c \tau_c^{t-1} + (1 - \rho_c)\gamma_c(b_{g,t-1} - b_g^*)
\]

(46)

\[
\tau_n^t = (1 - \rho_n)\tau_n^t + \rho_n \tau_n^{t-1} + (1 - \rho_n)\gamma_n(b_{g,t-1} - b_g^*)
\]

(47)

\[
\tau_k^t = (1 - \rho_k)\tau_k^t + \rho_k \tau_k^{t-1} + (1 - \rho_k)\gamma_k(b_{g,t-1} - b_g^*)
\]

(48)

\[
T_t = (1 - \rho_T)T + \rho_T T_{t-1} + (1 - \rho_T)\gamma_T(b_{g,t-1} - b_g^*)
\]

(49)

\(\tau_c^t, \tau_n^t, \tau_k^t,\) and \(T\) are the steady state values of the tax rates. The autoregressive parameters are restricted such that \(0 \leq \rho_l < 1\), for \(l = c, n, k, T\), and the coefficients on lagged debt must be non-negative, \(\gamma_l \geq 0\), for \(l = c, n, k, T\). Government spending is assumed to follow the same stationary AR(1) process in the log as in the simpler model, given by (15).

3.4 Market-Clearing and Equilibrium

Market-clearing requires that households hold all government debt and that firms meet demand at their prices. These conditions give rise to a standard aggregate resource constraint and production function:

\[
Y_t = C_t + I_t + G_t
\]

(50)

\[
Y_t = \frac{A_t \tilde{K}_t^\alpha N_t^{1-\alpha}}{v_t^p}
\]

(51)

\(^5\)It is common to model the cost of capital utilization as a resource cost, for example as in Christiano, Eichenbaum, and Evans (2005), as opposed to faster depreciation as we do here. Earlier versions of this paper used the resource cost specification and our results concerning state-dependence are similar. The advantage of this specification, aside from being more consistent with the NIPA accounts, is that the output multiplier cannot exceed unity if the sum of consumption and investment does not rise after an increase in government spending, which is not true when utilization appears in the aggregate resource constraint.
In the production function $v_t^p$ is a measure of price dispersion which potentially drives a wedge between aggregate factor supply and factors used in production by firms. It is given by the same process as in the simpler model of Section 2, (18). The expression for the evolution of aggregate inflation is also the same as in the simpler model, given by (19). $\hat{K}_t$ is the aggregate supply of capital services and is given by:

$$ \hat{K}_t = u_t K_t $$

(52)

Using properties of Calvo wage-setting, the real wage index can be written:

$$ w_t^{1-\epsilon_w} = (1 - \theta_w) w_t^{\#} (1-\epsilon_w) + \theta_w \left( \frac{(1 + \pi_{t-1})^{\gamma_w}}{1 + \pi_t} w_{t-1} \right)^{1-\epsilon_w} $$

(53)

Given the demand curve for each variety of labor and the real wage index, the integral in the government budget constraint can be eliminated, leaving:

$$ G_t + i_{t-1} b_{g,t-1} (1 + \pi_t)^{-1} = \tau_c t C_t + \tau_n^t w_t N_t + \tau_k^t R_t \hat{K}_t + T_t + b_{g,t} - b_{g,t-1} (1 + \pi_t)^{-1} $$

(54)

We assume that process for exogenous productivity is the same as in the simpler model, (20). We assume that the investment shock, $Z_t$, and the two preference shocks, $\nu_t$ and $\xi_t$, all follow stationary mean zero AR(1) processes in the log:

$$ \ln Z_t = \rho_z \ln Z_{t-1} + s_z e_{z,t}, \quad 0 \leq \rho_z < 1 $$

(55)

$$ \ln \nu_t = \rho_\nu \ln \nu_{t-1} + s_\nu e_{\nu,t}, \quad 0 \leq \rho_\nu < 1 $$

(56)

$$ \ln \xi_t = \rho_\xi \ln \xi_{t-1} + s_\xi e_{\xi,t}, \quad 0 \leq \rho_\xi < 1 $$

(57)

In total, the model has six stochastic shocks – shocks to productivity; the marginal efficiency of investment; an intertemporal preference shock, $\nu_t$; an intratemporal labor supply shock, $\xi_t$; a monetary policy shock, and the government spending shock. Given initial values of the endogenous state variables, equations (10)-(13), (15), (18)-(20), (29), (34)-(41), (43)-(44), (46)-(52), and (53)-(57), along with the usual transversality conditions, determine the values of $\{C_t, I_t, u_t, K_t, G_t, \nu_t, \xi_t, \tau_c^t, \tau_n^t, \tau_k^t, R_t, i_t, \pi_t, \lambda_t, \mu_t, v_t^#, v_t^\#, w_t, N_t, f_{1,t}, f_{2,t}, m_{ct}, \hat{K}_t, \pi^#, x_{1,t}, x_{2,t}, T_t, b_{g,t}, Y_t, v^p_t, Z_t, A_t\}$.

3.5 Estimation

Our approach is to first calibrate a number of parameters that are closely tied to long run moments of the data. We then estimate the remaining parameters via Bayesian maximum likelihood.

As a benchmark, we assume that all distortionary taxes are constant at zero, which implies that the exact mix between lump sum tax and bond finance is irrelevant. We can thus ignore the parameters governing the tax processes altogether, and do not need to specify the steady state.
level of government debt.\textsuperscript{6} While this is undoubtedly unrealistic, it is fairly common to ignore distortionary tax rates in estimation of medium scale DSGE models. We will consider robustness to different financing regimes below.

Other calibrated parameters include \(\{\beta, \alpha, \delta_0, \delta_1, \delta_2, \epsilon_p, \epsilon_w, \psi, \pi^*, F, G^*\}\). These values are shown in Table 1. We set \(\beta = 0.995\) and \(\alpha = 1/3\). The elasticity of substitution among goods and labor are set to \(\epsilon_p = \epsilon_w = 11\), which implies steady state price and wage markups of 10 percent. We set \(\delta_0 = 0.025\) and then pick \(\delta_1\) so as to normalize steady state utilization to unity. We set \(\delta_2 = 0.01\), which implies that utilization is highly volatile and is consistent with a number of other studies. The scaling parameter on the disutility of labor is set to \(\psi = 6\), which implies steady state labor hours between 0.3 and 0.5 for plausible values of other parameters; to a first order approximation, this parameter is irrelevant for dynamics and only serves to scale variables. We assume zero trend inflation; alternatively, we could have assumed complete wage and price indexation to a non-zero level of trend inflation. The fixed cost, \(F\), is set so that profits are zero in steady state. The steady state value of government spending is chosen so that the steady state ratio of government spending to output is 0.20. Because utility from government spending is additively separable, the parameter \(\varphi\) is irrelevant for equilibrium dynamics and need not be specified for the estimation.

The remaining parameters are estimated using Bayesian maximum likelihood.\textsuperscript{7} The observable variables in our estimation are the quarterly growth rates of output, consumption, and hours worked per capita, as well as the levels of the inflation rate, the nominal interest rate, and the government-spending output ratio. Nominal output is defined as the headline NIPA number, nominal consumption is constructed as the the sum of non-durables and services consumption, and nominal government spending is measured as government consumption expenditures and gross investment. We use the GDP implicit price deflator to transform the nominal series into real, and also divide by the civilian non-institutionalized population aged sixteen and over to put them in per capita terms. The inflation rate is defined as the log first difference of the GDP deflator. The hours series is total hours worked in the non-farm business sector expressed in per capita units. The interest rate is measured by the three month Treasury Bill rate. The sample period is 1984q1-2008q3. The beginning date is chosen because of the sharp break in volatility in the early 1980s associated with the “Great Moderation” while the end date is chosen so as to exclude the zero lower bound period.

The prior and posterior distributions of the estimated parameters are shown in Table 2. Overall the estimated parameters seem quite reasonable and are generally in line with the existing literature.

\textsuperscript{6}Without distortionary taxes it is without loss of generality to set \(T_t = G_t\), so that none of the parameters of the lump sum tax processes need be given values.

\textsuperscript{7}We should be clear that the parameters of the model are estimated by solving the model via a first order approximation and then using the Kalman filter to form the likelihood function. We then later use the estimates of this model and solve the model via higher order perturbation to study state-dependence. Ideally the parameter estimates would be obtained from a higher order solution as well, but given the large number of state variables in the model this is computationally challenging. For the comparable parameters, estimates from non-linear solutions of models similar to ours are nevertheless in-line with what we obtain; see, for example, Andreasen, Fernandez-Villaverde, and Rubio-Ramirez (2014). Our objective in this paper is not to produce parameter estimates for a non-linear DSGE model, but rather to examine the implications of a non-linear solution with standard parameter values to study the state-dependence of the output and welfare multipliers.
The estimated model generates second moments that are close to their empirical counterparts. In terms of accounting for business cycle dynamics, the shock to the marginal efficiency of investment is the most important shock, accounting for 55 percent of the unconditional variance of output growth. This is in line with Justiniano, Primiceri, and Tambalotti (2010). The productivity shock is much less important, accounting for a little less than 10 percent of the variance of output growth. The labor supply preference shock explains about 25 percent of the variance of output growth. The intertemporal preference and government spending shocks each account for roughly 5 percent of the variance of output growth. The monetary policy shock accounts for only 1 percent of the unconditional variance of output growth.

4 Quantitative Analysis

In this section we conduct quantitative analysis on the estimated model. We compute output and welfare multipliers at different points in the state space and analyze how they vary across the business cycle. We also consider the effects of an interest rate peg (meant to capture the effects of the zero lower bound) as well as different means of government finance.

To compute the welfare multiplier we must first specify a measure of aggregate welfare. Unlike the representative household model in Section 2, this is not completely innocuous because of the heterogeneity among households due to staggered wage-setting. We define welfare at time $t$ for a particular household, $V_t(h)$, as the present discounted value of flow utility given optimizing behavior. This can be written recursively:

$$V_t(h) = \nu_t \left[ \ln(C_t - bC_{t-1}) - \psi_t \frac{N_t(h)}{1 + \chi} + \xi G_t \right] + \beta E_t V_{t+1}(h) \quad (58)$$

We define aggregate welfare, $\mathbb{W}_t$, as the sum of welfare of across agents, i.e. $\mathbb{W}_t = \int_0^1 V_t(h) dh$. This can be written in terms of aggregate variables:

$$\mathbb{W}_t = \nu_t \left[ \ln(C_t - bC_{t-1}) - \psi_t v^w_t \frac{\bar{N}_t}{1 + \chi} + \xi G_t \right] + \beta E_t \mathbb{W}_{t+1} \quad (59)$$

In this expression $v^w_t$ is a measure of wage dispersion. It can be written:

$$v^w_t = (1 - \theta_w) \left( \frac{w^#_t}{w_t} \right)^{-\epsilon_w(1+\chi)} + \theta_w \left( \frac{w_{t-1}}{w_t} \frac{(1 + \pi_{t-1})^{\epsilon_w}}{1 + \pi_t} \right)^{-\epsilon_w(1+\chi)} v^w_{t-1} \quad (60)$$

When solving the model, we simply include (59) and (60) as equilibrium conditions and analyze how $\mathbb{W}_t$ reacts to changes in government spending.

Given the calibrated and estimated parameters from the previous section (we use the mode of the posterior distribution), we solve the model using either a second or third order approximation about the non-stochastic steady state. In a higher order approximation impulse response functions to shocks will depend on the initial value of the state vector, $s_{t-1}$. We compute impulse responses of
output and aggregate welfare to a government spending shock at different points in the state space via simulation. The initial states from which the impulse responses are computed are either the non-stochastic steady state (which can be solved for analytically) or are produced via simulating states using the policy functions. Formally, the impulse response function of a vector of endogenous variables $x_t$ to shock $m$ is

$$\text{IRF}_m(h) = \{E_x x_{t+h} - E_{x_{t-1}} x_{t+h} \mid s_{t-1}, \hat{e}_{m,t} = e_{m,t} + s_m\},$$

where $h \geq 0$ is the forecast horizon. Numerically, we compute the impulse responses as follows. Given an initial value of the state, $s_{t-1}$, we compute two sets of simulations of the endogenous variables using the same draws of shocks. In one simulation we add $s_m$ to the realization of shock $m$ in period $t$. We compute the simulations out to a forecast horizon of $H$, which we set to 20. We repeat this process $T$ times, average over the realized values of the endogenous variables at forecast horizons up to $H$, and take the difference between the average simulations with and without the extra $s_m$ shock in period $t$. We use a value of $T = 150$.

The output multiplier, $\frac{\Delta Y_t}{\Delta G_t}$, is defined as the change in output for a one unit change in government spending. We compute the multiplier by taking the ratio of the impulse response of output on impact to the impact response of government spending to a spending shock (“impact” meaning $h = 0$). For most specifications of the model, the impact response of output corresponds to the largest response to a spending shock at any forecast horizon. The welfare multiplier is defined as $\frac{\Delta W_t}{\Delta G_t}$. We compute the welfare multiplier as the impact response of aggregate welfare to the impact response of government spending to a spending shock. To make the units of the welfare multiplier interpretable and comparable to the output multiplier, we divide this by the steady state marginal utility of consumption. This gives the welfare multiplier the interpretation as the units of steady state consumption households would have to be given in one period to produce an equivalent change in welfare as the spending shock.

The parameter $\varphi$, which scales the utility households receive from government spending, is irrelevant for equilibrium output dynamics but is critical in terms of scaling the magnitude of the welfare multiplier. Since there is no way to identify the value of this parameter, we choose its value

---

---

8 We experimented with varying the size of the government spending shock to values different than one standard deviation and get similar results in all specifications. This is consistent with the analysis in Christiano, Eichenbaum, and Rebelo (2011) who study the size of the multiplier when the interest rate is constant for a fixed number of periods and find that the multiplier is roughly invariant to the size of the government spending shock. This is similar to the experiment we run later to simulate the effects of the zero lower bound, and our results are consistent with theirs. Fernandez-Villaverde, et al (2015) find that the multiplier is smaller the bigger is the government spending shock. We surmise that this result obtains because the expected duration of a zero lower bound episode is decreasing in the size of the government spending shock. In Christiano, Eichenbaum, and Rebelo’s (2011) analysis of the zero lower bound, as in ours to follow, we assume that the expected duration of a period of passive monetary policy is invariant to the government spending shock.

9 An alternative would be to divide by the marginal utility of consumption at a particular point in the state space. We have done this and our results are similar. Our preference for using the steady state marginal utility of consumption is because the ultimate object of interest is $\frac{\Delta W_t}{\Delta G_t}$. The division by marginal utility of consumption is just to re-scale the multiplier and give it more interpretable units, and it makes the most sense to re-scale by a fixed factor (steady state marginal utility) as opposed to a time-varying factor (marginal utility in a particular state). Another alternative would be to multiply the welfare multiplier by $1 - \beta$, which would give it the interpretation as the units of consumption the household would have to be given in every period going forward – not just one period – to produce an equivalent change in welfare as resulting from the increase in government spending. This would not affect any qualitative conclusions but would affect the volatility of the welfare multiplier.
so as to normalize the welfare multiplier evaluated in the steady state to zero. In this way we can think of government spending as being optimal in the steady state in the sense that a small change in government spending has no effect on welfare. This normalization does not affect any of our results concerning the movements in the welfare multiplier across different states.

4.1 Baseline Results

Table 3 shows output and welfare multipliers in three different states. We show these numbers for both a second order and third order approximation. The rows labeled “Steady State” show multipliers when the economy initially sits in the non-stochastic steady state. The rows labeled “Recession” and “Expansion” show multipliers in “typical” recessions and expansions. To generate these states we simulate 10,000 periods and average over realizations of the state when output is in its lower and upper 20th percentiles, respectively. We then compute multipliers starting from these average realizations of the state.

In the non-stochastic steady state the output multiplier is 0.91 and the welfare multiplier is, by construction, 0. In a typical recession the output multiplier is slightly higher than 0.91 and it is slightly lower than 0.91 in a typical expansion, suggesting that the output multiplier is countercyclical. Nevertheless, the differences in the output multiplier across states are very small. In contrast, the welfare multiplier is negative in a typical recession and positive in a typical expansion (-0.14 in a typical recession and 0.17 in a typical expansion under a second order approximation). This is suggestive that the welfare multiplier is procyclical and significantly more volatile than the output multiplier. There is little important difference in the values of either the output or welfare multipliers across second or third order approximations.

Table 4 shows some statistics on the output and welfare multipliers from a simulation. For this exercise we simulate 10,000 periods starting from the non-stochastic steady state. At each point in the simulated state space we compute the output and welfare multipliers. For the purposes of generating these statistics the first 100 periods of the simulation are dropped so as to limit the impact of the initial state. We again conduct this exercise for both a second and third order approximation.

We focus first on the results from the second order approximation. The mean output multiplier across simulations is 0.91, very close to its value evaluated in the steady state. The output multiplier is close to constant – its standard deviation is 0.0037, with a minimum value of 0.89 and a maximum value of 0.93. The average welfare multiplier is -0.015, slightly below its steady state value. It is two orders of magnitude more volatile than the output multiplier, with a standard deviation of 0.30, a minimum value of about -1, and a maximum of about 1. The output multiplier is countercyclical – its correlation with the simulated level of output is -0.4. The welfare multiplier, in contrast, is procyclical, with a correlation with output of about 0.4. The two multipliers are negatively correlated with each other (correlation of -0.3).

The results using a third order approximation are qualitatively similar to those from a second order approximation. Both multipliers are slightly more volatile under a third order approximation,
though the differences are not large. The cyclicalities of the multipliers are virtually identical to the second order approximation. The distribution of both multipliers is slightly skewed to the left under the third order approximation, with the minimum and maximum values of both multipliers smaller relative to the second order approximation. In particular, the skewness coefficients of the output and welfare multipliers in the third order approximation are -0.45 and -0.35, respectively, whereas the skewness coefficients in the second order approximation are both approximately zero.

Figure 1 plots the simulated values of the output and welfare multiplier over the first 1000 periods of the simulation used to generate the statistics in Table 4. The gray shaded regions are “recessions” defined to be periods when output is in its bottom 20th percentile. Focusing on the axis scaling it is clear that the output multiplier moves very little while the welfare multiplier is quite volatile. During most of the periods identified as recessions the output multiplier is high and tends to rise. In contrast, the welfare multiplier tends to be low in recessions.

Interestingly, the elasticity of output with respect to government spending, $\frac{d \ln Y_t}{d \ln G_t}$, is quite volatile and countercyclical across states, much more so than the output multiplier, $\frac{d Y_t}{d G_t}$. Ramey and Zubairy (2014) note that empirical work on state-dependent multipliers often computes elasticities and converts them to multiplier form by post-multiplying by the average ratio of output to government spending. They argue that this approach is likely to overstate the movements in the multiplier across states. This is because $\frac{Y_t}{G_t}$ is countercyclical, so post-multiplying by the average ratio biases the output multiplier up in a recession and down in an expansion. Our analysis confirms that this criticism is likely to be quantitatively important. In particular, if we were to compute multipliers by converting elasticities using the average output-spending ratio, the output multiplier would range between about 0.8 and 1.1 across states, when in fact the actual multiplier is close to constant.

Even though the medium scale DSGE model is markedly more complicated than the simple NK model, we can nevertheless tie the quantitative results concerning the state-dependence of the output and welfare multipliers back to the intuition developed in Section 2. Although the model features significant time-varying distortions resulting from monopoly power and price and wage stickiness, the basic intuition from a simple efficient allocation seems to carry over, with the welfare multiplier procyclical. The fact that the output multiplier is close to constant suggests that there is not much loss from using a first order approximation to study the output effects of government spending shocks. The welfare multiplier, in contrast, is quite volatile. The fact that it is procyclical suggests that there is not a strong case to be made for countercyclical government spending in the context of this model.

To further investigate the state-dependence in the model, we next consider the effects of different shocks in driving our results. For these exercises we generate states conditioning on particular shocks. For example, consider the neutral productivity shock. We set the variances of the invest-

---

10We should be clear that the expressions for the output and welfare multiplier derived in Section 2 would not be identical in this model due to the presence of capital, wage rigidity, habit formation, and variable utilization. One can derive expressions that highlight the same forces in the medium scale model, but they are substantially more complicated and not as straightforward to use for intuition. The Appendix to this paper derives these expressions in the medium scale model.
ment, labor supply, intertemporal preference, and monetary shocks to zero, keep the variance of the government spending shock at its estimated value, and solve for the standard deviation of the productivity shock to generate the same volatility of the level of output as in the baseline estimated model. All other parameters are held fixed at their calibrated or estimated values. We then generate 10,000 periods of artificial data from the model with the altered shock variances, and compute the output and welfare multipliers at each point in the simulated state space. We do this for each of the five shocks other than government spending. Results are summarized in Table 5.

In terms of movements across states, there is not much difference conditional on different shocks for either multiplier. The output multiplier is close to constant and the welfare multiplier is quite volatile. Though the differences relative to our baseline analysis are small, the output multiplier differs most across states conditional on the investment and intertemporal preference shocks (standard deviations of 0.0052 and 0.0065, compared to 0.0037 in the baseline), while the welfare multiplier is most volatile conditional on the intertemporal preference shock (standard deviation of 0.4049, compared to 0.3044 in the baseline). The output multiplier is countercyclical conditional on all shocks, though it is most negatively correlated with simulated output conditional on the productivity shock.

The most interesting difference evident in Table 5 relative to our baseline analysis is the cyclical-ity of the welfare multiplier conditional on different shocks. The welfare multiplier is most strongly procyclical conditional on the productivity and labor supply shocks, is mildly procyclical conditional on the investment shock, and is countercyclical conditional on the preference and monetary shocks. This finding accords with the intuition from the simpler version of the model discussed in Section 2 that the welfare multiplier ought to be most procyclical conditional on “supply shocks” and less procyclical conditional on “demand shocks” (the investment, intertemporal preference, and monetary shocks are “demand shocks” in that they are associated with output and inflation moving in the same direction). The reason that we estimate the welfare multiplier to be procyclical with all shocks is that the preference and monetary shocks are not estimated to be particularly important driving forces for output. The most important shock for the dynamics of output is the investment shock, and while this does move output and inflation in the same direction, the welfare multiplier is still mildly procyclical conditional on this shock. While countercyclical government spending is not desirable in the model in an average sense, these results nevertheless do suggest that there may be particular episodes when output is low due to adverse demand conditions where countercyclical government spending may be beneficial from the perspective of social welfare. This is true in spite of the fact that the output multiplier is less than unity in all states in our simulations here.

4.2 Interest Rate Peg

In our baseline analysis we assume that monetary policy is conducted via a conventional Taylor rule. Much of the renewed interest in fiscal policy has been driven by the recent period of very low interest rates and the recognition that fiscal policy may be substantially more effective when monetary policy is in a passive regime.
In this section we analyze the effects of passive monetary policy for the state-dependence of the output and welfare multipliers. In particular, we simulate the effects of a passive monetary regime, such as would be the case at the zero lower bound, by assuming that the nominal interest rate is, in expectation, pegged at a fixed value for a number of periods, after which time it reverts to a conventional Taylor rule. Formally, such a policy is characterized by:

\[
E_{t \mid t+h} = \begin{cases} 
  \frac{i_{t-1}}{(1 - \rho_i)(1 - \rho_y)} + \rho_i i_{t+h-1} + (1 - \rho_i)(\phi_e(\pi_{t+h} - \pi^*) + \phi_g(\ln Y_{t+h} - \ln Y_{t+h-1})) + s_{i,t+h} & \text{if } h < H \\
  \frac{i_{t-1}^*}{(1 - \rho_i)(1 - \rho_y)} + \rho_i i_{t+h-1}^* + (1 - \rho_i)(\phi_e(\pi_{t+h}^* - \pi^*) + \phi_g(\ln Y_{t+h} - \ln Y_{t+h-1})) + s_{i,t+h} & \text{if } h \geq H
\end{cases}
\]  

(61)

In this specification \( H \geq 0 \) is the length of the peg; \( H = 0 \) corresponds to the case of the normal Taylor rule. We assume that the length of the interest rate peg is exogenous and known by all agents. This approach for simulating the effects of the zero lower bound on interest rates involves augmenting the Taylor rule with anticipated future shocks, and solving for the values of the anticipated shocks which keep the interest rate constant for the desired number of periods. The details of this approach are outlined in Laseen and Svensson (2011). An advantage of this approach is that it allows us to examine the consequences of passive monetary policy in general, not just passivity induced because of a binding zero lower bound constraint. A potential drawback is that this approach does not allow for the endogenous evolution of the duration of a period of passive monetary policy in response to a change in government spending, nor does it permit the behavior of households and firms to be affected by the possibility of a binding zero lower bound occurring in the near future. The approach is computationally appealing, however, as it is straightforward to augment the policy rule with anticipated shocks while still employing perturbation methods to solve the model.

For the sake of brevity we focus on peg lengths of four and eight quarters. While this may seem short compared to the actual duration of the period of low interest rates recently experienced in the US, what matters is how long the interest rate peg is expected to last, not how long it lasts ex-post. For these exercises we solve the model using a second order approximation. Since an interest rate peg can be understood as a temporary deviation from normal monetary policy, we do not pick \( \varphi \) to set the welfare multiplier to zero when the economy sits in steady state but the interest rate is pegged; rather, \( \varphi \) is chosen so that the welfare multiplier equals zero in steady state when policy is conducted according to the estimated Taylor rule. We simulate data from the model characterized by the Taylor rule and at each point in the state space compute the output and welfare multipliers under an interest rate peg.\(^{11}\) Table 6 presents statistics from these simulations.

Under both the four and eight quarter peg, the steady state output multiplier is higher than under the conventional Taylor rule. The difference is much more marked for the eight quarter peg, with a steady state output multiplier of 1.20 (as opposed to 0.91 under a Taylor rule and

\(^{11}\)This is a subtle but important point worth reemphasizing. The model economy is much more volatile under an interest rate peg than when policy follows the Taylor rule. If we simulated states from the model where policy follows a peg the distribution of states would be much wider, which would tend to inflate the volatility across states in the multipliers. For the exercises in this section we use exactly the same states as we do in our baseline exercises, with the only difference being the deterministic peg on interest rates.
0.98 under a four quarter peg). In terms of the intuition from the stripped down version of the model, the higher output multiplier obtains because an increase in government spending has a much bigger effect on real marginal cost when the nominal interest rate is fixed. The higher output multipliers in steady state under an interest rate peg translate into larger steady state welfare multipliers. Recalling that $\varphi$ is fixed so that the welfare multiplier is zero under a Taylor rule, a larger output multiplier results in a larger welfare multiplier via the “Inefficiency” term in (24) – since the economy is distorted on average, a higher output multiplier because of passive monetary policy makes government spending relatively more attractive, other things being equal.

A key result in Table 6 is that both the output and welfare multipliers tend to be more volatile across states under an interest rate peg than when policy is governed by the Taylor rule. Under an eight quarter peg, for example, the standard deviation of the output multiplier is 0.024 (compared to 0.004 under a Taylor rule), while the volatility of the welfare multiplier is 0.787 (compared to 0.304 under the Taylor rule). The output multiplier ranges from a minimum of 1.1 to a maximum of 1.3 under an eight quarter peg. Interestingly, the output multiplier is mildly procyclical (compared to countercyclical under the Taylor rule) for both the four and eight quarter pegs. The procyclicality of the output multiplier is larger for the eight quarter peg than the four quarter peg. The welfare multiplier remains mildly procyclical under a four quarter peg, with a correlation with simulated output of 0.14. Under an eight quarter peg the welfare multiplier turns countercyclical, with a correlation with simulated output of -0.32. That the welfare multiplier is less procyclical than under the Taylor rule makes sense in light of the analytic expression for the welfare multiplier in the simpler NK model – a larger average output multiplier means that the “Inefficiency” term in the welfare multiplier expression is stronger, which counteracts the procyclicality of the welfare multiplier induced by the “Efficiency” term. Since the output multiplier is larger the longer is the duration of the interest rate peg, it makes sense that the welfare multiplier is less procyclical (or even countercyclical) the longer is the peg.

The simulation results in Table 6 calculate output and welfare multipliers under an interest rate peg at many different states, most of which feature a positive nominal interest rate far away from zero. One might wonder how, if at all, our results would change if we restricted attention to low interest rate states where the zero lower bound is likely to be binding. Table 7 restricts attention to states where the simulated interest rate is negative, and computes output and welfare multipliers assuming four and eight quarter interest rate pegs. About nine percent of the simulated states in our baseline analysis feature a negative nominal rate; this frequency would be significantly lower, and more in line with the observed frequency of zero interest rates, if we had assumed positive trend inflation. There is little important difference between the results in Table 7 (states where the zero lower bound would be binding) versus those in Table 6 (all states). In particular, the means and volatilities of both multipliers are similar. The correlations of the welfare multiplier with output

\[12\] The average values of the multiplier under these different peg lengths are somewhat smaller than what often obtains in versions of the model without capital but are very similar to the estimates from the multiplier at the zero lower bound in the medium scale model of Christiano, Eichenbaum, and Rebelo (2011). In particular they find that the multiplier under a four quarter interest rate peg is similar to the Taylor rule multiplier (about 0.9) and that the multiplier under an eight quarter interest rate peg is about 1.2, just as in our model.
are closer to zero for both the four and eight quarter peg than when focusing on all states. The correlations of the output multiplier with simulated output are very similar to the case focusing on all states.

There are a couple of key take-aways from these exercises under an interest rate peg. First, there is substantially more state-dependence in both the output and welfare multipliers than when policy is governed by a Taylor rule, particularly in the case of an eight quarter peg. This suggests that linear approximations may be inadequate for studying the effects of government spending shocks on output at the zero lower bound, which does not seem to be the case when policy is governed by the Taylor rule. Second, the welfare multiplier is higher under an interest rate peg, and is higher the longer is the duration of the peg. This is consistent with the analytical intuition presented in Section 2. This means that countercyclical government spending may be desirable if monetary policy is sufficiently passive, which is different than our results under a Taylor rule where the welfare multiplier is robustly procyclical.

4.3 Government Financing

In our baseline analysis we assume that all government finance is from lump sum taxes. This facilitates comparison with the literature and in some sense gives government spending shocks their “best chance” to stimulate both output and welfare, but is empirically unrealistic. In this section we consider robustness to different forms of government finance. We revert to assuming that monetary policy is characterized by the estimated Taylor rule.

We consider five different financing regimes, with results shown in Table 8. The different financing regimes are labeled (i)-(v) and are shown in rows. In all of these specifications the steady state values of the distortionary tax rates are set to $\tau^n = 0.20$, $\tau^c = 0.05$, and $\tau^k = 0.10$. We fix the steady state government debt to GDP ratio at 0.5. The steady state value of lump sum taxes is then chosen to make the government budget constraint hold in steady state. In (i) we assume that the distortionary tax rates are fixed at their steady state values, with variable financing coming from lump sum taxes, with $\gamma_T = 0.1$ and $\rho_T = 0$. In the remainder of the specifications we assume that lump sum taxes are fixed, with $\gamma_T = 0$. Specification (ii) assumes that all three tax rates react to deviations of debt from steady state quickly, with $\gamma_l = 0.1$ and $\rho_l = 0$ for $l = n, c, k$. In (iii) the coefficients on debt are the same, but tax rates react more gradually to deviations of debt from steady state, with $\rho_l = 0$ for $l = n, c, k$. Specifications (iv) and (v) assume that only the labor income tax reacts to debt, with $\gamma_c = \gamma_k = 0$. In (iv) labor income taxes react quickly, with $\gamma_n = 0.1$ and $\rho_n = 0$. In (v) the response is more gradual, with $\rho_n = 0.9$. The table is structured similarly to Table 4, with statistics based on 10,000 periods simulated from the model. For each different specification the value of $\phi$ is chosen to normalize the welfare multiplier to zero in steady state.

Row (i) of Table 8 considers the case where steady state distortionary taxes are positive but these tax rates are fixed, with all other variable finance coming from lump sum taxes. Unsurprisingly this

---

13 If all variable government finance is from lump sum taxes, then the timing of lump sum taxes is irrelevant, and it is therefore without loss of generality to assume that $\rho_T = 0$. 

---
makes little difference relative to our baseline case. The only small differences are that the welfare multiplier is slightly less volatile and a little more procyclical. Overall, though, the presence of fixed distortionary taxes has very little effect on any of the results.

There are more substantial differences relative to our baseline exercise when lump sum taxes are unavailable and variable finance comes through changes in distortionary tax rates. There are several interesting results to highlight. First, the average output multipliers tend to be lower when distortionary taxes adjust to finance government deficits. This is intuitive since increases in any of the three tax rates have a depressing effect on private spending. Interestingly, the output multipliers are smaller when the increase in taxes is more delayed, as in specifications (iii) and (v). Second, there is substantially more state-dependence in both the output and welfare multipliers when distortionary taxes adjust. In particular, the volatility of the output multiplier is between two and three times as big in these specifications relative to our baseline exercise, and the output multiplier varies by as much as 0.1 across states (relative to about 0.03 in our baseline). The welfare multiplier is also substantially more volatile. Third, the output multiplier is countercyclical and the welfare multiplier is procyclical, just as in our baseline exercises. The presence of distortionary tax finance only serves to strengthen these cyclicalities – in all of these specifications, the output multiplier is more countercyclical, and the welfare multiplier more procyclical, relative to the baseline. The heightened procyclicality of the welfare multiplier is quite intuitive. In all specifications where distortionary tax rates react to finance government expenditure, the output multiplier is smaller relative to the case where lump sum taxes are used. The smaller output multiplier makes the “Inefficiency” term in the welfare multiplier expression weaker, thereby resulting in a more procyclical welfare multiplier.

4.4 Parameters

We also consider the robustness of our results to a few select parameters. Results are shown in Table 9. Rows indicate parameters whose values are different than our baseline exercise. All other non-listed parameters are fixed at their baseline calibrated or estimated values. Government finance is through lump sum taxes and monetary policy follows the estimated Taylor rule. In all specifications the parameter \( \phi \) is chosen so that the welfare multiplier equals zero evaluated in steady state. The model is solved via a second order approximation. All numbers in the Table represent statistics generated via a 10,000 period simulation of the model, discarding the first 100 observations.

The first row considers the case where prices and wages are both flexible, i.e. \( \theta_p = \theta_w = 0 \). This results in a lower steady state value of the output multiplier than in our baseline exercise (0.88 here vs. 0.91 in the baseline). The lower value of the output multiplier is to be expected based on the intuition from the analytic expression for the output multiplier in Section 2. When prices and wages are flexible, real marginal cost is fixed, which unambiguously results in a lower output multiplier. Interestingly, the output multiplier is about twice as volatile with flexible prices and wages relative to the baseline case, and is also slightly more countercyclical, though it still varies little across states in an absolute sense. The welfare multiplier is about as volatile with flexible
prices and wages as in the baseline case. It is more procyclical here, however. This makes sense in light of the analytic expression for the welfare multiplier. When prices and wages are flexible, the overall level of distortion in the economy is not time-varying, which weakens the effect of the “Inefficiency” term in the analytic expression for the welfare multiplier.

The next row considers the case in which there is no variable capital utilization, which occurs when the parameter $\delta_2 \to \infty$ (in practice we set this parameter equal to 1000). Given that variable utilization is a significant source of amplification, it is unsurprising that the output multiplier is lower in this specification than in our baseline (steady state multiplier of 0.86 as opposed 0.91). It is, however, slightly more volatile across states than in our baseline exercise, but is a little less countercyclical. The output multiplier is nevertheless still close to constant. The welfare multiplier is also slightly more volatile with no variable utilization, and is again procyclical, with a correlation with simulated output of 0.64. This correlation is substantially higher than in our baseline. The intuition for this higher correlation with output is that the lower output multiplier weakens the “Inefficiency” term in the analytic expression for the welfare multiplier derived in Section 2.

The middle row in the table, labeled $\chi = 0.5$, considers the case when labor supply is more elastic (the Frisch labor supply elasticity is the inverse of $\chi$). This has the effect of increasing the output multiplier relative to our benchmark case (0.94 instead of 0.91 evaluated in steady state). The volatility of the output multiplier is slightly lower than in our baseline, though the output multiplier is again approximately constant. The welfare multiplier is roughly as volatile as in our baseline analysis, and remains procyclical.

The next row, labeled $\rho_g \neq 0.8$, considers the case when government spending shocks are less persistent than in the baseline. This results in a higher value of the mean output multiplier (0.95, compared to about 0.91 in the baseline). When government spending shocks are less persistent, the negative wealth effect on consumption is smaller, and so there is less crowding out of private expenditure, resulting in a larger multiplier. With a lower value of $\rho_g$ both the output and welfare multipliers are substantially less volatile than in our baseline exercise. The output multiplier is about as countercyclical, but the welfare multiplier is much less procyclical. The smaller degree of procyclicality in the welfare multiplier is to be expected because of the higher output multiplier in conjunction with the “Inefficiency” term in the analytic approximation for the welfare multiplier from Section 2. Nevertheless, the welfare multiplier remains mildly procyclical, with a correlation coefficient with simulated output of about 0.10.

The final row in Table 9 considers a more aggressive monetary policy, with reaction coefficient on inflation of $\phi_\pi = 4$ (instead of 2.1, as in our baseline). The results from the simulation are in a sense the mirror image of what happens under an interest rate peg, albeit on a much smaller scale. The more active monetary policy rule results in a slightly lower average output multiplier. The volatilities of the output and welfare multipliers are about the same as in our baseline exercise. The output multiplier is mildly countercyclical and the welfare multiplier is procyclical, and the procyclicality of the welfare multiplier is slightly stronger here than in the baseline exercise (correlation with simulated output of 0.48 as opposed to 0.37 in the baseline).
5 Conclusion

The objective of this paper has been to study how the output and welfare effects of changes in government spending vary over the business cycle in a canonical medium scale DSGE model. The output multiplier is countercyclical but moves very little across states when monetary policy is characterized by a Taylor rule. There is substantially more state-dependence in the output multiplier under an interest rate peg. The welfare multiplier is robustly procyclical when monetary policy is characterized by a Taylor rule. This result casts doubt on the desirability of countercyclical government spending as a general policy prescription in the context of the canonical DSGE model we study. There do exist some circumstances in which countercyclical government spending may be optimal. These include recessions driven by negative realizations of certain demand shocks and situations in which the interest rate is pegged at a fixed value for a sufficiently long duration.

We conclude by reiterating the caveat that our results are dependent on the structure of the model. We have not sought to write down a model to deliver particular results, but rather to study the question of how the output and welfare effects of changes in government spending vary across states in a version of a popular model in wide use by academics and central bankers. A different model may yield different results. Our analytic intuition and quantitative results can be of use to researchers interested in developing models to study state-dependence and the normative desirability of countercyclical government spending.
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Table 1: Calibrated Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>0.995</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1/3</td>
</tr>
<tr>
<td>( \delta_0 )</td>
<td>0.025</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>Normalize ( u^* = 1 )</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>0.01</td>
</tr>
<tr>
<td>( \epsilon_p )</td>
<td>11</td>
</tr>
<tr>
<td>( \epsilon_w )</td>
<td>11</td>
</tr>
<tr>
<td>( \psi )</td>
<td>6</td>
</tr>
<tr>
<td>( F )</td>
<td>Normalize ( F^* = 0 )</td>
</tr>
<tr>
<td>( G^* )</td>
<td>Steady State ( G^* \frac{\psi}{\psi} = 0.2 )</td>
</tr>
<tr>
<td>( \pi^* )</td>
<td>0</td>
</tr>
<tr>
<td>( \tau^c ), ( \tau^k ), ( \tau^n )</td>
<td>0</td>
</tr>
<tr>
<td>( \gamma_c ), ( \gamma_k ), ( \gamma_n )</td>
<td>0</td>
</tr>
<tr>
<td>( \rho_c ), ( \rho_k ), ( \rho_n )</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: This table shows the values of calibrated parameters. The rational for these values is described in the text. As a benchmark, we assume that all government finance is lump sum; as such, we set the parameters of the distortionary tax processes (including the steady state values) all to zero. Because the timing of lump sum finance is irrelevant, we assume that \( T_t = G_t \), and therefore do not need to specify values of steady state government debt or the parameters governing the process for lump sum taxes.
### Table 2: Estimated Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dist.</th>
<th>Prior Mean</th>
<th>Prior SD</th>
<th>Prior Mode</th>
<th>Posterior Mean</th>
<th>Posterior SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>Beta</td>
<td>0.50</td>
<td>0.20</td>
<td>0.82</td>
<td>0.82</td>
<td>0.0571</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Gamma</td>
<td>1.00</td>
<td>0.50</td>
<td>1.08</td>
<td>1.07</td>
<td>0.0474</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Gamma</td>
<td>4.00</td>
<td>1.00</td>
<td>5.24</td>
<td>5.77</td>
<td>0.9897</td>
</tr>
<tr>
<td>$\theta_w$</td>
<td>Beta</td>
<td>0.66</td>
<td>0.10</td>
<td>0.50</td>
<td>0.52</td>
<td>0.0861</td>
</tr>
<tr>
<td>$\theta_p$</td>
<td>Beta</td>
<td>0.66</td>
<td>0.10</td>
<td>0.70</td>
<td>0.69</td>
<td>0.0373</td>
</tr>
<tr>
<td>$\zeta_w$</td>
<td>Beta</td>
<td>0.50</td>
<td>0.20</td>
<td>0.28</td>
<td>0.37</td>
<td>0.2027</td>
</tr>
<tr>
<td>$\zeta_p$</td>
<td>Beta</td>
<td>0.50</td>
<td>0.20</td>
<td>0.04</td>
<td>0.07</td>
<td>0.0323</td>
</tr>
<tr>
<td>$\phi_x$</td>
<td>Normal</td>
<td>1.70</td>
<td>0.30</td>
<td>2.09</td>
<td>2.08</td>
<td>0.1904</td>
</tr>
<tr>
<td>$\phi_y$</td>
<td>Normal</td>
<td>0.12</td>
<td>0.05</td>
<td>0.18</td>
<td>0.18</td>
<td>0.0430</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>Beta</td>
<td>0.60</td>
<td>0.10</td>
<td>0.81</td>
<td>0.81</td>
<td>0.0195</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>Beta</td>
<td>0.60</td>
<td>0.10</td>
<td>0.90</td>
<td>0.89</td>
<td>0.0217</td>
</tr>
<tr>
<td>$\rho_z$</td>
<td>Beta</td>
<td>0.60</td>
<td>0.10</td>
<td>0.68</td>
<td>0.65</td>
<td>0.0672</td>
</tr>
<tr>
<td>$\rho_v$</td>
<td>Beta</td>
<td>0.60</td>
<td>0.10</td>
<td>0.64</td>
<td>0.62</td>
<td>0.1255</td>
</tr>
<tr>
<td>$\rho_\xi$</td>
<td>Beta</td>
<td>0.60</td>
<td>0.10</td>
<td>0.80</td>
<td>0.76</td>
<td>0.0639</td>
</tr>
<tr>
<td>$\rho_\eta$</td>
<td>Beta</td>
<td>0.60</td>
<td>0.10</td>
<td>0.94</td>
<td>0.94</td>
<td>0.0129</td>
</tr>
<tr>
<td>$s_i$</td>
<td>Inv. Gamma</td>
<td>0.001</td>
<td>0.010</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0001</td>
</tr>
<tr>
<td>$s_a$</td>
<td>Inv. Gamma</td>
<td>0.005</td>
<td>0.010</td>
<td>0.0048</td>
<td>0.0049</td>
<td>0.0004</td>
</tr>
<tr>
<td>$s_z$</td>
<td>Inv. Gamma</td>
<td>0.005</td>
<td>0.010</td>
<td>0.0480</td>
<td>0.0554</td>
<td>0.0106</td>
</tr>
<tr>
<td>$s_v$</td>
<td>Inv. Gamma</td>
<td>0.001</td>
<td>0.010</td>
<td>0.0237</td>
<td>0.0264</td>
<td>0.0067</td>
</tr>
<tr>
<td>$s_\xi$</td>
<td>Inv. Gamma</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0758</td>
<td>0.0996</td>
<td>0.0320</td>
</tr>
<tr>
<td>$s_\eta$</td>
<td>Inv. Gamma</td>
<td>0.001</td>
<td>0.010</td>
<td>0.0083</td>
<td>0.0084</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

Note: The log-posterior density at the mode is 2563.16. The variables used in the estimation are the growth rates of output, consumption, and labor hours, and the levels of the interest rate, the inflation rate, and the government spending to output ratio. The construction of these series is described in the text. The sample period for the estimation is 1984q1 - 2008q3.

### Table 3: Output and Welfare Multipliers Across the State Space

<table>
<thead>
<tr>
<th></th>
<th>Steady State</th>
<th>Recession</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2nd Order</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9099</td>
<td>0.9129</td>
<td>0.9083</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>0.0000</td>
<td>-0.1593</td>
<td>0.1574</td>
</tr>
<tr>
<td><strong>3rd Order</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9099</td>
<td>0.9120</td>
<td>0.9073</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>0.0000</td>
<td>-0.1358</td>
<td>0.1741</td>
</tr>
</tbody>
</table>

Note: This table shows output and welfare multipliers in three different states: the non-stochastic steady state, the average state in a recession, and the average state in an expansion. The numbers outside of steady state are generated from simulating 10,000 periods (starting from the non-stochastic steady state). We define “recession” and “expansion” to mean the lower and upper 20th percentile of simulated output, average the simulated state vector in recessions and expansions so defined, and compute output and welfare multipliers starting from those averaged state vectors. The panel labeled “2nd Order” solves and simulates the model via a second order approximation, while the panel labeled “3rd Order” solves and simulates the model via a third order approximation. The parameter $\varphi$ is chosen so as to normalize the welfare multiplier to be zero evaluated in the non-stochastic steady state.
### Table 4: Output and Welfare Multipliers from Simulations

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Corr w/ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2nd Order</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8949</td>
<td>0.9270</td>
<td>0.9102</td>
<td>0.0037</td>
<td>-0.4412</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.0300</td>
<td>1.0357</td>
<td>-0.0149</td>
<td>0.3044</td>
<td>0.3747</td>
</tr>
<tr>
<td><strong>3rd Order</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8895</td>
<td>0.9213</td>
<td>0.9085</td>
<td>0.0040</td>
<td>-0.4357</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.3984</td>
<td>0.8425</td>
<td>-0.0123</td>
<td>0.3159</td>
<td>0.3527</td>
</tr>
</tbody>
</table>

Note: The numbers in this table are moments based on simulating the model at the estimated parameter values for 10,000 periods starting from the non-stochastic steady state. At each point in the simulated states space, we compute output and welfare multipliers. The first 100 periods of the simulation are dropped so as to limit the influence of the assumed starting position. The column labeled “2nd Order” solves and simulates the model via a second order approximation, while the column labeled “3rd Order” does so via a third order approximation.

### Table 5: Output and Welfare Multipliers from Simulations Conditioning on Shocks

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Corr w/ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Productivity shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9003</td>
<td>0.9197</td>
<td>0.9102</td>
<td>0.0027</td>
<td>-0.7763</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.1087</td>
<td>1.0670</td>
<td>-0.0188</td>
<td>0.2983</td>
<td>0.7217</td>
</tr>
<tr>
<td><strong>Labor supply shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9025</td>
<td>0.9195</td>
<td>0.9104</td>
<td>0.0024</td>
<td>-0.6916</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.2431</td>
<td>1.0598</td>
<td>-0.0296</td>
<td>0.3159</td>
<td>0.4523</td>
</tr>
<tr>
<td><strong>Investment shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8894</td>
<td>0.9296</td>
<td>0.9099</td>
<td>0.0052</td>
<td>-0.2960</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-0.7206</td>
<td>0.9296</td>
<td>0.0531</td>
<td>0.2817</td>
<td>0.1159</td>
</tr>
<tr>
<td><strong>Preference shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8883</td>
<td>0.9380</td>
<td>0.9108</td>
<td>0.0065</td>
<td>-0.5573</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.8184</td>
<td>1.0544</td>
<td>-0.0447</td>
<td>0.4049</td>
<td>-0.1048</td>
</tr>
<tr>
<td><strong>Monetary shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8955</td>
<td>0.9297</td>
<td>0.9127</td>
<td>0.0045</td>
<td>-0.0537</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.6168</td>
<td>0.5135</td>
<td>-0.1669</td>
<td>0.2542</td>
<td>-0.4343</td>
</tr>
</tbody>
</table>

Note: In the different rows we condition on particular shocks in generating states from which to compute multipliers. In particular, in each row we set the variances of all but the listed shock and the government spending shock to zero, and solve for the magnitude of the listed shock to generate the same volatility of the level of output as in the baseline estimated model. We then generate 10,000 periods of simulated data from the model driven by just the listed shock and the government spending shock, and compute the output and welfare multipliers at each point in the simulated state space. All parameters other than the shock variances are fixed at their baseline values from Table 1 and Table 2. In generating these statistics the first 100 periods from each simulation are dropped. The models are solved via a second order approximation.
Table 6: Output and Welfare Multipliers from Simulations
Interest Rate Peg

<table>
<thead>
<tr>
<th>Peg Type</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Corr w/ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 Quarter Peg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9666</td>
<td>0.9846</td>
<td>0.9761</td>
<td>0.0022</td>
<td>0.1384</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.1619</td>
<td>1.5510</td>
<td>0.1650</td>
<td>0.3756</td>
<td>0.1392</td>
</tr>
<tr>
<td>8 Quarter Peg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>1.0991</td>
<td>1.2923</td>
<td>1.1965</td>
<td>0.0240</td>
<td>0.4845</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-2.4912</td>
<td>3.8060</td>
<td>0.7151</td>
<td>0.7870</td>
<td>-0.3201</td>
</tr>
</tbody>
</table>

Note: This table shows multiplier statistics for interest rate pegs of four and eight quarters, respectively. The parameter $\varphi$ is chosen so that the welfare multiplier is zero in steady state under a Taylor rule, not under the interest rate peg. The table is structured similarly to Table 4. The numbers in this table are moments based on simulating the model under the standard Taylor rule at the estimated parameter values for 10,000 periods starting from the non-stochastic steady state. At each point in the simulated state space, we compute output and welfare multipliers where monetary policy is characterized by an interest rate peg for the specified number of quarters. To be specific, we assume that the interest rate is fixed at its previous period’s value for either 4 or 8 quarters, after which time monetary policy reverts to the Taylor rule. The first 100 periods of the simulation are dropped so as to limit the influence of the assumed starting position. These numbers are all generated from a second order approximation. The steady state output multipliers are 0.9770 and 1.2018 for the four and eight quarter pegs, respectively. For the welfare multiplier the steady state multipliers are 0.1326 and 0.7053, respectively.

Table 7: Output and Welfare Multipliers from Simulations
Interest Rate Peg, Binding ZLB

<table>
<thead>
<tr>
<th>Peg Type</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Corr w/ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 Quarter Peg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9679</td>
<td>0.9821</td>
<td>0.9758</td>
<td>0.0023</td>
<td>0.1384</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-0.9910</td>
<td>1.4071</td>
<td>0.3303</td>
<td>0.3651</td>
<td>-0.0960</td>
</tr>
<tr>
<td>8 Quarter Peg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>1.1133</td>
<td>1.2644</td>
<td>1.1867</td>
<td>0.0238</td>
<td>0.4845</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-2.3189</td>
<td>3.1420</td>
<td>0.6787</td>
<td>0.7440</td>
<td>0.0438</td>
</tr>
</tbody>
</table>

Note: This table shows multiplier statistics for interest rate pegs of four and eight quarters, respectively. The parameter $\varphi$ is chosen so that the welfare multiplier is zero in steady state under a Taylor rule, not under the interest rate peg. The numbers in this table are moments based on simulating the model under the standard Taylor rule at the estimated parameter values for 10,000 periods starting from the non-stochastic steady state. We restrict attention to states where the simulated nominal interest rate is negative. At each point in the restricted simulated state space, we compute output and welfare multipliers where monetary policy is characterized by an interest rate peg for the specified number of quarters. To be specific, we assume that the interest rate is fixed at its previous period’s value for either 4 or 8 quarters, after which time monetary policy reverts to the Taylor rule. These numbers are all generated from a second order approximation.
Table 8: Output and Welfare Multipliers from Simulations
Different Financing Regimes

<table>
<thead>
<tr>
<th>Financing Regime</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Corr w/ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Multiplier</td>
<td>0.8971</td>
<td>0.9276</td>
<td>0.9115</td>
<td>0.0036</td>
<td>-0.4743</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-0.9333</td>
<td>0.9395</td>
<td>-0.0130</td>
<td>0.2728</td>
<td>0.4381</td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8045</td>
<td>0.8700</td>
<td>0.8345</td>
<td>0.0076</td>
<td>-0.5506</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.5060</td>
<td>1.4303</td>
<td>-0.0419</td>
<td>0.4559</td>
<td>0.6119</td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.7111</td>
<td>0.8134</td>
<td>0.7597</td>
<td>0.0122</td>
<td>-0.5876</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.4588</td>
<td>1.3926</td>
<td>-0.0273</td>
<td>0.4285</td>
<td>0.5054</td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8565</td>
<td>0.8942</td>
<td>0.8739</td>
<td>0.0045</td>
<td>-0.5017</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.5668</td>
<td>1.4060</td>
<td>-0.0464</td>
<td>0.4644</td>
<td>0.6252</td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.7226</td>
<td>0.8234</td>
<td>0.7715</td>
<td>0.0119</td>
<td>-0.4856</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.7599</td>
<td>1.6704</td>
<td>-0.0156</td>
<td>0.5256</td>
<td>0.5446</td>
</tr>
</tbody>
</table>

Note: Rows labeled “Financing Regime” (i)-(v) correspond to different fiscal financing regimes. In all rows steady state distortionary taxes are set to $\tau^h = 0.20$, $\tau^k = 0.10$, and $\tau^c = 0.05$ and the steady state government debt to output ratio is fixed at 0.5. Row (i) considers the case where steady state distortionary taxes are positive but fixed, with all other variable finance coming from lump sum taxes, with $\gamma_T = 0.1$. The rest of the rows assume lump sum taxes are fixed, with $\gamma_T = 0$. Row (ii) has all three distortionary taxes reacting to deviations of debt from target, with $\gamma_l = 0.1$ for $l = n, c, k$ and $\rho_l = 0$ for $l = n, c, k$. Row (iii) is similar to (ii), but assumes that tax rates react to debt with a lag, with $\rho_l = 0.9$ for $l = n, c, k$. In rows (iv) and (v) we assume that variable tax finance comes from labor income taxes alone. Row (iv) assumes that $\gamma_n = 0.1$ and $\rho_n = 0$, with $\gamma_c = \gamma_k = 0$. Row (v) is the same but instead assumes $\rho_n = 0.9$. The table is otherwise structured similarly to Table 4. For each different specification the parameter $\phi$ is chosen to normalize the welfare multiplier to zero in steady state. The numbers in this table are moments based on simulating the model at the estimated parameter values for 10,000 periods starting from the non-stochastic steady state. At each point in the simulated states space, we compute output and welfare multipliers. The first 100 periods of the simulation are dropped so as to limit the influence of the assumed starting position. These numbers are all generated from a second order approximation. The steady state output multipliers are 0.9112, 0.8335, 0.7583, 0.8736, and 0.7703 for financing regimes (i)-(v).
### Table 9: Output and Welfare Multipliers from Simulations
#### Parameter Robustness

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std</th>
<th>Corr w/ Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_p = \theta_w = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8534</td>
<td>0.9103</td>
<td>0.8755</td>
<td>0.0064</td>
<td>-0.5198</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-0.9784</td>
<td>1.0446</td>
<td>0.0096</td>
<td>0.3109</td>
<td>0.5679</td>
</tr>
<tr>
<td>$\delta_2 = 1000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8426</td>
<td>0.8825</td>
<td>0.8629</td>
<td>0.0047</td>
<td>-0.3221</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.3832</td>
<td>1.4344</td>
<td>-0.0323</td>
<td>0.4009</td>
<td>0.6416</td>
</tr>
<tr>
<td>$\chi = 0.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9253</td>
<td>0.9511</td>
<td>0.9371</td>
<td>0.0031</td>
<td>-0.5968</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-1.0318</td>
<td>1.0955</td>
<td>-0.0161</td>
<td>0.3166</td>
<td>0.5056</td>
</tr>
<tr>
<td>$\rho_g = 0.8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.9448</td>
<td>0.9639</td>
<td>0.9545</td>
<td>0.0023</td>
<td>-0.3473</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-0.7060</td>
<td>0.5669</td>
<td>-0.0078</td>
<td>0.1807</td>
<td>0.1032</td>
</tr>
<tr>
<td>$\phi_{\pi} = 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Multiplier</td>
<td>0.8820</td>
<td>0.9219</td>
<td>0.8995</td>
<td>0.0045</td>
<td>-0.4180</td>
</tr>
<tr>
<td>Welfare Multiplier</td>
<td>-0.9590</td>
<td>1.0116</td>
<td>-0.0100</td>
<td>0.2949</td>
<td>0.4760</td>
</tr>
</tbody>
</table>

**Note:** The rows in this table correspond to different values of selected parameters. All parameters other than those listed in each row are fixed at their baseline values from Table 1 and Table 2. In each specification the parameter $\phi$ is chosen so as to normalize the value of the welfare multiplier to zero in steady state. The table is otherwise structured similarly to Table 4, and the exercises underlying the numbers is identical to our baseline exercise. The steady state output multiplier is 0.8756 when $\theta_w = \theta_p = 0$, 0.8626 when $\delta_2 = 1000$, 0.9368 when $\chi = 0.5$, 0.9544 when $\rho_g = 0.8$, and 0.8922 when $\phi_{\pi} = 4$. 
Figure 1: Simulated Output and Welfare Multipliers

Note: This figure plots simulated time series for the output multiplier (upper panel) and welfare multiplier (lower panel). These simulations are conducted using the estimated parameter values starting from the non-stochastic steady state. Vertical gray-shaded areas denote periods when the level of output is in its lowest 20th percentile, meant to proxy for periods of recession. A second order solution method is used to generate the multipliers in this figure.
A Appendix

This Appendix provides a detailed derivation of the expressions for the output and utility multipliers presented in the text, equation (22) and (24), respectively. We start with the output multiplier. Combining household optimality conditions (1) and (2) with firm optimality condition (8) yields:

\[-U_N = U_{Cmc}A_t \quad (A.1)\]

Here it is understood that \(F_X\) is the partial derivative of a function \(F\) with respect to \(X\) evaluated at some point. Totally differentiating about a point (denoted by the lack of a time subscript), we have:

\[-U_{NN}dN_t = U_{CCmcAdC_t} + U_{CAdmc_t} \quad (A.2)\]

Here we have made use of the assumption of separability in utility and have held \(A_t\) fixed at some value \(A\) (since it is exogenous and unaffected by changes in government spending). Totally differentiating the expression for the aggregate production function, (17), yields:

\[dN_t = \frac{v^p}{A}dY_t + N\frac{dv^p_t}{v^p} \quad (A.3)\]

Totally differentiating the aggregate resource constraint, (16) yields:

\[dC_t = dY_t - dG_t \quad (A.4)\]

Combining (A.3) and (A.4) with (A.2), we have:

\[-U_{NN} \left[ \frac{v^p}{A}dY_t + N\frac{dv^p_t}{v^p} \right] = U_{CCmcA} \left[ dY_t - dG_t \right] + U_{CAdmc_t} \quad (A.5)\]

Dividing by \(dG_t\) and simplifying (with the notation that \(d\ln v^p_t \approx \frac{dv^p_t}{v^p}\)) yields the expression in the text:

\[\frac{dY_t}{dG_t} = \left[ -U_{CCmcA} \right] + \left[ \frac{U_{C}}{-U_{NN}v^p_t - U_{CCmcA}} \right] \frac{dmc_t}{dG_t} + \left[ \frac{U_{NN}N}{-U_{NN}v^p_t - U_{CCmcA}} \right] \frac{d\ln v^p_t}{dG_t} \quad (A.6)\]

Since \(U_{CC} < 0\) and \(U_{NN} \leq 0\), the first term in brackets must be positive and less than one. Since \(U_{C} > 0\), the term in brackets multiplying \(\frac{dmc_t}{dG_t}\) is positive. Given that \(U_{NN} \leq 0\), the term in brackets multiplying \(\frac{d\ln v^p_t}{dG_t}\) is negative.

Next, consider the utility multiplier. Totally differentiate flow utility about a point, making use of the assumption of separability:

\[dU_t = U_CdC_t + U_NdN_t + U_GdG_t \quad (A.7)\]

Use (A.3) and (A.4) above:
\[
dU_t = UC [dY_t - dG_t] + U_N \left[ \frac{v^p}{A} dY_t + N \frac{dv^p}{v^p} \right] + U_G dG_t
\]  

(A.8)

Dividing by \(dG_t\) and simplifying yields the equation in the text:

\[
\frac{dU_t}{dG_t} = [U_G - U_C] + \left[ U_C + U_N \frac{v^p}{A} \right] \frac{dY_t}{dG_t} + U_N N \frac{d \ln v_t^p}{dG_t}
\]

(A.9)

In an efficient allocation the marginal rate of substitution between labor and consumption would equal the marginal product of labor, so \(-U_N = UC \frac{\dot{A}}{v_t}\). This means that the middle term in brackets would equal zero if the allocation were efficient. This middle term in (A.9) can be related to the “labor wedge” as defined by Chari, Kehoe, and McGrattan (2007). In particular, relative to an efficient neoclassical model we can think about the labor wedge like a distortionary tax which drives a wedge between the wage and the marginal product of labor: \(-U_N = UC (1 - \tau_t) \frac{\dot{A}}{v_t}\). Re-arranging terms, we can isolate \(\tau_t\) as:

\[
\tau_t = \frac{1}{U_C} \left[ U_C + U_N \frac{v_t^p}{A_t} \right]
\]

(A.10)

In other words, the middle term in brackets in (A.9) is proportional to the labor wedge as defined in Chari, Kehoe, and McGrattan (2007).

It is also possible to proceed similarly in deriving expressions for the output and utility multipliers in the medium scale model of Section 3. These are substantially more complicated than in the simpler model but reduce to the expressions from the simpler model under some parameter restrictions. Begin by defining flow utility in the social welfare function as follows:

\[
U(C_t, N_t, G_t) = u(C_t - bC_t-1) + v_t w h(N_t) + g(G_t)
\]

(A.11)

Using the functional forms assumed in the text we would have \(u(C_t - bC_t-1) = v_t \ln(C_t - bC_t-1)\), \(h(N_t) = \psi \nu_t \xi_t N_t^{\frac{1 + \chi}{1 + \chi}}\), and \(g(G_t) = \nu_t \varphi G_t\). It is necessary to write the expression this way to take into account the effect of wage dispersion on utility. The total derivative of flow utility about a point is:

\[
dU_t = u_C dC_t + v^w N_d N_t + h(N)dv_t^w + g_G dG_t
\]

(A.12)

Totally differentiating the aggregate production function, (51), yields an expression for \(dN_t\):

\[
dN_t = \frac{v^p}{(1 - \alpha)AK^{\alpha}N^{-\alpha}} dY_t + N \frac{dv^p}{v^p} - \frac{\alpha}{1 - \alpha} \frac{N}{K} d\widehat{K}_t
\]

(A.13)

Combining this with (A.12) and re-arranging yields the following expression for the utility multiplier:
\[
\frac{dU_t}{dG_t} = \left[ g_G - u_C \right] + \left[ u_C + v^w h_N \frac{v^p}{(1 - \alpha)A_t \hat{K}_t^\alpha N - \alpha} \right] \frac{dY_t}{dG_t} + \left[ v^w h_N N \right] \frac{d \ln v^p_t}{dG_t} \\
+ v^w h(N) \frac{d \ln v^w_t}{dG_t} - u_C \frac{dI_t}{dG_t} - v^w h_N \frac{\alpha}{1 - \alpha} N \frac{d \hat{K}_t}{dG_t} \tag{A.14}
\]

The first three terms in (A.14) are analogous to the “Efficiency,” “Inefficiency,” and “Price Dispersion” terms in the expression for the utility multiplier for the stripped down version of the model. The first term measures the difference between the marginal utilities of government spending and private consumption; the second term is the sum of the marginal utility of consumption and the marginal utility of labor divided by the marginal product of labor, all multiplied by the output multiplier; and the third term is the marginal utility of labor times labor times the reaction of log price dispersion to a change in government spending. There are three new terms which arise due to wage stickiness and the presence of investment and capital accumulation. Since \( h(N) < 0 \), the term multiplying the reaction of log wage dispersion to a change in government spending is negative, so that if government spending increases wage dispersion the utility multiplier is lower. This effect is analogous to the impact on utility of the reaction of price dispersion. The next term is the marginal utility of consumption times the reaction of investment to government spending. The final term is a positive coefficient (since \( h(N) < 0 \)) times the reaction of capital services to a change in government spending. If wages were flexible all terms related to wage dispersion would drop out. If in addition \( \alpha = 0 \) (no capital), then the first three terms would look identical to those presented in the text. Though the welfare multiplier is again equal to the present discounted value of utility multipliers, some care must be taken when going between the two concepts, since changes in \( C_t \) will impact future utility multipliers because of the evolution of the habit stock.

Deriving a clean expression for the output multiplier is particularly complicated by the presence of wage rigidity and the auxiliary variables related to wage-setting. To simplify things, we adopt the notation that \( \mu^w_t \) is the inverse wage markup over the marginal rate of substitution. This markup is potentially time-varying because of wage stickiness. Formally:

\[
\mu^w_t w_t = \frac{-h_N}{\lambda_t} \tag{A.15}
\]

Here \( \frac{-h_N}{\lambda_t} \) is the marginal rate of substitution between labor and consumption. This is simply a shorthand way to capture the dynamics associated with optimal wage-setting governed by equations (39)-(41) in the text. If we combine this condition with the cost-minimization condition for the optimal choice of labor by firms, we get:

\[
-h_N = \lambda_t \mu^w_t m c_t (1 - \alpha) A_t \hat{K}_t^\alpha N_t^{-\alpha} \tag{A.16}
\]

Totally differentiating this about a point yields:
\[-h_N dN_t = mcu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha d\lambda_t + \lambda mu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha dmc_t + \lambda mc(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha d\mu_t^w + \lambda mcu^w(1 - \alpha)A \hat{K}^{\alpha - 1} N^\alpha d\hat{K}_t - \lambda mcu^w(1 - \alpha)A \hat{K}^{\alpha - 1} N^\alpha dN_t \] (A.17)

The Lagrange multiplier on the household’s budget constraint can be written as:

\[ \lambda_t = u_C - \beta bu_C(+1) \] (A.18)

Here it is understood that \( u_C(+1) \) is the derivative of the flow utility function with respect to its argument evaluated in period \( t + 1 \). Totally differentiating this expression yields:

\[ d\lambda_t = \left[ u_{CC} + \beta b^2 u_{CC}(+1) \right] dC_t - \beta bu_{CC}(+1) dC_{t+1} \] (A.19)

The total derivative of the aggregate resource constraint is:

\[ dY_t = dC_t + dI_t + dG_t \] (A.20)

Combining (A.20), (A.19), and (A.17) with (A.13) and re-arranging terms yields the following expression for the output multiplier:

\[
\frac{dY_t}{dG_t} = \theta_1 + \theta_2 \frac{dmc_t}{dG_t} + \theta_3 \frac{d\ln v_p^t}{dG_t} + \theta_4 \frac{d\hat{K}_t}{dG_t} + \theta_5 \frac{d\mu_t^w}{dG_t} + \theta_6 \frac{dY_{t+1}}{dG_t} - \theta_6 \frac{dG_{t+1}}{dG_t} - \theta_6 \frac{dI_{t+1}}{dG_t} \] (A.21)

Where these coefficients are:

\[
\theta_1 = \frac{-mcu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha (u_{CC} + \beta b^2 u_{CC}(+1))}{[-h_N + \lambda mcu^w\alpha(1 - \alpha)A\hat{K}^{\alpha - 1}N^{-\alpha}] \frac{v_p}{(1-\alpha)A\hat{K}^{\alpha - 1}N^{-\alpha}} - mcu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha (u_{CC} + \beta b^2 u_{CC}(+1))}
\]

\[
\theta_2 = \frac{\lambda mu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha}{[-h_N + \lambda mcu^w\alpha(1 - \alpha)A\hat{K}^{\alpha - 1}N^{-\alpha}] \frac{v_p}{(1-\alpha)A\hat{K}^{\alpha - 1}N^{-\alpha}} - mcu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha (u_{CC} + \beta b^2 u_{CC}(+1))}
\]

\[
\theta_3 = \frac{N \left( h_N - \lambda mcu^w\alpha(1 - \alpha)A\hat{K}^{\alpha - 1}N^{-\alpha} \right)}{[-h_N + \lambda mcu^w\alpha(1 - \alpha)A\hat{K}^{\alpha - 1}N^{-\alpha}] \frac{v_p}{(1-\alpha)A\hat{K}^{\alpha - 1}N^{-\alpha}} - mcu^w(1 - \alpha)A \left( \frac{\hat{K}}{N} \right)^\alpha (u_{CC} + \beta b^2 u_{CC}(+1))}
\]
\[ \theta_4 = \frac{\lambda mc \mu (1 - \alpha) A \hat{K}^{\alpha - 1} N^\alpha + \frac{\alpha}{1 - \alpha} \frac{N}{\hat{K}}}{-h_{NN} + \lambda mc \mu (1 - \alpha) A \hat{K}^\alpha N^{-\alpha - 1} \frac{v_p}{(1 - \alpha) A \hat{K}^\alpha N^{-\alpha}} - mc \mu (1 - \alpha) A \left( \frac{\hat{K}}{N} \right)^\alpha \left( u_{CC} + \beta b u_{CC}(+1) \right)} \]

\[ \theta_5 = \frac{\lambda mc (1 - \alpha) A \left( \frac{\hat{K}}{N} \right)^\alpha}{-h_{NN} + \lambda mc \mu (1 - \alpha) A \hat{K}^\alpha N^{-\alpha - 1} \frac{v_p}{(1 - \alpha) A \hat{K}^\alpha N^{-\alpha}} - mc \mu (1 - \alpha) A \left( \frac{\hat{K}}{N} \right)^\alpha \left( u_{CC} + \beta b u_{CC}(+1) \right)} \]

\[ \theta_6 = \frac{-mc \mu (1 - \alpha) A \left( \frac{\hat{K}}{N} \right)^\alpha \beta b u_{CC}(+1)}{-h_{NN} + \lambda mc \mu (1 - \alpha) A \hat{K}^\alpha N^{-\alpha - 1} \frac{v_p}{(1 - \alpha) A \hat{K}^\alpha N^{-\alpha}} - mc \mu (1 - \alpha) A \left( \frac{\hat{K}}{N} \right)^\alpha \left( u_{CC} + \beta b u_{CC}(+1) \right)} \]

These expressions are algebraically complicated but nevertheless intuitive. Given assumptions on preferences, \( \theta_1 \) is positive and bound between zero and one. The parameter \( \theta_2 \) is positive and \( \theta_3 \) is negative. This means that the output multiplier is increasing in the response of real marginal cost and decreasing in the reaction of price dispersion to an increase in government spending, just as in the simpler version of the model. Coefficient \( \theta_4 \) is positive, so the multiplier is bigger the more capital services react to a change in government spending, and hence the multiplier will be bigger the less costly is variable capital utilization. The parameter \( \theta_5 \) is positive. This plays an analog role to the response of real marginal cost to a government spending shock. If the wage markup falls when government spending increases, then \( \mu_t^w \) increases, which makes the output multiplier bigger. Given that \( u_{CC} < 0 \), the coefficient \( \theta_6 \) is positive. This means that the multiplier is bigger the more future output reacts and is smaller the more future government spending and investment react to a change in current government spending.

This expression for the output multiplier would reduce to the expression in the text under some parameter restrictions. If wages are flexible and \( \epsilon_w \to \infty \) (so that there is no market power in wage-setting), then \( \mu_t^w = 1 \) at all times, so that \( \frac{d\mu_t^w}{dG_t} = 0 \). If \( b = 0 \) (no habit formation), then \( \theta_6 = 0 \) and the coefficients on reactions of future endogenous variables to changes in current government spending drop out. If \( \alpha = 0 \) (so that capital is not productive), then \( \theta_4 = 0 \) and there would be no investment, so that \( \frac{dI_t}{dG_t} = 0 \). This would then leave just the first three terms. With competitive wage-setting, no habit formation, and no capital, the expressions for \( \theta_1, \theta_2, \) and \( \theta_3 \) would reduce to exactly the same expressions presented in the text.