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For psychology to truly adhere to the principles of science, concepts such as the falsifiability of theory and the need for replication of research results are important issues to consider. However, this observation, though reasonable in the abstract, is complicated by a lack of agreed criteria regarding whether a theory has been falsified or even how exactly one might do such a thing (e.g., Trafimow, 2009; Wallach & Wallach, 2010) or how consistent replication efforts must be for a particular data point to be considered replicated or not. Other scholars have noted the comparative rarity of replication research in psychology and have attributed this in large part to the focus of journals on new and innovative research rather than replications (Drotar, 2010). Although we agree with this assessment, we note other potential issues that limit true replication, and thus falsifiability, in the psychological sciences—namely, psychology’s aversion to null results and failure to publish them. Replication in the psychological sciences is meaningless unless failed replications are published as enthusiastically as are successful replications. We do not believe this to be the case. We argue that the phenomenon of publication bias remains a significant problem in many subfields of psychology, reducing opportunity for replication through equal publication of successful and failed replications and thus the credibility of the process of psychological science.

The Phenomenon of Publication Bias

Publication bias refers to the tendency for statistically significant findings to be published over nonsignificant findings (Rosenthal, 1979). To some degree, this bias is due to well-understood limitations of null-hypothesis significance testing (NHST; Cohen, 1994; C. J. Ferguson, 2009) in which null results are considered difficult to interpret. Most scholars who have submitted null results for publication are likely to have received the comment from editors or reviewers that null results are difficult to interpret, that they may be Type II error, or that they may even be the result of not trying hard enough to find significant results.

The aversion to null results is a particularly important issue in light of recent discussions of the methodological flexibility problem (LeBel & Peters, 2011; Simmons, Nelson, & Wagenmakers, 2011; Wagenmakers, Wetzels, Borsboom, & van der Maas, 2011; see also Shea, 2011). Data management within psychological science sometimes allows for considerable alternatives in hypothesis testing such that scholars, despite acting in good faith, may be prone to selecting analysis strategies that confirm their preexisting hypotheses and disfavor analyses that do not (LeBel & Peters, 2011). This issue was brought to the forefront, in part, by controversy over an article (Bem, 2011) purporting to claim that humans had supernatural abilities to foretell the future or read minds (see LeBel & Peters, 2011 or Wagenmakers et al., 2011 for discussion). When scholars are under pressure to publish (Fanelli, 2010a) and publication bias...
exists against null findings, we may find a situation in which the replication process is undone by a neglect of unsuccessful replications and the flexibility to convert unsuccessful replications to successful ones by “cleaning” data and rerunning analyses until expected results are achieved or by running simplistic analyses that favor one’s own hypotheses (Heene, Lorenzi, & Schonemann, 2010; Schonemann & Heene, 2009; Simmons et al., 2011).

In addition to publication bias at the journal level, publication bias also likely occurs at the individual scholar level, insofar as scholars decline to submit null results for publication either because such results conflict with beloved theoretical models in which they are invested or simply because they believe null results will not be published (Coursol & Wagner, 1986; Greenwald, 1975). Indeed publication bias may be more pernicious at the level of the individual scholar than it is at the journal level.

These phenomena all contribute to publication bias, which exists as an 800-lb gorilla in psychology’s living room. Although many publication bias measures exist, they often suffer from problems of low power and, conversely, may overidentify cases of publication bias, particularly when between study heterogeneity in effect sizes is high (Ioannidis & Trikalinos, 2007). One common debate regarding the meaningfulness of significant publication bias findings (a finding that indicates publication bias exists within a field) is that significant publication bias findings might be due to small study effects (differences between methodologies of smaller and larger studies that introduce potential bias but are distinct from publication bias). Small study effects may indeed cause positive bias findings, but we argue here that such small study effects may be equally problematic for meta-analyses and the impetus should be on authors of meta-analyses to explore and explain findings that potentially indicate publication bias rather than assume that small study effects are the root cause and are thus unimportant to the interpretation of meta-analytic results (Sterne, Gravaghan, & Egger, 2000). Despite the arguments regarding small study effects, Levine, Asada, and Carpenter (2009) argue that true publication bias and aversion to the null are the most probable explanations for significant bias findings.

C. J. Ferguson and Brannick (2012) proposed a tandem method for identifying publication bias designed to reduce Type I errors by combining multiple methods into a decision paradigm. By assessing a number of published meta-analyses in top ranked psychology journals, it was found that approximately 25% of meta-analyses were at risk for publication bias. We argue this number may in fact be too low given power problems with publication bias techniques in general. Levine, Asada, and Carpenter (2009) noted that effect size and sample size are negatively correlated in 80% of meta-analyses and suggested that the phenomenon of publication bias may in fact be far more common.

Further, one of the common methods for reducing publication bias, the inclusion of unpublished studies, appears to be highly problematic, at least in practice (C. J. Ferguson & Brannick, 2012). Although it is often taken as an article of faith that including unpublished studies would rather obviously decrease publication bias, there are several problematic issues that reduce our confidence in this belief. First, meta-analytic authors may not always conduct a fully diligent search for unpublished studies. Ferguson and Brannick found that a plurality of meta-analyses including unpublished studies had only a token number of them (most often less than 5% of all included studies).

Second, searches for unpublished studies may themselves be subject to selection bias. Searches for nonindexed studies (those that cannot be found within the PsycINFO, ERIC, Medline, or Dissertation Abstracts databases, for instance) almost certainly are biased toward scholars who are well-represented in a particular area rather than those who are not. Results of C. J. Ferguson and Brannick (2012) find that meta-analytic authors themselves are more than twice as represented in unpublished articles as published, confirming the existence of selection bias. To some degree, selection bias is due to events beyond the meta-analytic authors’ control: most unpublished studies are not indexed, some unpublished datasets may be forgotten even by their creators, some scholars may actively suppress null results, and some null results may have been converted to statistically significant results due to questionable researcher practices (LeBel & Peters, 2011; Simmons et al., 2011). However, some of the problems appear to be within the purview of meta-analytic authors, such as the failure to recruit widely from other scholars (particularly from groups ideologically opposed to the meta-analytic scholars themselves) and a tendency to favor one’s own studies. Ferguson and Brannick found that inclusion of nonindexed unpublished studies tended to unwittingly increase rather than decrease bias in most cases. This is not to say that the ideal search for unpublished studies is inherently problematic, rather that this ideal search is so rare that, in practice, such efforts may do more harm than good.

Rothstein and Bushman (2012) acknowledged some of these issues but argued that the risk of selection bias in meta-analysis is overestimated by C. J. Ferguson and Brannick (2012) and that meta-analytic scholars should code for “best practices” and study quality. However, one of their own meta-analyses reveals the limited applicability of these approaches. In their recent analysis of video game violence (Anderson et al., 2010), the authors were found to have selectively included unpublished studies of their own, as well as those of close colleagues and collaborators, while failing to solicit unpublished studies from groups with a differing perspective on video game effects, despite sometimes being in contact with those other groups on other matters (C. J. Ferguson & Kilburn, 2010). Similarly, their coding of methodological quality selectively missed the important issue of measurement standardization and quality that is known to spuriously inflate effect size estimates in this field (C. J. Ferguson & Kilburn, 2009). This helps to explain why their meta-analysis does not comport.
with the meta-analyses and conclusions of other groups (C. J. Ferguson & Kilburn, 2009; Sherry, 2007). Thus, the considerable problems with Rothstein and Bushman’s own meta-analysis highlight the limited applicability of their suggestions. The intent is not to be unduly critical of Rothstein and Bushman, who undoubtedly have spoken in good faith. Rather, we argue that this gulf between the ideal of including unpublished studies in meta-analysis and the actual damage done to replicability in meta-analysis due to the flawed implementation of such practices is more the norm than the exception. Our argument is that it is time to consider how to improve actual practice.

Is Publication Bias an Overstated Problem in Meta-Analysis?

In the previous section, we argued that publication bias not only exists, but is common and is related in some respects to questionable journal practices, as well as methodological flexibility issues within the science. The problem of validity-threatening publication bias in meta-analytic results drew early attention in the development of meta-analytic methods in the 1970s and has since then shown to be a widespread problem (cf. Atkinson, Furlong, & Wampold, 1982; Coursol & Wagner, 1986; Dickersin & Min, 1993; Levine, Asada, & Carpenter, 2009; Scherer, Langenberg, & Von Elm, 2007; Sterling, Rosenbaum, & Weinkam, 1995; Thornton & Lee, 2000). To illustrate the extent of the problem, consider Fanelli (2010b, p. 4) who found that “... the odds of reporting a positive result were around five times higher for papers published in Psychology and Psychiatry and Economics and Business than in Space Science.” Furthermore, Fritz, Schemdl, and Kühberger (2012) reported a correlation between sample size and effect size from 395 randomly selected psychological studies of \( r = -.46 \). As effect sizes from studies with small sample sizes are more strongly affected by sampling error and are thus more likely to give more extreme effect size misestimates, this negative correlation implies a strong tendency in psychology to selectively report positive results and overestimated effect sizes from small sample size studies that are typical for psychology (Fritz et al., 2012). Statistically, one would expect a zero correlation between study-sample size and effect size. (A simulation syntax written in R illustrating the latter point can be obtained from Moritz Heene.)

As published studies obviously do not constitute a random sample of all studies conducted, methods were developed to estimate the extent of bias in meta-analyses induced by unpublished studies that do not yield a significant result. Rosenthal’s fail-safe number (FSN; Rosenthal, 1979; Rosenthal & Rubin, 1978) represents an early and still widely used attempt to estimate the number of unpublished studies, averaging null results, that are required to bring the meta-analytic mean Z value of effect sizes down to an insignificant level. Usually, the FSN estimate turns out to be high (cf., E. Ferguson & Bibby, 2011; Hsu, 2002; Martins, Ramalho, & Morin, 2010; Prinzie, Stams, Deković, Reijntjes, & Belsky, 2009; Rosenthal & Rubin, 1978; Voyer, 2011), suggesting statistically stable and trustworthy results and thus implicitly indicating that publication bias is, in most instances, an overstated problem. To illustrate this point, let us define \( N_{\text{filed}} \) as the number of filed studies, \( k \) as the number of published studies, and \( Z_k \) as the mean Z value of the \( k \) published studies. According to Rosenthal (1979), for an alpha-level of 5%, the FSN is given as

\[
N_{\text{filed}} = \frac{(k\bar{Z}_k)^2}{2.706 - (k\bar{Z}_k)^2}
\]

Now let us assume we assembled 50 studies in a meta-analysis with a mean Z value of 2.0. In this case, the FSN would yield a value of 6,854. Thus, 6,854 studies averaging null results would be needed to bring the mean Z value down to an insignificant level. Even assuming that one would have found a smaller mean Z value of 0.90 (for example), one gets an FSN of 1,313. In both cases, such a large number of unpublished studies would suggest that the file drawer hypothesis (i.e., that the combined results were due to sampling bias) can safely be ruled out.

However, the FSN treats the file drawer of unpublished studies as unbiased by assuming that their average Z value is zero. This wrong assumption appears mostly not to be recognized by researchers who use the FSN to demonstrate the stability of their results. In fact, if only 5% of studies that show Type I errors were published, the mean Z value of the remaining unpublished studies cannot be zero but must be negative. Without making this computational error, the FSN turns out to be a gross overestimate of the number of unpublished studies required to bring the mean Z value of published studies to an insignificant level. The FSN thus gives the meta-analytic researcher a false sense of security.

Although this fundamental flaw had been spotted early (Elsahoff, 1978; Iyengar & Greenhouse, 1988a, 1988b), the number of applications of the FSN has grown exponentially since its publication (Heene, 2010). Ironically, getting critiques of the FSN published was far from an easy task (Schoenemann & Scargle, 2008, see also http://www.schoenemann.de/pdf/91_FSN_reviews.pdf for the mentioned reviews in this source). So, the question still remains to what extent meta-analytic results are threatened by publication bias. In order to address the question about the stability of meta-analytic results in the presence of publication bias, Scargle (2000) extended the results by Iyengar and Greenhouse (1988a) on an improved version of the FSN. He defined \( \text{FSN} = N_{\text{filed}} / N_{\text{published}} \) and investigated it in relation to the significance level \( Z_0 \) and the rejection probability \( S_0 \). (Note that, for the sake of clarity, \( S_0 \) represents the probability that a study will be published if its Z value is smaller than the significance level \( Z_0 \) hence, if it is insignificant). In contrast to Rosenthal and Rubin (1978) and Rosenthal (1979), he found out that the FSN is large (\( \log_{10} \text{FSN} >> 1 \)) only if the significance level corresponding to \( Z_0 \) of published studies is \( \geq 2 \) and the publication bias probability \( S_0 \) is close to zero (Scargle, 2000, p. 101, Figure 3; see also Schoenemann & Scargle, 2008 for a generalization of Scargle’s model). Hence, the true FSN is almost never as large as Rosenthal’s FSN. Consequently, “apparently significant, but actually
spurious, results can arise from publication bias, with only a modest number of unpublished studies“ (Scargle, 2000, p. 102).

It cannot be emphasized too strongly that the most important point is that this finding goes beyond a mere technical critique of the FSN. Scargle’s results demonstrate the instability of meta-analytic results in the presence of even a small publication bias.

**Do Meta-Analyses Work Against Replication and Falsifiability?**

As argued earlier in this article, attempts to identify publication bias using the FSN have resulted in overconfidence and, in general, psychological science has not yet been efficient in addressing this issue. In essence, what we observe is the considerable gap between how meta-analyses should work and how they actually do work. Including unpublished studies in meta-analyses should reduce publication bias, but in practice, including such studies is imprecise and does not adequately reduce publication bias (the exception potentially being doctoral dissertations, which are indexed and thus less likely to experience selection bias). Meta-analyses should be more objective arbiters of review for a field than are narrative reviews, but we argue that this is not the case in practice. The failures of these ideals, as argued earlier, are due to multiple issues. Meta-analyses are known to suffer from the “junk in/ junk out” phenomenon (which is unlikely to be fixed by “best practices” efforts, when scholars may simply value their own junk higher than the junk of others). The selection and interpretation of effect sizes from individual studies requires decisions that may be susceptible to researcher biases.

It is thus not surprising that we have seldom seen a meta-analysis resolve a controversial debate in a field. Typically, the antagonists simply decry the meta-analysis as fundamentally flawed or produce a competing meta-analysis of their own (see Twenge, Konrath, Foster, Campbell, & Bushman, 2008, vs. Trzesniewski, Donnellan, & Robins, 2008; or Gerber & Wheeler, 2009, vs. Baumeister, DeWall, & Vohs, 2009; or perhaps most famously Rind, Tromovitch, & Bauserman, 1998, vs. Dallam et al., 2001, vs. Lilienfeld, 2002). As Greenwald (2012) noted, empirical results such as meta-analyses seen as debate-ending by one side of a controversy are typically viewed as fundamentally flawed by the other. It is not our intent to take a position on any of the debates cited above—rather, we observe that the notion that meta-analyses are arbiters of data-driven debates does not appear to hold true.

But to further the point, meta-analyses may be used in such debates to essentially confound the process of replication and falsification. This may be due in part to the common misuse of meta-analyses and the implication that the “average effect size wins!”. Simply summing up individual studies and getting an average effect size that is statistically significant (in our observation, owing to their inherent power, most meta-analyses are statistically significant no matter how trivial the average effect size may be) is not evidence of a replicated finding. In fact, focusing on the average effect size may be used to, in effect, brush the issue of failed replications under the theoretical rug or into the file drawer.

But more pernicious is that the average effect size may be largely meaningless and spurious due to the avoidance of null findings in the published literature. This aversion to the null is arguably one of the most pernicious and unscientific aspects of modern social science.

**Where Are All the Null Results?**

So from our discussion thus far we argue that, although meta-analysis is certainly of great potential value, the improper use (even in good faith) of meta-analysis can work against the replicability principle in science. Consistent with ideas expressed by Ioannidis (2005), we suggest that publication bias is more likely in fields that are newer, politicized, or ideologically rigid, where small groups of researchers have invested heavily in a particular theoretical model, where pressures to publish exist (Fanelli, 2010a), or where scholars have taken to making extreme claims about the alleged consistency of research in their field (see C. J. Ferguson, San Miguel, Garza, & Jerabeck, 2012, for a discussion of how this occurred in the field of video game violence research with researchers favorably comparing their own research to that on smoking and lung cancer, global warming, or evolution and how this leads to a replication problem in this area). This aversion to the null functions to protect existing theoretical models from any true replication or falsification by explicitly rejecting any efforts to do so as being without value.

The main argument for the rejection of null results is that they are difficult to interpret or may be due to Type II error (i.e., a larger sample might have produced statistically significant results). For example, the first author of this article once received a comment from an editor that a result may have been due to Type II error, despite having a sample size of 150 and an effect size of exactly $r = .00$ (the article was subsequently published elsewhere as C. J. Ferguson, Munoz, Contreras, & Velasquez, 2011). We suspect such comments by editors and reviewers are depressingly common. Such phenomena may encourage scholars to effectively chase the significant—that is, to increase their sample sizes until statistical significance is achieved without regard for the triviality of resultant effect sizes (and adding to publication bias in the process). It is perhaps no surprise then that the publishing of null results has actually diminished in the social sciences over time (Fanelli, 2012).

More critically, this argument is misguided. If results that fall below the arbitrary $\alpha = .05$ line are meaningless, than so are results that fall above it, which are as likely due to Type I error (particularly when effect sizes are low) as null effects are due to Type II error. This problem with potentially spurious findings is particularly true when the assumptions of parametric statistics, including random sampling, are not met in the
involved databases. NHST is too often interpreted in a formulaic, unsophisticated manner, particular with respect to the reliability of replicability of statistically significant results (Cummings, 2008; Cummings & Maillardet, 2006). Furthermore, such views neglect the fact that guidelines have been suggested for the interpretation of null effects based either on sophisticated further analyses (Levine, Weber, Park, & Hullett, 2008) or by the careful interpretation of effect sizes rather than statistical significance (C. J. Ferguson, 2009).

This pernicious aversion to the null promotes publication bias and is as much the product of questionable researcher practices (Simmons et al., 2011) as questionable journal practices. Furthermore, this aversion to the null may not merely involve a naïve preference for the excitement of statistical significance, but the active effort by scholars in ideologically driven fields to protect theories in which they are heavily invested. But further, if null results are summarily rejected, notions of replication and falsification are mere mockeries of what they should be in a fully functional science. What is the point of replication if all the failed rejections are dismissed out of hand?

The Invincibility of Psychological Theories

In this article thus far, we have argued for the prevalence of publication bias in meta-analysis, which stems from aversion to null results and which ultimately works against true replicability of findings in psychological science, as failed replications are largely ignored. We understand that our comments will upset many psychologists given our observation that psychology has driven itself to believe it is just as good, if not better, than other sciences such as medicine (e.g., Meyer et al., 2001; Rosnow & Rosenthal, 2003, although statistics used to make this conclusion are now known to be flawed, see C. J. Ferguson, 2009). Indeed, we suspect this narrative is a large part of psychology’s aversion to the null and its common denial of publication bias problems, given how such issues would inevitably crumble the façade of psychology as a purely objective science. To be fair, we are well aware that there are some meta-analytic authors and other scholars who take these issues very seriously. Similarly, we do not mean to imply that psychological science is unique in experiencing these problems (see, e.g., discussion of replication problems in cancer research by Begley & Ellis, 2012) nor that psychological science is any more uniquely bad than it is uniquely good. But by contrast, we also perceive a counter trend within the field to, in essence, remain in denial of these important issues.

Nonetheless, the aversion to the null and the persistence of publication bias and denial of the same, renders a situation in which psychological theories are virtually unkillable. Instead of rigid adherence to an objective process of replication and falsification, debates within psychology too easily degenerate into ideological snowball fights, the end result of which is to allow poor quality theories to survive indefinitely. Proponents of a theory may, in effect, reverse the burden of proof, insisting that their theory is true unless skeptics can prove it false (a fruitless invitation, as any falsifying data would certainly be rejected as flawed were it even able to pass through the null-averse peer review process described above).

In the absence of a true process of replication and falsification, it becomes a rather moot point to argue whether individual theories within psychology are falsifiable (Wallach & Wallach, 2010) as, in effect, the entire discipline risks a slide toward the unfalsifiable. This is a systemic discipline-wide problem in the way that theory-disconfirmatory data is managed. In such an environment many theories, particular perhaps those tied to politicized or “hot” topics, are not subjected to rigorous evaluation and, thus, are allowed to survive in a semi-scientific status long past their utility. This is our use of the term undead theory, a theory that continues in use, having resisted attempts at falsification, ignored disconfirmatory data, negated failed replications through the dubious use of meta-analysis or having simply maintained itself in a fluid state with shifting implicit assumptions such that falsification is not possible. Fanelli (2010b) found that theory supportive results are far more prevalent in psychology and psychiatry than in the "hard" sciences (91.5% versus 70.2% in the space sciences, for instance). Although it may be true that psychologists are almost always right about their theories, we find it more plausible to suggest that the fluidity and flexibility of social science merely makes it easy for scholars, even those acting in good faith, to appear to be right. We suspect a good number of theories in popular use within psychology likely fit within this category; theories that explain better how scholars wish the world to be than how it actually is.

The only way forth is for psychological science to take seriously the major limitations in how psychological data are handled. Previous efforts have attempted to address these issues (e.g., Wilkinson & Task Force on Statistical Inference, 1999), but although such efforts are obviously well intentioned, there is little evidence that they have made substantial effect on the day-to-day way in which psychologists handle data or answer questions. Psychological science will benefit greatly from increased efforts to improve rigor in meta-analyses and by ending the culture in which null results are averse treated. Otherwise psychology risks never rising above being little more than opinions with numbers.
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