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We tested if GPT could predict changes in depressive symptoms using participants’ (n = 930) causal 
explanations for negative life events. Results showed that 2 of 30 GPT prompts yielded output that 
could reliably predict changes in future depressive symptoms; but this output was not a better 
predictor than the traditional paper-and-pencil measure of cognitive risk for depression (Cognitive 
Style Questionnaire). These findings highlight potential limitations of large language models like GPT. 
Human thought is complex, and language may not accurately represent people’s internal cognitive 
processes. In this case, participants’ written explanations for negative life events did not contain 
meaningful information that could be used for differentiation (or was indicative of some latent 
construct). We found that people could generate equally negative causal explanations for negative 
events yet hold different beliefs about the changeability of those causes. Our results support the 
hypothesis that it is the perceived changeability, not the overall negativity, of causal beliefs that 
determines risk for depressive symptoms. GPT cannot yet discern this changeability as well as a paper-
and-pencil questionnaire.
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Artificial intelligence (AI) has changed how students learn, people work, and scientists do research1–3. AI 
can process large amounts of data fast and effectively making it useful for detecting patterns and improving 
measurement. The purpose of this study was to determine if AI could improve the prediction of depressive 
symptoms compared to the standard paper-and-pencil questionnaire typically used.

Depression is one of the most common forms of mental illness with nearly 300 million people struggling 
worldwide4,5. It is the leading cause of disability for people ages 15–44 and is among the strongest predictors of 
suicide6. Therefore, it is critical to develop reliable and valid methods to identify those at risk for depression to 
try to prevent its occurrence.

There are several theories for why some people are at greater risk for depression than others, including 
cognitive, biochemical, neuroanatomical, and behavioral explanations. In this study, we focus on cognition given 
the strong empirical support for its role in both the etiology and treatment of depression7–9. According to the 
cognitive theories of depression10,11, some people are at a heightened risk for developing depression because 
they tend to generate overly negative interpretations of life stress (i.e., they have a “cognitive vulnerability”). 
Specifically, people who attribute negative life events to factors that are stable (consistent over time) and global 
(affecting many areas of their life) and infer negative consequences and self-worth implications are more likely 
to develop depression than people who do not generate these types of inferences.

There is strong empirical support for this “cognitive vulnerability” hypothesis8,12. Longitudinal studies show 
that those with high levels of cognitive vulnerability are at greater risk for developing depressive symptoms 
and depressive disorders than those who exhibit low levels of cognitive vulnerability (e.g.,13–15). This research 
establishes temporal precedence and suggests that cognitive vulnerability may be a causal contributor to at least 
some types of depression (assuming the existence of multiple pathways and multiple depressive subtypes).

Cognitive vulnerability, as conceptualized in the hopelessness theory of depression, is measured with the 
cognitive style questionnaire (CSQ)8. The CSQ is a self-report questionnaire in which participants write down 
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their causal explanations for hypothetical negative life events. Participants then complete Likert-scale ratings 
about the causes and implications of hypothetical negative life events on dimensions of stability/globality, 
consequences, and self-worth. Our primary question is—can OpenAI’s large language model (LLM) use the 
written responses from the CSQ to improve the measurement of cognitive vulnerability and, in turn, better 
predict risk for future depressive symptoms compared to the traditional CSQ scoring method?

LLMs use natural language processing, machine learning, and reinforcement learning with human feedback 
to process input text and respond probabilistically with output text that replicates human semantics and syntax. 
Among the most widely used LLM is OpenAI’s GPT. The first version, GPT-1, was released in 2018, and new 
versions that increase the intelligence of the software are continuously released. For example, GPT-3.5 failed to 
outperform human experts on questions rated to be difficult, but GPT-4 showed consistently higher accuracy 
than humans on similar questions16.

There is emerging evidence that LLMs can advance measurement of psychological constructs and improve 
prediction relative to existing measures. For example, a machine learning model using OpenAI’s text embedding 
model achieved 85% sensitivity and 75% specificity in predicting future childbirth-related post-traumatic 
stress disorder cases based on narrative language17. Similarly, natural language processing models like GPT 
were shown to have adequate degrees of accuracy and precision when identifying participants with depression 
from structured clinical interviews18. Further, natural language processing of psychotherapy notes demonstrated 
incremental validity in measuring suicide risk over time19. These are just a few examples from a growing body of 
research showing the potential of LLMs to advance psychological research.

In this study, we tested if GPT could improve the measurement of cognitive vulnerability to depression 
compared to the traditional paper-and-pencil CSQ measure. Specifically, we tested if GPT could use participants’ 
causal explanations for hypothetical events to identify those at greatest risk for future depressive symptoms. 
Additionally, we examined whether this LLM assessment could contribute unique predictive validity accounting 
for the CSQ. The implications of the results of this work are twofold. First, the findings will determine the degree 
to which LLMs such as GPT can use causal explanations to make predictions. Second, the results have potential 
to improve the identification of individuals who may be at high risk for depression, which informs both theory 
(e.g., determining the kinds of cognitions put people at most risk), and prevention intervention research.

Method
Participants
Participants were 930 undergraduates (60% female, 40% male) aged 17–22 (M = 18.75, SD = 1.15) aggregated 
from 6 previous longitudinal studies that used measures of cognitive vulnerability and depressive symptoms20–25. 
The studies were aggregated to create a large sample size that would provide strong power to test the study 
hypotheses. Participants were recruited via a medium-sized private midwestern university’s psychology 
department’s online extra credit participant pool, except for one study23 in which participants were recruited 
from the general first-year class at the university. All participants from each study were included in the aggregated 
data set (no exclusions). Racial and ethnic demographic data of the samples was collected for 4 of the 6 studies 
(excluding24,25). The demographic breakdown for the studies was 74% Caucasian, 8% Asian, 3% Black, and 3% 
other; 12% identified as Hispanic. The use of human subjects in all prior studies was approved by the University 
of Notre Dame Institutional Review Board (IRB) and all research was conducted in alignment with the approved 
IRB protocol (17-08-4039) and institutional guidelines and regulations. Informed consent was obtained from all 
participants in each of the studies before they started the studies. The aggregated data set used in this study was 
completely anonymous (with no human subject interactions).

Measures
Cognitive vulnerability to depression
The Cognitive Style Questionnaire (CSQ)8 measures the cognitive vulnerability factor featured in the 
hopelessness theory of depression10. Participants are instructed to read 12 negative hypothetical events and 
imagine themselves in each situation (see Fig.  1 for example scenario). Participants then write down what 
they believe to be the cause of the event; this written narrative is referenced for answering questions about the 
globality/specificity and stability/instability of the cause of the event using a 7-point Likert scale. Participants 
then rate the meaning of the hypothetical event regarding future consequences and dimensions of self-worth. 
The CSQ score is calculated by taking the average of the Likert scale responses for the four components (stability/
globality/future consequences/self-worth) for the negative hypothetical events. Composite scores range from 
1 to 7, with higher scores representing greater degrees of cognitive vulnerability. The CSQ has demonstrated 
excellent internal consistency (coefficient alpha typically > .90)8, strong test–retest reliability over months and 
even years (e.g., 1-year test–retest is .80)26, and predictive validity8.

Depressive symptoms
The Beck Depression Inventory (BDI)27 is a commonly used measure of depressive symptoms. It is a 21-item 
self-report questionnaire in which participants rate symptoms on a 4-point Likert scale. Scores range from 0–63 
with higher scores indicating greater levels of depressive symptomatology. The BDI has shown strong test–
retest reliability (> .60) and construct validity28. Internal consistency of the measure in this study was strong, 
alpha = .87.

Procedure
Participants completed assessments at 2 time points, a baseline assessment and follow-up ranging from 4 weeks 
to 6 months later depending on the study. At baseline, participants completed both the BDI and CSQ. At the 
second time point, participants completed the BDI. GPT was used to evaluate the written causal explanations 
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from the CSQ. GPT was accessed using OpenAI’s API via R Studio. The primary GPT model used for this project 
was GPT-4. The code used for this study was adapted from an instructional video explaining how to access GPT 
for psychological research that was developed and posted by the Social Identity & Morality Lab at New York 
University (https://www.youtube.com/watch?v=Mm3uoK4Fogc). In total, 30 different prompts were used to 
create GPT-generated cognitive vulnerability scores. All prompts and results can be found in the Supplemental 
Materials (https://osf.io/c3yf6/files/osfstorage). Prompts were created sequentially based on results (or lack 
thereof), and were driven by three questions:

1. Could GPT use written causal explanations for hypothetical negative events to create reliable vulnerability 
scores that predict depressive symptoms? Twenty-three of the 30 prompts were focused on this question (see 
Supplemental Materials for exact wording of all prompts). These prompts requested that GPT return cognitive 

Fig. 1. Example scenario from the Cognitive Style Questionnaire.
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vulnerability scores for participants based on their causal explanations for hypothetical negative life events. 
Most of the prompts asked GPT to generate risk scores on a 1–7 scale (like the CSQ), with 1 being the lowest 
risk for future depression and 7 being the highest, whereas others asked GPT to return ‘high’ or ‘low’ risk 
scores, as either a 0 (low) or 1 (high). The prompts also provided varying degrees of context, starting with only 
participants’ causal explanations and no other information and then increasing to explanations of hopelessness 
theory and information about the CSQ and BDI scores of the sample (e.g. range, percentiles, means, standard 
deviations). The ability of the GPT-derived risk scores to predict changes in depressive symptoms were tested 
using hierarchical linear regression.

Note that for 15 of these 23 prompts, the CSQ written response data (i.e., the causal explanations) for the 
hypothetical scenarios was combined into a single (composite) narrative text for each participant. The other 8 
prompts used written response data (i.e., causal explanations) from a single hypothetical negative event from 
the CSQ rather than the composite of responses to all the hypothetical events. These prompts used 3 scenarios, 
respectively—“you are unhappy,” “you take an exam and receive a low grade on it,” and “an important romantic 
relationship you are involved in breaks up because the other person no longer wants a relationship with you.”

2. Could GPT use cognitive vulnerability scores (CSQ) and current depression scores (BDI) to create reliable 
vulnerability scores that predict depressive symptoms? Given the lack of significant results for question 1, we 
decided to provide “hard” data to GPT. Specifically, we provided baseline data that we knew was predictive of 
depressive symptoms at follow up: baseline CSQ and BDI scores. Seven prompts were used to test this question 
(see Supplemental Materials for the exact wording for all prompts used).

3. Could GPT use written causal explanations to differentiate (qualitatively) those who scored high versus 
low on cognitive vulnerability, and to differentiate (qualitatively) those who reported increases versus decreases 
in depressive symptoms? Given the lack of significant findings for questions 1 and 2, we stopped asking GPT to 
generate numerical values for cognitive risk. Instead, we prompted GPT to use its natural language abilities to 
qualitatively describe the differences in the written causal explanations for participants who scored high vs. low 
on the CSQ and for participants who experienced an increase or decrease in depressive symptoms, respectively. 
GPT was also asked to provide examples of participants and their text that best demonstrated these differences. 
Six prompts were used to test this question (see Supplemental Materials for the exact wording for all prompts 
used).

Results
Descriptive statistics for the study variables are shown in Table 1. The data generated and/or analyzed is available 
in the OSF repository: https://osf.io/c3yf6/files/osfstorage/.

Hierarchical linear regression (jamovi, ver. 2.6). was used to test predictions. In all regression models, 
level of depressive symptoms (BDI) at Time 2 was the dependent variable. CSQ and GPT derived risk scores 
(alone and combined) were the independent variables. Baseline levels of depressive symptoms were used as a 
covariate to control for individual differences in initial depressive symptoms. We report total model metrics (R2), 
unstandardized coefficients (b), t-values, p values, ΔR2, and 95% confidence intervals.

The CSQ was normally distributed (Fig. 2) with little evidence of skewness (− .21; see Fig. 2). The BDI was 
positively skewed (skewness = 1.80; see Fig. 3), as expected, given the low rates of depressive symptoms in non-
clinical populations.

Replication of Prior Work—Traditional Paper-and-Pencil Questionnaire (CSQ) predicting 
depressive symptoms
Hierarchical multiple regression was used to test the effect of baseline cognitive vulnerability on depressive 
symptoms at time 2 controlling for depressive symptoms at baseline. Replicating previous research, cognitive 
vulnerability was a significant predictor of depressive symptoms at time 2 when controlling for depressive 
symptoms at baseline (R2 = 0.377, b = .62, t = 3.03, p = .003, 95% CI [0.22, 1.02]).

GPT predicting depressive symptoms using participants’ causal explanations
GPT used participants’ written causal explanations to create cognitive vulnerability risk scores. The risk scores 
were then entered into a hierarchical multiple regression equation to determine if the GPT output could predict 
depressive symptoms at time 2 controlling for depression symptoms at baseline (as demonstrated by the CSQ; 
see analysis above). We started by giving GPT this prompt: “Participants were administered a survey in which they 
read about hypothetical negative events. They were instructed to picture each event as clearly as they could, and as 
if the events were happening to them right now. Then, they were instructed to write down what they feel caused each 
event to happen to them. Using the text they wrote, assign each participant a score from 1 to 7 to indicate their risk 
for depression. 1 indicates the lowest risk for depression and 7 indicates the highest risk for depression. Only give the 

Mean Median Standard deviation

Cognitive Vulnerability 4.00 4.04 0.86

Depressive Symptoms—Baseline 6.20 5.00 5.70

Depressive Symptoms—Time 2 5.20 3.00 6.04

Table 1. Means, medians, and standard deviations for study variables at baseline and time 2. Cognitive 
vulnerability was measured with the Cognitive Style Questionnaire; Depressive symptoms were measured with 
the Beck Depression Inventory.
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score as a double without explanation, and only use the participant’s text to determine their score. Here is the text:.” 
Note that the term ‘double’ in the prompt refers to floating-point numbers with double precision, meaning that 
the returned score will have a decimal point.

This prompt generated cognitive vulnerability risk scores that did not significantly predict depressive 
symptoms at time 2 (R2 = 0.370, b = 0.20, t = 0.73, p = 0.467, 95% CI [− 0.31, 0.74]). Thus, we gradually increased 
the amount of information that was provided to GPT in the prompt, including explanations of cognitive theories 
of depression, and providing examples of 3 participants’ text and corresponding CSQ scores. In addition, we fine-
tuned 2 new models using OpenAI’s fine-tuning capabilities in the API interface. Fine-tuning allows users to 
create a new model that is trained on a given data set, and we trained the 2 models using the first 75 participants’ 
composite text and either the corresponding CSQ scores or BDI scores. Finally, we provided GPT with a subset 
of the data set that was split into the top and bottom 15% of BDI difference scores. BDI difference scores were 
calculated by subtracting baseline depressive symptoms from time 2 depressive symptoms. Positive values 
represented increases in depressive symptoms over the interval whereas negative values indicated decreases in 
symptoms. This data set was used to test if removing the middle 70% of participants (i.e., providing the extremes) 
would help GPT pick up more clearly on linguistic differences between those experiencing high increases and 
decreases in depressive symptoms.

In all, 15 prompts were used to test if GPT could generate cognitive vulnerability risk scores when given 
participants’ composite causal explanations. (see Supplemental Materials). Two of the prompts resulted in 
GPT outputs that could predict changes in depressive symptoms. The first prompt that yielded significant 
results provided GPT-4 with an explanation of hopelessness theory and then asked GPT to return a cognitive 

Fig. 3. Distribution of Baseline scores for depressive symptomatology.

 

Fig. 2. Distribution of scores for cognitive vulnerability to depression.
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vulnerability score based on the aggregated text from each participant. The prompt read: “you are a psychologist 
who is an expert at studying and measuring depression. You have completed many thousands of hours scoring 
measures of depression and determining patients’ risk for future depression. Specifically, you are an expert in the 
hopelessness theory of depression. According to the hopelessness theory of depression, some people are at high risk 
for developing depression because they have a ‘negative cognitive style’ for interpreting negative life events. These 
people generate overly negative inferences about the cause, consequences, and self-worth implications of negative 
life events. Specifically, when faced with a negative life event, an individual with a negative cognitive style is likely 
to: (a) attribute the event to stable (enduring over time) and global (affects many areas of their life) causes; (b) 
view the event as likely to lead to other negative consequences; and (c) construe the event as implying that he 
or she is unworthy or deficient. Individuals who generate these negative inferences are hypothesized to be at risk 
for depression. You will now be asked to predict participants’ risk for depression based on a specific study. In this 
study, participants were administered a survey in which they read about hypothetical negative situations. They 
were instructed to picture each situation as clearly as they could, and as if the situation was happening to them 
right now. Then, they were instructed to write down what they feel caused each situation to happen to them. Using 
the text they wrote to explain the cause of these negative events and your knowledge of hopelessness theory, assign 
each participant a score of either 0 or 1 indicating their risk for depression. 1 indicates very high risk for increased 
depression, and 0 indicates lower risk for increased depression. All of the events participants’ were asked to consider 
were negative, so the participants’ explanations will use negative language. Therefore, do not just return ‘1’ due 
to this negative language, be very discriminative only assign a 1 if the participant is clearly at very high risk for 
depression according to the hopelessness theory of depression. Only give the score as an integer without explanation, 
and do not return any other words or characters. Here is the text:.”

The output from this prompt was a statistically significant predictor of depressive symptoms, controlling 
for baseline levels of depressive symptoms (R2 = 0.373, b = 0.88, t = 2.20, p = 0.028, 95% CI [0.09, 1.67]). Next, 
we added the CSQ to the model to compare the predictive power of the two constructs. In the combined 
model (predictor 1 = CSQ, predictor 2 = GPT), GPT output was no longer a significant predictor of depressive 
symptoms (ΔR2 = 0.002, b = 0.73, t = 1.82, p = 0.069, 95% CI [− 0.06, 1.52]). In contrast, CSQ score remained a 
significant predictor of depressive symptoms in this model (b = 0.57, t = 2.76, p = 0.006, 95% CI [0.16, 0.97]). In 
other words, adding the GPT output did not significantly increase the predictive power of the model above and 
beyond variance already explained by the CSQ.

To test the reliability of the significant GPT finding for this prompt, we re-ran the same prompt. The output 
generated the second time failed to significantly predict depressive symptoms (R2 = 0.372, b = 0.81, t = 1.76, 
p = 0.079, 95% CI [− 0.09, 1.70]) and was only moderately correlated with the data generated the first time we 
ran the prompt (r = .44).

The second prompt that yielded a significant result was a model fine-tuned in OpenAI’s API platform. In 
this case, the base GPT-3.5 model was trained using the first 75 participants’ BDI scores and composite causal 
explanations uploaded via JSONl file to the fine-tuning interface. Then, the new model created from this training 
was prompted to generate cognitive vulnerability scores for the full sample of 930 participants. The prompt 
read: “We would like you to determine a person’s risk for future depression based on their responses to a survey. 
Participants were instructed to picture hypothetical negative life events as clearly as they could, and as if the events 
were happening to them right now. Then, they were instructed to write down what they feel caused each event to 
happen to them. Participants also took a survey to assess their current depression levels. The current depression 
measure is scored on a scale from 0 to 63, with a score of 0 indicating no depression and a score of 63 indicating 
the highest level of depression. Using the text the participants wrote, assign each participant a score from 1 to 7 to 
indicate their risk for future depression. 1 indicates the lowest risk for depression and 7 indicates the highest risk for 
depression. Only return the score as a double without explanation. Here is the text:”

The output from this prompt was a statistically significant predictor of depressive symptoms, controlling 
for baseline levels of depressive symptoms (R2 = 0.382, b = 2.18, t = 3.98, p < .001, 95% CI [1.10, 3.26]). Next, we 
added the CSQ to the model to compare the predictive power of the two constructs. In the combined model 
(predictor 1 = CSQ, predictor 2 = GPT), GPT output remained a significant predictor of depressive symptoms 
(ΔR2 = 0.01, b = 2.04, t = 3.71, p < .001, 95% CI [0.96, 3.11]). CSQ score also remained a significant predictor of 
depressive symptoms in this model (b = 0.544, t = 2.68, p = .008, 95% CI [0.15, 0.94]). This means that GPT output 
significantly increased the predictive power of the model above and beyond variance already explained by the 
CSQ (by 1%).

To test the reliability of the significant GPT finding for this prompt, we re-ran the same prompt. The output 
generated the second time replicated the results from the first running (output was correlated with the first 
running of the prompt, r = .93). GPT output was a significant predictor of depressive symptoms, controlling for 
baseline depressive symptoms (R2 = 0.381, b = 2.11, t = 3.94, p < .001, 95% CI [1.06, 3.16]). Next, we added the CSQ 
to the model to compare the predictive power of the two constructs. In the combined model (predictor 1 = CSQ, 
predictor 2 = GPT), GPT output remained a significant predictor of depressive symptoms (ΔR2 = 0.01, b = 1.97, 
t = 3.69, p < .001, 95% CI [0.93, 3.02]). CSQ score also remained a significant predictor of depressive symptoms in 
this model (b = 0.55, t = 2.70, p = 0.007, 95% CI [0.15, 0.95]). This means that GPT output significantly increased 
the predictive power of the model above and beyond variance already explained by the CSQ (by 1%). We also 
attempted to replicate this finding in an independent sample of participants. In this case, the GPT prompt did 
not yield output that predicted depressive symptoms (R2 = 0.476, b = 1.643, t = 1.111, p = .270, 95% CI [− 1.31, 
4.59]). In contrast, the CSQ did predict depressive symptoms in the independent sample (R2 = 0.508, b = 1.56, 
t = 2.35, p = .022, 95% CI [0.23, 2.88]; see Supplemental Materials for details).

Given the overall lack of significant GPT predictors using the aggregated causal explanations (only 2 of 15 
prompts), we decided to try using written explanations for a single negative life event, rather than the aggregate 
of all the negative events. We used 3 of the 12 CSQ scenarios—“you are unhappy,” “you take an exam and 
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receive a low grade on it,” and “an important romantic relationship you are involved in breaks up because the 
other person no longer wants a relationship with you,” respectively. Eight more prompts were evaluated (see 
Supplemental Materials).

One of the 8 prompts yielded significant results. The prompt provided GPT with participants’ causal 
explanations of the CSQ scenario “you take an exam and receive a low grade on it,” an explanation of hopelessness 
theory, and the 15th, 50th, and 80th percentile of CSQ scores in the sample population. Specifically, the prompt 
read: “You are a psychologist who is an expert at studying and measuring depression. You have completed many 
thousands of hours scoring measures of depression and determining patients’ risk for future depression. Specifically, 
you are an expert in the hopelessness theory of depression. According to the hopelessness theory of depression, some 
people are at high risk for developing depression because they have a “negative cognitive style” for interpreting 
negative life events. These people generate overly negative inferences about the cause, consequences, and self-worth 
implications of negative life events. Specifically, when faced with a negative life event, an individual with a negative 
cognitive style is likely to: (a) attribute the event to stable (enduring over time) and global (affects many areas of their 
life) causes; (b) view the event as likely to lead to other negative consequences; and (c) construe the event as implying 
that he or she is unworthy or deficient. Individuals who generate these negative inferences are hypothesized to be 
at risk for depression. You will now be asked to predict participants’ risk for depression based on a specific study. In 
this study, participants were administered a survey in which they read about hypothetical negative situations. They 
were instructed to picture each situation as clearly as they could, and as if the situation was happening to them 
right now. Then, they were instructed to write down what they feel caused each situation to happen to them. One 
specific negative situation included in this survey was this: You take an exam and receive a low grade on it. Here are 
a few examples of text from participants explaining what caused them to receive a low grade on the exam and the 
corresponding depression risk score that they received: “the test was difficult” received a score of 3.13 and was the 
15th percentile of risk for depression. “I didn’t spend enough time studying” received a score of 4.19 and was the 50th 
percentile of risk for depression. “I blew off the exam because I didn’t think it was going to be hard” received a score 
of 4.85 and was the 85th percentile of risk for depression. Using the text they wrote to explain what caused them to 
receive a low grade on the exam, assign each participant a score from 1 to 7 to indicate their risk for depression. 1 
indicates the lowest risk for depression and 7 indicates the highest risk for depression. Only give the score as a double 
without explanation, and only use the participant’s text to determine their score. Here is the text:.”

The output from this prompt was a statistically significant predictor of depressive symptoms, controlling 
for baseline levels of depressive symptoms (R2 = 0.378, b = 1.69, t = 3.15, p = .002, 95% CI [0.64, 2.74]). Next, we 
added the CSQ to the model to compare the predictive power of the two constructs. In the combined model 
(predictor 1 = CSQ, predictor 2 = GPT), GPT output remained a significant predictor of depressive symptoms 
(ΔR2 = 0.007, b = 1.67, t = 3.13, p = .002, 95% CI [0.62, 2.71). CSQ score also remained a significant predictor of 
depressive symptoms in this model (b = 0.603, t = 2.97, p = .003, 95% CI [0.20, 1.00]). This means that GPT output 
significantly increased the predictive power of the model above and beyond variance already explained by the 
CSQ (by .7%).

To test the reliability of the significant GPT finding for this prompt, we re-ran the same prompt. The output 
generated the second time replicated the results from the first running (output was correlated with the first 
running of the prompt, r = .93). GPT output was a significant predictor of depressive symptoms, controlling for 
baseline depressive symptoms (R2 = 0.375, b = 1.31, t = 2.52, p = .012, 95% CI [0.29, 2.33]). Next, we added the 
CSQ to the model to compare the predictive power of the two constructs. In the combined model (predictor 
1 = CSQ, predictor 2 = GPT), GPT output remained a significant predictor of depressive symptoms (ΔR2 = 0.007, 
b = 1.30, t = 2.52, p = .012, 95% CI [0.288. 2.315]). CSQ score also remained a significant predictor of depressive 
symptoms in this model (b = 0.61, t = 23.00, p = 0.003, 95% CI [0.21, 1.01]). This means that GPT output 
significantly increased the predictive power of the model above and beyond variance already explained by the 
CSQ (by .7%). We also attempted to replicate this finding in an independent sample of participants. In this case, 
the GPT prompt did not yield output that predicted depressive symptoms (R2 = 0.472, b = − 0.119, t = − 0.05, 
p = .960, 95% CI [− 4.852, 4.614]). In contrast, the CSQ did predict depressive symptoms in the independent 
sample (0.508, b = 1.555, t = 2.35, p = 0.022, 95% CI [0.234, 2.875]; see Supplemental Materials for details).

GPT predicting depressive symptoms using CSQ and BDI scores
Given the overall lack of significant findings for GPT using participants’ written causal explanations, we decided 
to provide GPT with ‘hard’ data. We wanted to know if GPT could use information known to be predictive 
of participants’ future depressive symptoms: baseline BDI and CSQ scores. We used 7 prompts that provided 
GPT with only the numerical scores from these measures. The initial prompts provided either the CSQ or BDI 
score, but more information was added in later prompts, including providing both CSQ and BDI scores and 
adding information about mean, median, standard deviation, and range of CSQ and BDI scores in the sample 
population.

One of the 7 prompts resulted in GPT output that significantly predicted depressive symptoms controlling for 
depression symptoms at baseline. This prompt provided GPT-4 with participants’ baseline BDI score and CSQ 
score, as well as information about baseline BDI and CSQ score ranges, means, and standard deviations within 
the participant data set. The prompt read: “You are a psychologist who is an expert at studying and measuring 
depression. You have completed many thousands of hours scoring measures of depression and determining patients’ 
risk for future depression. You are provided with two scores that will help you determine these participants’ risk 
for future depression. The first score, which is listed first and before the comma, is the participant’s Cognitive Style 
Questionnaire score, or CSQ score, which is a score that indicates a participant’s risk for future depression based 
on the hopelessness theory of depression. The CSQ is scored on a scale from 1–7, with 1 indicating low risk for rises 
in depression and 7 indicating high risk for rises in depression. For this population, the mean CSQ score was 4.0, 
and the standard deviation was 1.0. The second score, which is listed after the comma, is the participant’s Beck 
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Depression Inventory score, or BDI score, which indicates the participant’s current level of depressive symptoms. The 
BDI scores in this sample ranged from 0–41, with 0 indicating the lowest current level of depressive symptoms and 
41 indicating the highest current level of depressive symptoms. For this population, the mean BDI score was 6.2, and 
the standard deviation was 5.7. CSQ score and BDI score are both strong predictors of future depression. Given these 
two scores, assign each participant a score of either 0 or 1 indicating their risk for depression. 0 indicates low risk 
for future rises in depression and 1 indicates high risk for future rises in depression. Only give the score as an integer 
without explanation, and only use the participant’s text to determine their score. Here are the scores:”

The output from this prompt was a statistically significant predictor of depressive symptoms, controlling for 
baseline levels of depressive symptoms (R2 = 0.373, b = 0.82, t = 2.02, p = 0.044, 95% CI [0.02, 1.63]). Next, we 
added the CSQ to the model to compare the predictive power of the two constructs. In the combined model 
(predictor 1 = CSQ, predictor 2 = GPT), GPT output was not a significant predictor of depressive symptoms 
(ΔR2 = 0.000, b = 0.23, t = 0.47, p = 0.642, 95% CI [− 0.72, 1.17]). In contrast, the CSQ score remained a significant 
predictor of depressive symptoms in this model (b = 0.56, t = 2.30, p = 0.022, 95% CI [0.08, 1.03]). In other words, 
adding the GPT output did not significantly increase the predictive power of the model above and beyond 
variance already explained by the CSQ.

To test the reliability of the significant GPT finding for this prompt, we re-ran the same prompt. The output 
generated the second time did not replicate the results from the first running (output was correlated with the first 
running of the prompt, r = .77). GPT output was not a significant predictor of depressive symptoms, controlling 
for baseline depressive symptoms (R2 = 0.372, b = 0.63, t = 1.54, p = .123, 95% CI [− 0.17, 1.43]). For summary of 
all results see Table 2.

Prompt number GPT predictor alone
Controlling for cognitive 
vulnerability (CSQ) Prompt repeated (replication)

Controlling for cognitive 
vulnerability (CSQ)

Second 
data 
set 
result

1 p = .467

2 p = .637

3 p = .370

4 N/A

5 p = .130

6 p = .283

7 p = .071

8 p = .028* p = .069 p = .079

9 p = .417

10 p = .668

11 p = .884

12 p = .163

13 p < .001*** p < .001*** p < .001*** p < .001*** p = .270

14 p = .587

15 p = .970

16 p = .867

17 p = .590

18 p = .641

19 p = .157

20 p = .086

21 p = .871

22 p = .002** p = .002** p = .012* p = .012* p = .960

23 p = .551

24 p = .091

25 p = .391

26 p = .061

27 p = 0.162

28 p = 0.120

29 p = 0.065

30 p = .044* p = .642 p = .123

Table 2. Summary of GPT results predicting future depressive symptoms (controlling for baseline depressive 
symptoms). Prompt 4 did not produce usable data; see more information in the supplemental materials. (*) 
p = .05, (**) p = .01, (***) p < .001. Significant values are in bold.
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GPT natural language descriptions of high versus low CSQ and BDI scorers, respectively
GPT had difficulty using written causal explanations and hard data to create vulnerability scores to predict 
depressive symptoms. This may be because GPT is trained on a corpus of natural language and may be better 
at language-based tasks than those that involve processing and/or returning numerical information29. Thus, 
we decided to ask ChatGPT (using the GPT-4o model) to provide language-based qualitative output rather 
than quantitative output (i.e. numerical risk scores). We used 6 prompts and provided ChatGPT with either 
the full 930 participant data set or a subset of the data split into the top and bottom 15% of BDI difference 
scores. ChatGPT was prompted to describe the differences between those who reported the greatest increases vs. 
decreases in depressive symptoms and to include examples of participants that highlight these differences. Six 
prompts were used (see Supplemental Materials).

For example, one prompt read: “You are a psychologist who is an expert at studying and measuring depression. 
You have completed many thousands of hours scoring measures of depression and determining patients’ risk for 
future depression. This data set gives you written text from participants in a survey (the column named “Combined 
Text”) and a score that indicates the participants’ rise or fall in depressive symptoms over the course of 1 month 
(the column named "BDI Difference Score"). An increase in depressive symptoms is noted by a positive score, and 
a decrease in depressive symptoms is given by a negative score. Given this information, determine the dimensions 
in which the text differs for participants that had increases in depressive symptoms vs. those that had decreases. 
Summarize in a paragraph the thematic differences between the text of those who saw increases in depression vs. 
those who saw decreases.”

The ChatGPT response was: “Thematic analysis of the written text from participants reveals distinct differences 
between those who experienced increases and decreases in depressive symptoms over one month. Participants 
with increased depressive symptoms frequently mentioned feelings of inadequacy and failure, as highlighted by 
common words such as "enough," "didn’t," "not," and "study." These individuals often expressed sentiments of not 
meeting expectations or falling short in their endeavors, which likely exacerbated their depressive symptoms. 
In contrast, those with decreased depressive symptoms also used terms like “enough” and "didn’t," but their 
texts included more words that could imply self-reflection and acceptance, such as "was," "too," and "time." This 
group’s text suggests a focus on understanding and possibly coming to terms with their experiences, which may 
have contributed to a reduction in their depressive symptoms. Overall, the increased depression group’s text 
tended to revolve around negative self-evaluation and perceived failures, while the decreased depression group’s 
text suggested more self-awareness and contextual understanding of their situations.”

Discussion
The purpose of this study was to determine if AI could predict depressive symptoms using participants’ causal 
explanations for negative events. Results showed that, with a few exceptions, GPT was not able to use this 
information to generate reliable and valid predictors of depressive symptoms. Only 2 of the 30 prompts yielded 
positive, replicable findings. And in both these instances, the GPT generated scores had similar or smaller effect 
sizes compared to the traditional paper-and-pencil CSQ questionnaire. However, GPT was able to use its natural 
language capabilities to provide qualitative output that described the differences between those who scored 
high and low on cognitive vulnerability and depressive symptom measures in a way that was consistent with 
vulnerability as described in the cognitive theories of depression.

Why was GPT inferior to an old-school paper-and-pencil questionnaire? The most parsimonious explanation 
is that GPT is not yet capable of evaluating a large amount of narrative information and translating it into 
numerical output. Indeed, GPT had difficulty creating a normal distribution of scores when directly prompted 
to do so. Because GPT is based in natural language, it has been known to struggle with numerical tasks. For 
example, when GPT-4 is given a string of 1 s and 0 s and is simply asked to count the number of 1 s, it often gets 
the answer wrong.

Our results are consistent with several studies in which LLMs did not improve the measurement of 
psychological constructs. For example, Englhardt and colleagues30 found that when asked to assign participants 
a Patient Health Questionnaire-4 score (PHQ-4), both GPT-3.5 and GPT-4 selected the middle value every time, 
making it an unproductive metric. And, a review of natural language processing for mental illness detection by 
Zhang and colleagues31 found that despite promising results in several studies, there are still key challenges in 
using machine learning and AI for these tasks, including issues of performance instability and interpretation 
(see also32).

A second explanation for the results is that GPT was given an impossible task. It is possible that people’s 
written causal explanations are not predictive of depressive symptoms. In other words, they cannot be used 
to differentiate those at high risk vs. low risk. This is because risk for depression might not be determined by 
the negativity of one’s thoughts per se, but rather the stability of the negative thoughts over time. For example, 
Haeffel15 theorized that all people initially generate negative thoughts in response to negative life events. This 
means that it is impossible to predict future depression from these initial spontaneous cognitive appraisals 
because of a lack of variability—nearly everyone has some negative cognitions at first. However, over time, most 
people reappraise the negative event and start to generate more adaptive thoughts. Those who do not make 
this “correction” are those who are at risk for future depression. This explanation is consistent with our results. 
The CSQ, which measures the stability and globality of causal explanations, not the absolute negativity of the 
explanations, predicted depressive symptoms whereas participants’ written content did not (as evaluated by 
GPT).

Our results highlight an inherent problem for LLMs that use verbal reports. It may be impossible to measure 
or discern the underlying motivations, intent, and meaning of the narratives that people generate through verbal 
reports. Two people can generate the same explanation for an event yet attach different underlying meanings 
to those words. To illustrate this point, we looked through the data and found numerous examples in which 
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people wrote down nearly identical negative causal explanations but rated those explanations on dimensions 
of stability and globality very differently. For example, one participant wrote explanations of events such as: 
“Feelings Changed. Not outgoing enough. Poor Genetics. Didn’t work hard enough. Didn’t work hard enough. 
Didn’t spend enough time on it.” Another participant wrote similarly negative content including: “Don’t like 
my habits. I'm not being outgoing enough. Don’t care how I look. Didn’t understand the material. Didn’t study 
enough. I didn’t work hard enough on it.” Despite the similarity in the negative explanations, the first participant 
scored a 5.04 on the CSQ whereas the second participant scored 2.46. This example illustrates how people attach 
different underlying meanings and values to the same basic narratives. In this case, the stability and globality of 
the causal explanations people generated could not be discerned based on the words alone.

These results suggest that the best use of AI and LLMs might be to combine quantitative data. Although 
GPT was not able to use participants’ casual explanations to derive reliable and valid cognitive risk scores, it was 
able to use existing quantitative data to slightly improve (~ 1% explained variance) the prediction of depressive 
symptoms. In the two instances in which GPT remained a significant predictor when controlling for cognitive 
vulnerability, the prompt provided additional quantitative data—BDI scores in one model, and CSQ percentiles 
in the other. Thus, the best use of GPT may not be trying to find patterns in human thought, but rather, patterns 
in existing data. GPT might be able to determine the best ways to combine reliable and valid data to make 
predictions (similar to how Meehl argued for statistical as opposed to clinical prediction (e.g.,33)).

The study had several strengths including a large sample size, use of a longitudinal design, empirically 
supported measures, and a novel data set with the written causal explanations of negative events for nearly 1000 
people. This study is also among the first to test AI’s ability to create cognitive risk scores for depression.

The study also had limitations. For example, we used a college sample and thus, results may not generalize to 
more diverse populations. Similarly, we examined non-clinical depressive symptoms, so results may not apply to 
those with clinically significant mental health issues. Further we used a single measure of depression. Although 
the BDI is a well-established measure of depressive symptoms in both clinical and non-clinical samples, it does 
not measure depression-specific symptoms (e.g., low positive affect/anhedonia). Thus, future work using a 
depression-specific measure may be informative. Finally, we used OpenAI’s GPT as the LLM for all analyses 
in this project, thus future research should compare the abilities of other LLMs, such as Anthropic’s Claude or 
Google’s Gemini, to predict depressive symptoms. We look forward to replication attempts using data sets with 
more diverse participants, greater clinical severity of symptoms, and testing alternate LLM models.

In conclusion, GPT did not improve the prediction of depressive symptoms relative to a widely used 
questionnaire of cognitive vulnerability (CSQ). However, there were a few GPT prompts that yielded positive 
results, and thus, the potential for this new technology to improve assessment cannot be ruled out. The results 
also highlight potential limitations of LLMs. For example, people’s cognitive explanations and other narratives 
may not always contain meaningful information. It is possible for two people to generate the same negative 
cognitive explanation but differ greatly in their beliefs about the stability and globality of that explanation. Our 
results support the hypothesis that cognitive risk for depression is better conceptualized as how changeable 
cognitions are rather than how negative they are. And right now, the best way to measure this cognitive risk is 
with a questionnaire, not AI.

Data availability
The data generated and/or analyzed is available in the OSF repository: https://osf.io/c3yf6/files/osfstorage/. All 
prompts and results can be found in the Supplemental Materials (https://osf.io/c3yf6/files/osfstorage).
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