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Abstract— This paper addresses the problem of robust sta-
bility of discrete-time switched systems with time-varying
delays and polytopic uncertainties. It is supposed that the
switched systems are composed of both stable and unstable
subsystems. Delay-dependent sufficient conditions for robust
exponential stability are proposed by employing parameter-
dependent piecewise Lyapunov-like functional combined with
the free-weighting matrix and average dwell time methods.
These sufficient conditions are applied in the study of stability
analysis for a network-based reliable control system with con-
troller failures, and the effectiveness of the analysis procedure
is demonstrated with numerical simulation on network-based
reliable control of cart-pendulum.

I. INTRODUCTION

A switched system is a hybrid system which consists of

several subsystems described by differential or difference

equations and a switching signal that orchestrates the

switching among them [1], [2], [3], [4]. Switched systems

with delay is called switched delay systems, where delay

may be contained in the system state, control input or

switching signal [5], [6]. Delay is a common phenomenon

in practical control systems [7], which can usually degrade

system’s performance and even cause system instability.

Stability of switched delay systems is often a natural

requirement in practice. Consequently, increasing attention

has been paid to the study of stability of switched delay

systems, e.g., in continuous-time [5] and discrete-time

[6], [8], [9], [10]. Recently, switched Lyapunov function

method was extensively used to assess asymptotic stability

of discrete-time switched delay systems [6], [8], [9], where

arbitrary switching signal was considered and thus every

subsystem in switched systems was required to be stable. In

[10], the average dwell time technique [11] was utilized to

design a stabilizing switching signal in the case where all

subsystems were stable, and arbitrary switching signal was

included as a special case. However, unstable subsystems

could be involved in switched systems.
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It is well-known that switched systems composed of un-

stable subsystems may generate converge trajectories under

class of switching signals [1], [3]. Average dwell time

technique [1], [11], [12] is an effective tool for designing

such stabilizing switching signals. As shown in [13], if the

average dwell time was chosen sufficiently large and the total

activation time of unstable subsystems was relatively small

compared with that of stable subsystems, then the stability

of the switched system can be guaranteed. So far, to the

best of our knowledge, few result has appeared to construct

stabilizing switching signals for discrete-time switched delay

systems which might be composed of unstable subsystems

[14]. In [14], exponential stability was proposed for delay

switched systems with unstable subsystems, where the delay

was assumed to be constant. However, in real-world models,

the delay could be time varying, e.g., transmission delays in

communication networks [15].

On the other hand, when designing a control system, it

is often desirable to obtain robust stability against uncer-

tainties on the physical parameters of the system. Polytopic

uncertainty is an important class of uncertainties with ex-

plicit physical meaning, and many uncertain control sys-

tems can be modeled as systems with polytopic uncertainty.

For example, a system affected by network-induced delay

[16], or effected by quantization in networks [17], and

or suffered by actuator failures [18] can be represented

as a polytopic uncertain system. A traditional approach

of robust control against parametric uncertainties is usu-

ally based on the notion of quadratic stability [19], [20],

in which parameter-independent Lyapunov functions are

used to drive quadratic stability conditions. However, the

use of parameter-independent Lyapunov functions usually

leads to more conservative results than those resulting from

parameter-dependent Lyapunov functions, as shown in [21],

[16], especially in the case where polytopic uncertainty is

time-invariant or slowly time-varying.

Motivated by the idea of average dwell time [13] and

the method of parameter-dependent Lyapunov functions,

in this paper, robust stability is studied for discrete-time

switched systems with time-varying delays and polytopic

uncertainties, in which both stable and unstable subsystems

are included. Compared with the existing results, the main

contributions of the paper are that: i) parameter-dependent

quadratic Lyapunov-like functionals are used to estimate

the convergence or divergence rate of individual subsystem

with time-varying delays and polytopic uncertainties; and ii)

delay-dependent sufficient conditions for robustly exponen-

tial stability are presented for the switched systems.
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II. PROBLEM STATEMENT

Consider a discrete-time uncertain linear delay system

described by

x(k + 1) = A(θ)x(k) + Ad(θ)x(k − d(k))

+B(θ)u(k − d(k)) (1)

x(k) = φ(k), − d2,−d2 + 1, . . . , 0

where x(k) ∈ R
n is the system state, u(k) ∈ R

p is the

control input, and φ(k) is the initial condition sequence. d(k)
is a time-varying delay and satisfies

d1 ≤ d(k) ≤ d2 (2)

where d1 and d2 are constant positive scalars representing

the lower and upper delays, respectively. The system matrices

A(θ), Ad(θ), and B(θ) are not precisely known, but belong

to the following convex polytopic set

Ω1 := {[A(θ) Ad(θ) B(θ)] : [A(θ) Ad(θ) B(θ)] =
m∑

q=1

θq[Aq Adq Bq], θq ≥ 0,
m∑

q=1

θq = 1} (3)

where θ = [θ1 θ2 · · · θm]T ∈ R
m is a vector of uncertain

real parameters, Aq, Adq, Bq, q ∈ M = {1, 2, . . . ,m}
are constant matrices denoting the extreme points in the

uncertainties, and m is the number of the extreme points.

Assumption 1: The autonomous system (1), i.e., u(k) =
0, might be unstable; a state feedback controller u(k) =
Kx(k) has been designed, which results in the closed-loop

system being robustly stable.

In practical applications, it might be desirable to make

controllers work intermittently. For example, controllers are

suspended from time to time for an economic or system

life under consideration [22], [23]. Take another example

from network-based control systems (NCSs) [24], [25], a

group of plants are distributively controlled over a shared

communication network. Because of the limitation of com-

munication capacity, only a limited number of controllers

can access the shared network to communication with their

plants while others must wait. Thus, a single control system

switches on its open-loop and closed-loop status, e.g., [24],

[25]. On the other hand, controller failures often occur in ap-

plications since control signals are not transmitted perfectly;

the controllers are not available sometimes; or the controllers

themselves are under complete outage [22], [23]. When the

control system (1) is open/closed, it can be described by the

following switched system:

x(k + 1) = Āσ(k)(θ)x(k) + Ādσ(k)(θ)x(k − d(k)) (4)

where the switching signal σ(k) : Z+ = {0, 1, 2, . . .} →
N = {1, 2} is a piecewise constant function of time k. Let

subsystem “1” denote the case of the closed-loop status, and

subsystem “2” describe the control loop being open, i.e.,

Ā1(θ) = A(θ), Ād1(θ) = Ād(θ) + B(θ)K, (5)

Ā2(θ) = A(θ), Ād2(θ) = Ād(θ) (6)

Under Assumption 1, in the paper, we are interested in

solving the problem: How often and how long system (1)

should be closed its control loop such that the stability of

the system is guaranteed?

III. ROBUST STABILITY

This section aims to derive delay-dependent stability con-

ditions for switched system (4) with subsystems (5) and (6).

Definition 1: The uncertain switched delay system (4) is

said to be robustly exponentially stable with a decay rate ρ
under switching signal σ(k) if the equilibrium x∗(k) = 0
is robustly exponentially stable with a decay rate ρ for all

admissible uncertain parameters θ, i.e., there exist constants

c > 0 and 0 < ρ < 1 such that the solution x(k) of system

(4) satisfies

‖ x(k) ‖≤ cρk−k0 ‖ x(k0) ‖δ, ∀k ≥ k0 (7)

where ‖ · ‖ denotes the Euclidean norm and ‖x(k0)‖δ =
sup−d2≤δ≤0{‖x(k0 + δ)‖}, and k0 is the initial time step.

Definition 2: [25] For any k > 0, let αc(k) denote the

total time interval of the plant being closed-loop (attended

by the controller) during [0 k), and the ratio
αc(k)

k is said to

be the attention rate of the plant, and let N(k) denote the

total number of the plant being closed-loop, which is said to

be the attention frequency.

Consider the subsystem of the switched delay system (4)

given by

x(k + 1) = Āi(θ)x(k) + Ādi(θ)x(k − d(k)), i ∈ N (8)

For this system, choose the following positive definite

quadratic functional:

Vi(k) = V1i(k) + V2i(k) + V3i(k) + V4i(k) + V5i(k)

V1i(k) = xT (k)Pi(θ)x(k)

V2i(k) =
k−1∑

l=k−d(k)

xT (l)λk−1−l
i Qi(θ)x(l)

V3i(k) =
k−1∑

l=k−d2

xT (l)λk−1−l
i Ri(θ)x(l) (9)

V4i(k) =

−d1∑

δ=−d2+1

k−1∑

l=k+δ

xT (l)λk−1−l
i Qi(θ)x(l)

V5i(k) =
−1∑

δ=−d2

k−1∑

l=k+δ

yT (l)λk−1−l
i (Z1i(θ) + Z2i(θ))y(l)

y(l) = x(l + 1) − x(l),

where Pi(θ) Qi(θ) Ri(θ) Z1i(θ) Z2i(θ) have the following

form:

Ω2 := {[Pi(θ) Qi(θ) Ri(θ) Z1i(θ) Z2i(θ)]

: [Pi(θ) Qi(θ) Ri(θ) Z1i(θ) Z2i(θ)]

=
m∑

q=1

θq[Piq Qiq Riq Z1iq Z2iq],

θq ≥ 0,
m∑

q=1

θq = 1}, (10)
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with Piq > 0, Qiq ≥ 0, Riq ≥ 0, Z1iq > 0, Z2iq > 0, i ∈ N ,

q ∈ M.

It should be mentioned that the positive definite quadratic

functional (9) is similar to the form in [26], i.e., when

λi = 1, and Piq = Pi, Qiq = Qi, Riq = Ri, Z1iq = Z1i,

Z2iq = Z2i, q ∈ M, functional (9) is that employed in

[26] where it is used to derive asymptotic stability conditions

for certain non-switched delay system. The positive matrices

Pi(θ) Qi(θ) Ri(θ) Z1i(θ) Z2i(θ) in (10) depend on the

uncertain parameters θ. When Piq = Pi, Qiq = Qi,

Riq = Ri, Z1iq = Z1i, Z2iq = Z2i, q ∈ M, Vi(k)
in (9) shrinks the parameter-independent functional. Under

consideration that parameter-independent Lyapunov function

usually renders conservative stability conditions as shown in

[16], [21], parameter-dependent positive function (9) is used

to estimate the convergence or divergence rate of individual

subsystem (4).

Along any state trajectory of system (8), an exponential

decay or increase estimation of Vi(k) in (9) is presented in

the following lemma.

Lemma 1: Consider system (8) with the time-varying de-

lay (2) and the uncertainty domain (3). For given scalars λi >
0 and d2 ≥ d1 ≥ 0, if there exist matrices Piq > 0, Qiq ≥ 0,

Riq ≥ 0, Z1iq > 0, Z2iq > 0, Ti = [TT
1i TT

2i ]
T , Viq =

[V T
1iq V T

2iq V T
3iq V T

4iq]
T , Wiq = [WT

1iq WT
2iq WT

3iq WT
4iq]

T ,

Siq = [ST
1iq ST

2iq ST
3iq ST

4iq]
T , i ∈ N , q ∈ M, such that the

following inequalities
[

Φiq Ψiq

ΨT
iq Γiq

]
< 0, i ∈ N , q ∈ M (11)

hold, then along any state trajectory of system (8), the

following inequalities satisfy

Vi(k + 1) ≤ λiVi(k) (12)

where

Φiq =




Φ11iq Φ12iq Φ13iq Φ14iq

ΦT
12iq Φ22iq Φ23iq Φ24iq

ΦT
13iq ΦT

23iq Φ33iq Φ34iq

ΦT
14iq ΦT

24iq ΦT
34iq Φ44iq




Ψiq =




c1iV1iq c2iW1iq c1iS1iq

c1iV2iq c2iW2iq c1iS2iq

c1iV3iq c2iW3iq c1iS3iq

c1iV4iq c2iW4iq c1iS4iq




Γiq = diag{−c1iZ1iq, − c2iZ1iq, − c1iZ2iq}

Φ11iq = −λiPiq +T1iĀiq + ĀT
iqT

T
1i +Riq + d2(Z1iq +Z2iq)

+ (d2 − d1 + 1)Qiq + V1iq + V T
1iq + S1iq + ST

1iq

Φ12iq = −T1i + ĀT
iqT

T
2i − d2(Z1iq + Z2iq) + V T

2iq + ST
2iq

Φ13iq = T1iĀdiq + V T
3iq − V1iq + W1iq + ST

3iq

Φ14iq = V T
4iq − W1iq + ST

4iq − S1iq

Φ22iq = Piq − T2i − TT
2i + d2(Z1iq + Z2iq)

Φ23iq = T2iĀdiq − V2iq + W2iq

Φ24iq = −W2iq − S2iq

Φ33iq = −λd2

i Qiq − V3iq − V T
3iq + W3iq + WT

3iq

(for 0 < λi ≤ 1), or

Φ33iq = −λd1

i Qiq −V3iq −V T
3iq + W3iq + WT

3iq (for λi ≥ 1)

Φ34iq = −V T
4iq + WT

4iq − W3iq − S3iq

Φ44iq = −λd2

i Riq − W4iq − WT
4iq − S4iq − ST

4iq

c1i = λ
−(d2+1)d2/2
i , c2i = λ

−(d2+d1+1)(d2−d1)/2
i

Proof: See Appendix A.

By iterative substitutions, inequality (12) yields

Vi ≤ λ
(k−k0)
i V (k0) (13)

which implies the functional Vi(k) in (9) along any state

trajectory of system (8) has an exponential decay rate λi

(0 < λi < 1) or increase rate λi (λi > 1). When λi = 1,

inequality (11) gives delay-dependent sufficient conditions

for asymptotical stability of system (8).

Based on the above exponential decay or increase estima-

tion of Vi(k), the following result gives robustly exponential

stability of system (4).

Theorem 1: Consider the switched delay system (4) with

subsystem (5) and subsystem (6). For given scalars 0 <
λ1 < 1, λ2 > λ1, d2 ≥ d1 ≥ 0, and µ ≥ 1, if there exist

matrices Piq > 0, Qiq ≥ 0, Riq ≥ 0, Z1iq > 0, Z2iq > 0,

Ti = [TT
1i TT

2i ]
T , Viq = [V T

1iq V T
2iq V T

3iq V T
4iq]

T , Wiq =
[WT

1iq WT
2iq WT

3iq WT
4iq]

T , Siq = [ST
1iq ST

2iq ST
3iq ST

4iq]
T ,

i ∈ N , q ∈ M such that inequalities (11) hold, then

system (4) is robustly exponentially stable with decay rate

0 < ρ < 1 under the switching signal σ(k) with the

following conditions:

i) The attention rate satisfies

αc(k)

k
≥

lnλ2 − lnλ∗

lnλ2 − lnλ1
(14)

ii) The attention frequency satisfies

N(k) ≤ N0 + k/Ta, N0 =
lnc

2lnµ + lnλd
,

Ta > T ∗
a =

2lnµ + lnλd

2lnρ − lnλ∗
(15)

where Ta and N0 are said to be the average dwell time

and the chatter bound [11], respectively, λ1 < λ∗ <
ρ2 < 1, c > 0, λd = (λ2

λ1
)d2−1 and µ satisfies the

following inequalities

Pαq ≤ µPβq, Qαq ≤ µQβq, Rαq ≤ µRβq,

Z1αq ≤ µZ1βq, Z2αq ≤ µZ2βq, α, β ∈ N (16)

Further, the state decay estimation is given by

‖x(k)‖ ≤

√
bc

a
ρk‖x(0)‖δ (17)

where a = min∀i∈N ,q∈M{λmin(Piq)}, b = max{b1, b2}

b1 = max
∀q∈M

{λmax(P1q)} + d2 max
∀q∈M

{λmax(Q1q)

+λmax(R1q)} + d2
2 max
∀q∈M

{λmax(Z11q + Z21q)}

+(d2 − d1)(d2 − 1) max
∀q∈M

{λmax(Q1q)}

b2 = max
∀q∈M

{λmax(P2q)} + d2λ
d2+1
2 max

∀q∈M
{λmax(Q2q)

+λmax(R2q)} + d2
2λ

d2−1
2 max

∀q∈M
{λmax(Z11q + Z21q)}

+(d2 − d1)(d2 − 1)λd2−2
2 max

∀q∈M
{λmax(Q1q)}
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in which λmin(·) and λmax(·) denote the minimum and

maximum eigenvalues of a symmetric matrix, respectively,

Proof: See Appendix B.

Remark 1: Condition i) implies that the attention rate of

the stable subsystem is required to be sufficiently large. The

lower bound of attention rate depends on the estimation of

the stable subsystem convergence rate and unstable subsys-

tem divergence rate. While the attention frequency is small

enough which is restricted with Condition ii). This implies

low frequency switching is required.

Remark 2: Although only two subsystems is considered

in the switched system (4), it is easy to extend Theorem 1

to the case of more than two subsystems. In this case, the

subsystem “1” and “2” will denote, respectively, the sets of

stable and unstable subsystems.

IV. APPLICATIONS TO NETWORK-BASED RELIABLE

CONTROL

In this section, robust stability conditions proposed in

Theorem 1 are applied to study the stability analysis for

network-based reliable control system with controller failure.

Here, controller failure means the complete outage of control

signal i.e., u(k) = 0, and the controller can be recovered

through a time interval [14], [22]. The control network setup

in Fig. 1 is used for simulation studies, in which cart-

pendulum is distributively controlled over a network link.

Sensor Controller Actuator 

 Cart-Pendulum  

Communication Medium 

Fig. 1. Cart-pendulum is distributively controlled over a network link.

The simplified and discretized model of the cart-pendulum

is described by

ξ(k + 1) = Adξ(k) + Bdu(k) (18)

where the system matrices are given as follows [26]:

Ad =

[
1.0078 0.0301
0.5202 1.0078

]
, Bd =

[
−0.0001
−0.0053

]

The eigenvalues of matrix Ad are eig(Ad) =
{1.1329; 0.8827}, which means that Ad is an unstable

matrix. Since unavoidable transmission delay in the

communication network, it is assumed that a state-feedback

delayed control law is described by

u(k) = Kξ(k − d(k)) (19)

where K = [348.7626 73.3999] and 0 ≤ d(k) ≤ 1.

For the single input system (18), let us consider the

reliability with respect to actuator failures. Denote uF as

the faulty actuator output. Then the following failure model

is adopted [27]:

uF (k) = αu(k) (20)

where 0 ≤ α ≤ α ≤ α ≤ 1. Here α and α represent the

lower and upper bounds, respectively. Note that, when α =
α = 1 then the model (20) represents the system without

any failure. When 0 < α ≤ α ≤ α < 1, then this model

represents a partial failure. Then, system (18) with controller

failure (u(k) = 0) and actuator failure (20) is expressed as

the switched delay system (4) with

Ā1 = Ad, Ād1(α) = Ad + αBK,

Ā2 = Ad, Ād2 = 0.

Set 0.5 ≤ α ≤ 1, which means that the actuator is tolerable

to partial failure and its control effectiveness can vary from

the normal case (100% effectiveness) to 50% effectiveness.

Selecting the parameters c = 0, λ1 = 0.4, λ2 = 1.3, and

µ = 1.5, then LMIs (11) in Theorem 1 is feasible. Choosing

the parameters ρ = 0.84 and λ∗ = 0.65, then it follows that

the attention rate
αc(k)

k ≥ 0.5881 and the average dwell time

T ∗
a = 9.8802 according to inequalities (14) and (15).

0 20 40 60 80 100
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Fig. 2. State trajectories of cart-pendulum.

Let the initial states x(0) = [0, 0.5] and α = 0.6.

According to the above attention rate and average dwell

time, we thus can design such a periodic switching rule: Let

networked controller (19) work for the duration of 6 time

steps, then open the control loop for the duration of 4 time

steps, then back to closing the control loop for the duration

of 6 time steps again. Under the above period switchings, the

state trajectories of system (18) are shown in Fig. 2, where

the network-induce delays are generated randomly.

V. CONCLUSIONS

In this paper, delay-dependent sufficient conditions for

robust exponential stability of switched delay systems com-

posed of unstable systems have been proposed by employ-

ing parameter-dependent piecewise Lyapunov-like functional

combined with free-weighting matrix and average dwell time

methods. These sufficient conditions have been applied in the

study of stability analysis for network-based reliable control

system with controller failure, which have shown a control

system’s stability can be guaranteed if its control loop is

opened with sufficiently low frequency and small duration.

Future works will be devoted to design state-feedback for

network-based reliable control system, and take the effect of

packet-dropout into account in the communication network.
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APPENDIX A: PROOF OF LEMMA 1

Proof: Define ∆Vi(k) = Vi(k + 1) − λiVi(k). From

(9), it follows that

∆V1i(k) = xT (k + 1)Pi(θ)x(k + 1) − xT (k)λiPi(θ)x(k)
(21)

In addition, we have

∆V2i(k) ≤ xT (k)Qi(θ)x(k)

−xT (k − d(k))λ
d(k)
i Qi(θ)x(k − d(k))

+

k−d1∑

l=k+1−d2

xT (l)λk−l
i Qi(θ)x(l) (22)

∆V3i(k) = xT (k)Ri(θ)x(k)

−xT (k − d2)λ
d2

i Ri(θ)x(k − d2) (23)

∆V4i(k) = (d2 − d1)x
T (k)Qi(θ)x(k)

−
k−d1∑

l=k+1−d2

xT (l)λk−l
i Qi(θ)x(l) (24)

∆V5i(k) = d2y
T (k)(Z1i(θ) + Z2i(θ))y(k) −

k−1∑

l=k−d2

yT (l)λk−l
i (Z1i(θ) + Z2i(θ))y(l)

= d2x
T (k)(Z1i(θ) + Z2i(θ))x(k)

+d2x
T (k + 1)(Z1i(θ) + Z2i(θ))x(k + 1)

−2d2x
T (k)(Z1i(θ) + Z2i(θ))x(k + 1)

−
k−1∑

l=k−d(k)

yT (l)λk−l
i Z1i(θ)y(l)

−

k−d(k)−1∑

l=k−d2

yT (l)λk−l
i Z1i(θ)y(l)

−
k−1∑

l=k−d2

yT (l)λk−l
i Z2i(θ)y(l) (25)

Here, the improved free-weighting matrix technique [26] will

be employed. Note that y(l) = x(l + 1) − x(l) provides

υi(k) := 2ηT (k)Vi(θ)[x(k) − x(k − d(k))

−
k−1∑

l=k−d(k)

y(l)] = 0,

̟i(k) := 2ηT (k)Wi(θ)[x(k − d(k)) − x(k − d2)

−

k−d(k)−1∑

l=k−d2

y(l)] = 0, (26)

ϕi(k) := 2ηT (k)Si(θ)[x(k) − x(k − d2)

−
k−1∑

l=k−d2

y(l)] = 0,

for appropriate dimension matrices Vi(θ) =
∑m

q=1 θqViq,

Wi(θ) =
∑m

q=1 θqWiq, Si(θ) =
∑m

q=1 θqSiq, where η(k) =

[xT (k) xT (k + 1) xT (k − d(k)) xT (k − d2)]
T . On the

other hand, in order to decouple the product entries of

matrices Āi(θ(k)) with Pi(θ(k)), the following equation is

introduced:

µi(k) := 2ςT (k)Ti[−x(k + 1) + Āi(θ)x(k)

+Ādi(θ)x(k − d(k))] = 0, (27)

according to the state equation in (8) with appropriately

dimensioned matrices Ti, where ς(k) = [xT (k) xT (k+1)]T .

From (21)-(27), it follows that

∆Vi(k) = ∆V1i(k) + ∆V2i(k) + ∆V3i(k) + ∆V4i(k)

+∆V5i(k) + υi(k) + ̟i(k) + ϕi(k) + µi(k)

≤ ηT (k)[Φi(θ) + c1iVi(θ)Z
−1
1i (θ)V T

i (θ)

+c2iWi(θ)Z
−1
1i (θ)WT

i (θ)

+c1iSi(θ)Z
−1
2i (θ)ST

i (θ)]η(k)

−
k−1∑

l=k−d(k)

[ηT (k)Vi(θ) + λk−l
i yT (l)Z1i(θ)]

×[λk−l
i Z1i(θ)]

−1[V T
i (θ)η(k) + λk−l

i Z1i(θ)y(l)]

−

k−d(k)−1∑

l=k−d2

[ηT (k)Wi(θ) + λk−l
i yT (l)Z1i(θ)]

×[λk−l
i Z1i(θ)]

−1[WT
i (θ)η(k) + λk−l

i Z1i(θ)y(l)]

−
k−1∑

l=k−d2

[ηT (k)Si(θ) + λk−l
i yT (l)Z2i(θ)] (28)

×[λk−l
i Z2i(θ)]

−1[ST
i (θ)η(k) + λk−l

i Z2i(θ)y(l)]

where Φi(θ) =
∑m

q=1 θqΦiq and Φiq is defined in Lemma

1. On the other hand, multiplying inequality (11) by θq, and

then summing them, and using Schur complement formula

[19], it follows

c1iVi(θ)Z
−1
1i (θ)V T

i (θ) + c2iWi(θ)Z
−1
1i (θ)WT

i (θ)

+Φ̃i(θ) + c1iSi(θ)Z
−1
2i (θ)ST

i (θ) < 0 (29)

It can be seen that the last three parts in (28) are all less than

0, since Z1i(θ) > 0 and Z2i(θ) > 0. Thus, we can conclude

that ∆Vi(k) ≤ 0, which means that Vi(k + 1) ≤ λiVi(k).
This completes the proof.

APPENDIX B: PROOF OF THEOREM 1

Proof: Without loss of generality, we assume that

the controller works during [k2j k2j+1), and the plant is

open-loop during [k2j+1 k2j+2), j = 0, 1, · · · , where k0 =
0. Choose the following piecewise Lyapunov-like function

candidate as

V (k) =

{
V1(k), if closed-loop

V2(k), if open-loop.
(30)

For any k > 0, it holds from (13) that

V (k) ≤

{
λ

k−k2j

1 V1(k2j), if k2j ≤ k < k2j+1

λ
k−k2j+1

2 V2(k2j+1), if k2j+1 ≤ k < k2j+2

(31)

where 0 < λ1 < 1 and λ2 > λ1. Considering functional (9)

and inequalities (16), it is easy to verify that

V1(k) ≤ µV2(k)

V2(k) ≤ µdλV1(k) (32)
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where dλ = (λ2

λ1
)d2−1. Therefore, if k ∈ [k2j+1 k2j+2), it

follows from inequalities (31) and (32), and Definition 2 that

V (k) ≤ λ
k−k2j+1

2 V2(k2j+1)

≤ µdλλ
k−k2j+1

2 V1(k
−
2j+1)

≤ µ2dλλ
k−k2j+1

2 λ
k2j+1−k2j

1 V2(k
−
2j)

≤ µ3d2
λλ

k−k2j+1+k2j−k2j−1

2 λ
k2j+1−k2j

1 V1(k
−
2j−1)

≤ · · ·

≤ µ2j+1dj+1
λ λ

αc(k)
1 λ

(k−αc(k))
2 V1(0) (33)

where αc(k) is defined in Definition 2, and k−
2j denotes the

time instant that is immediately before k2j .

Similarly, we have

V (k) ≤ µ2jdj
λλ

αc(k)
1 λ

(k−αc(k))
2 V1(0) (34)

for k ∈ [k2j k2j+1). According to the Definition 2, it is clear

that N(k) = j + 1 for k ∈ [k2j+1 k2j+2) and N(k) = j for

k ∈ [k2j k2j+1). Therefore, it follows from inequalities (33)

and (34) that

V (k) ≤ µ2N(k)d
N(k)
λ λ

αc(k)
1 λ

(k−αc(k))
2 V (0). (35)

From (14), we have

(lnλ1 − lnλ2)αc(k) ≥ (lnλ1 − lnλ∗)k

which is equivalent to

λ
αc(k)
1 λ

k−αc(k)
2 ≤ (λ∗)k. (36)

From (15), we have

µ2N(k)d
N(k)
λ = eN(k)(2lnµ+lnλd)

≤ eN0(2lnµ+lnλd)e(k/Ta)(2lnµ+lnλd)

≤ cek(2lnρ+lnλ∗) = c(
ρ2

λ∗
)k. (37)

Combining (35), (36) and (37) yields

V (k) ≤ cρ2kV (0). (38)

From the piecewise Lyapunov-like function (30) and in-

equalities (38), it follows that

a‖x(k)‖2 ≤ V (k), V (0) ≤ b‖x(0)‖2
δ

which leads to inequality (17) by (38). It means that system

(4) is robustly exponentially stable with decay rate 0 < ρ < 1
according to Definition 1. This completes the proof.
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