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Abstract— In this paper, we investigate the state convergence
problem for closed quantum systems under degenerate cases.
An implicit Lyapunov-based control strategy is proposed for the
convergence analysis of finite dimensional bilinear Schrödinger
equations. The degenerate cases that the systems do not
satisfy the strong regular condition [17] and the condition
〈φi|H1|φj〉 6= 0, i, j 6= k for eigenstates φi, φj of H0 different
from target state φk, are considered. First the Lyapunov
function is defined by the implicit function and the existence is
guaranteed by a fixed point theorem. Then the convergence
analysis is investigated by the LaSalle invariance principle.
Finally, an example is provided to show the effectiveness of
proposed results.

I. INTRODUCTION

Driven by scientific inquiry and the demands of advancing

technology, the past decades have seen increasing theoreti-

cal and experimental research towards control of quantum

systems. Control of quantum phenomena is essential in

successful applications of quantum systems in a wide variety

of areas such as quantum computation, quantum chemistry,

nano-scale materials, NMR and Bose-Einstein condensates.

Hence, recent years have seen a great deal of research efforts

in the development of quantum control theory and many

results about controllability and control methods have been

obtained, see [1], [2] and references therein.

Quantum control can be roughly divided into two cate-

gories. The first category falls into the open-loop control

scheme for which many control strategies utilize some forms

of model-based feedback, both geometry based and opti-

mization based [3]-[4]. This method is relatively simple to

implement and many applications of open-loop Hamiltonian

engineering in diverse areas from quantum chemistry to

quantum information processing. But the question of when,

i.e., for which systems and objectives, the method is effective

and when it is not, has not been answered satisfactorily. The

second category is of closed-loop control, for example, state

reduction and stabilization using feedback from measurement

is applied through a combination of geometric control and

classical probabilistic techniques[5]-[10]. This method is
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somehow more exact and intuitive to control the given quan-

tum systems than the open-loop control. However, closed-

loop feedback control is a nontrivial problem as feedback

requires measurements and any observation of a quantum

system generally disturbs its state, and often results in a loss

of coherence that can reduce the systems to mostly classical

behavior. In order to mitigate this backaction, measurement

and feedback in quantum systems lead to much more compli-

cated models and dynamics than the Schrödinger equations.

In this paper, we consider Lyapunov open-loop control,

where a Lyapunov function is defined and feedback from

a model is used to generate controls to minimize its value.

Lyapunov control has been widely used in feedback control

to analyze the stability of closed-loop systems. Several recent

papers have proposed the application of Lyapunov control

designs to quantum systems [11]-[19]. Since the quantum

measurement and feedback would lead to more complicated

model than Schrödinger equations [15] and the super-short

control time required by some quantum dynamics restricts

the application of observation and feedback [11], currently

the open loop Lyapunov control remains dominant [11]. Such

open loop control needs to be first simulated. From simula-

tion one obtains a control signal which is then, in practice,

applied in open loop control. Lyapunov open loop control has

proved to be a simple and effective method in achieving ideal

control performance. Several papers on Lyapunov control for

quantum systems only considered the control of quantum

systems with target states that are eigenstates of the free

Hamiltonian H0, and therefore fixed points of the dynamical

system [11],[12]. While in the degenerate cases that target

states are not eigenstates of H0, i.e., evolve with time, the

issue of convergence analysis of such systems is investigated

by (implicit) Lyapunov technique and the LaSalle invariance

principle [20]. This means that the problem is reformulated

to asymptotic convergence of the system’s actual trajectory to

that of the time-dependent target state [13]-[16]. Moreover,

some authors considered the Lyapunov control for mixed-

state quantum systems in the notion of orbit convergence or

the trajectory tracking problem [17]-[19].

It is well-known that Lyapunov functions based on the the

average value of an imaginary mechanical quantity is of great

significance in Lyapunov control of bilinear Schrödinger

equations [11]-[13]. In [11], the authors considered the

convergence analysis of Schrödinger equations based on

three kinds of functions. But the invariant set is generally

large, the invariant principle is not sufficient to conclude

the asymptotic convergence. Particularly, the authors uti-

lized Lyapunov function based on the average value of

the imaginary mechanical quantity to give a generalized
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theorem(Theorem 6) on the largest invariant set of the closed-

loop system where the eigenvalue of H0 corresponding to

the eigenvector |λi〉 must satisfy the following strong regular

condition

ωij 6= ωlm, (i, j) 6= (l, m),

with ωij = λi − λj . It should be noticed that this strong

regular condition may fail to satisfy for many controllable

systems [17]. On the other hand, from Theorem 6 in [11],

it can be seen that if 〈λi|H1|λj〉 6= 0 for i 6= j 6= k, the

systems will be asymptotically stable using the proposed

control. But if this condition does not hold, then it is difficult

to drive the systems to the goal state using the control

law designed in that paper. This motivates us to pursue

another strategy for stability analysis and design under the

above degenerate cases. Therefore, in the current paper,

we investigate the asymptotic convergence of Schrödinger

equations by implicit Lyapunov techniques and the LaSalle

invariant principle under the above-mentioned degenerate

cases. The main difficult lies in how to apply the LaSalle

invariant principle combined with proper assumptions to

drive systems asymptotically converge to the target state in

the degenerate cases.

The rest of this paper is organized as follows. Some pre-

liminaries are presented in Section II. The feedback control

law is designed using implicit Lyapunov techniques, in which

the Lyapunov function is based on the average value of

the imaginary mechanical quantity and convergence analysis

is derived by LaSalle invariance principle in Section III.

A numerical example and simulation studies are discussed

to demonstrate the effectiveness of the proposed method in

Section IV. Some concluding remarks are drawn in Section

V.

II. PRELIMINARIES

Consider the following bilinear Schrödinger equation

i
d

dt
Ψ = (H0 + u(t)H1)Ψ,

Ψ|t=0 = Ψ0, ||Ψ0|| = 1,
(1)

where H0 is the free Hamiltonian, and H1 is the interaction

Hamiltonian; furthermore, both of them are Hermitian ma-

trices. The state of the system verifies the conservation of

probability: ||Ψ(t)|| = 1,∀t ≥ 0, which means that the state

is on the unit sphere of C
N : S = {x ∈ C

N : ||x|| = 1}.

In this paper, the main objective is to consider the asymp-

totic convergence of closed quantum systems under the above

degenerate cases using implicit Lyapunov techniques. We

choose the Lyapunov function based on the average value of

the imaginary mechanical quantity. First, for r ∈ R, denote

by (λk,r)1≤k≤N the eigenvalues of the operator H0 + rH1,

with λ1,r ≤ · · · ≤ λN,r and by (φk,r)1≤k≤N the associated

normalized eigenvectors:

(H0 + rH1)φk,r = λk,rφk,r.

We assume that for any small r 6= 0, 〈φi,r|H1|φj,r〉 6= 0 for

i 6= j 6= k. Let φk,r be the time-varying target state instead

of φk. For simplicity, the kth eigenvector φk = φ for some

k ∈ {1, 2, · · · , N} is denoted to be the goal state, then we

assume that the kth eigenspace of the free Hamiltonian H0

is of dimension 1, so that the target state (i.e., kth eigenstate

of the system) is defined without any ambiguity.

Then the control strategy based on implicit Lyapunov

method is investigated under the degenerate cases. By in-

troducing the feedback controllers, the state of controlled

systems is steered to a moving target state φk,r(t) instead

of φk, where r(t) is defined implicitly by the state of the

systems. The goal is to make φk,r(t) converge slowly to

φk and at the same time, using the feedback controller to

stabilize the system state as fast as possible around the vector

function φk,r(t). The basic idea is shown by a direct way in

Fig. 1 in [15].

III. THE LYAPUNOV METHOD BASED ON THE AVERAGE

VALUE OF AN IMAGINARY MECHANICAL QUANTITY

In this section, we first recall the Lyapunov function

in the original reference [12] and develop the idea of the

controller design. Suppose that the Hermitian operator P is

a mechanical quantity of the quantum system. According to

quantum theory, if the system is in an eigenstate of P , then

the average value of P is the eigenvalue corresponding to

the eigenstate of P . From this point of view, it is reasonable

to consider the average value of P as a Lyapunov function.

V0(Ψ) := 〈Ψ|P |Ψ〉 (2)

In [12], S. Grivopoulos and B. Bamieh proved the following

important lemma in control theory via variational calculus.

Lemma 1: [12] With the constraint condition 〈Ψ|Ψ〉 = 1,

the set of critical points of the Lyapunov function V0(Ψ) =
〈Ψ|P |Ψ〉 is given by the normalized eigenvectors of P . The

eigenvectors with the largest eigenvalue are the maxima of

V0, the eigenvectors with the smallest eigenvalue are the

minima and all others are saddle points.

According to Lemma 1, if the goal state φk corresponds

to the smallest eigenvalue lk of P , then V0(Ψ) = 〈Ψ|P |Ψ〉
is equal to lk at |Ψ〉 = φk. Thus, when the designed control

fields make V0 decrease continually to lk, the state of the

system will be possibly driven to φk, that is, the goal state.

This idea will be used to design the control fields and

construct the imaginary mechanical quantity P .

A. Controller design

Corresponding to the target state φk,r for any r ∈ (0, r∗],
we construct the analytic matrix Pr such that φk,r is the

eigenvector of Pr and the corresponding eigenvalue lk,r is

the smallest one of all the eigenvalues of Pr. The process to

find such matrices can be found in [11].

Now we define the following Lyapunov function based on

the average value of an imaginary mechanical quantity

V1(Ψ) := 〈Ψ|Pr|Ψ〉, (3)

And the function Ψ 7→ r(Ψ) is implicitly defined as follows,

r(Ψ(t)) = r(Ψ) := θ(〈Ψ|Pr|Ψ〉 − lk), (4)
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for a slowly varying real function θ. Noting that under the

assumption of non-degeneracy for the kth eigenstate of H0+
rH1 for r ∈ [0, r∗], φk,r and Pr are analytic mappings of the

parameter r ∈ [0, r∗] [16]. In particular, we can consider the

derivative of the map r 7→ Pr at least in the interval [0, r∗].
Denote by dPr

dr
|r0

the derivative of this map at the point r0.

Furthermore, as the dependence of φk,r with respect to r is

analytic, dPr

dr
is bounded on [0, r∗] and thus

C := max{||
dPr

dr
|r0

||; r0 ∈ [0, r∗]} < ∞

A simple computation yields that

d

dr
θ(V1(Ψ) − lk) =

d

dr
θ(〈Ψ|Pr|Ψ〉 − lk)

=θ′ · (〈Ψ|
dPr

dr
|Ψ〉).

(5)

Choosing the function θ such that ||θ′||∞ is small enough

and due to the fact that C < ∞, the function

α ∈ [0, r∗] 7→ θ(V1(Ψ) − lk) := θ(〈Ψ|Pα|Ψ〉 − lk)

will be contraction for fixed Ψ ∈ S. Thus, for any fixed point

Ψ ∈ S, there exists a unique r(Ψ) ∈ [0, r∗] such that (4) is

satisfied.

Let us explain the one-to-one correspondence, Ψ ∈ S 7→
r(Ψ) ∈ [0, r∗] by the implicit function theorem. Consider

the following function

F (r,Ψ) := r − θ(V1(Ψ) − lk).

F is regular with respect to r and Ψ, and for a fixed Ψ ∈ S

we have F (r(Ψ),Ψ) = 0; furthermore, we have

d

dr
F (r,Ψ) = 1 − θ′(〈Ψ|

dPr

dr
|Ψ〉),

which is non-zero for θ which ensures ||θ′||∞ to be small

enough. Thus, with the implicit function theorem and the

uniqueness of the application Ψ 7→ r(Ψ), we have the

following existence result:

Lemma 2: Let θ ∈ C∞(S; [0, r∗]) be such that θ(0) =
0, θ(s) > 0, ∀s > 0, ||θ′||∞ < 1

C∗
where C∗ := 1 +

max{||dPr

dr
|r0

||; r0 ∈ [0, r∗]} < ∞. Then there exists a

unique map r ∈ C∞(S; [0, r∗]) such that for every Ψ ∈ S,

r(Ψ) = θ(〈Ψ|Pr|Ψ〉 − lk), with r(φk) = 0.

Assumption 1: There exists a r∗ such that for every r ∈
(0, r∗], we have λ1,r < · · · < λN,r and the Hamiltonian

H0 + rH1 is not λk,r-degenerate. Let φk,r be an eigenstate

of H0+r(Ψ)H1 and be also the goal state. We assume that all

the eigenstates of H0 + r(Ψ)H1 satisfying 〈φj,r|H1|φi,r〉 6=
0, i, j ∈ {1, 2, · · · , N} i, j 6= k.

In the sequel, we assume that θ ∈ C∞(S; [0, r∗]) and

||θ′||∞ < 1
2C∗

. According to the controller to be designed

with u(Ψ(t)) = r(Ψ(t)) + v(Ψ(t)), for simplicity, u(t) =
r(t) + v(t), the system (1) evolves as follows

i
d

dt
Ψ = (H0 + (r(t) + v(t))H1)Ψ.

Differentiating V1 with respect to t yields that

d

dt
V1(Ψ(t)) =〈Ψ̇|Pr|Ψ〉 + 〈Ψ|Pr|Ψ̇〉 + ṙ(t)〈Ψ|

dPr

dr
|Ψ〉

=i〈Ψ|[H0 + r(t)H1, Pr]|Ψ〉

+ i〈Ψ|[H1, Pr]|Ψ〉v(t)

+ ṙ(t)〈Ψ|
dPr

dr
|Ψ〉.

(6)

And

ṙ(t) =θ′(V1 − lk){i〈Ψ|[H0 + r(t)H1, Pr]|Ψ〉

+ i〈Ψ|[H1, Pr]|Ψ〉v(t) + ṙ(t)〈Ψ|
dPr

dr
|Ψ〉}.

(7)

Let us denote by

K(t) := θ′(V1 − lk)(〈Ψ|
dPr

dr
|Ψ〉).

From the assumption that ||θ′||∞ < 1
2C∗

, |K(t)| ≤ 1
2 for any

t ∈ [0,+∞). According to (6) and (7) and the condition that

[H0 + r(t)H1, Pr] = 0, we have

(1 − K(t))ṙ(t) = θ′(V1 − lk)i〈Ψ|[H1, Pr]|Ψ〉v(t),

which means that ṙ(t) = θ′(V1−lk)
1−K(t) i〈Ψ|[H1, Pr]|Ψ〉v(t).

Now, we rewrite (6) as follows:

d

dt
V1(Ψ(t)) = i〈Ψ|[H1, Pr]|Ψ〉v(t)

+
θ′(V1 − lk)

1 − K(t)
i〈Ψ|[H1, Pr]|Ψ〉v(t)〈Ψ|

dPr

dr
|Ψ〉

= (1 +
K(t)

1 − K(t)
)i〈Ψ|[H1, Pr]|Ψ〉v(t),

(8)

where 1 + K(t)
1−K(t) > 0 for every t ≥ 0. Thus, design a

feedback law as follows

v(t) = v(Ψ(t)) := −cf(i〈Ψ|[H1, Pr]|Ψ〉) (9)

with a positive constant c, where the image of function y =
f(x) passes the origin of plane x−y monotonically and lies

in quadrant I or III. It is clear that with the above controller

we have dV1

dt
≤ 0.

The main purpose of the next section is to provide the

convergence analysis of this feedback design under some

suitable assumptions. Characterization of the ω-limit set for

the closed-loop system will be proposed by the LaSalle

invariance principle.

B. Convergence analysis

In this section, we use the LaSalle invariance principle to

analyze the convergence of the system (1) with the implicit

feedback function. First, let us recall the LaSalle invariance

principle [20]:

Lemma 3: [20] For an autonomous dynamical system,

ẋ = f(x), let V (x) be a Lyapunov function on the phase

space Ω = {x}, satisfying V (x) > 0 for all x 6= x0 and

V̇ (x) ≤ 0, and let O(x(t)) be the orbit of x(t) in the phase
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space. Then the invariant set E = {O|V̇ (x(t)) = 0} contains

the positive limiting sets of all bounded solutions, i.e., any

bounded solution converges to E as t → +∞.

Based on the controller design above, the convergence

analysis of the controlled quantum system is presented.

Theorem 1: Consider the system (1) with the feedback

design u(Ψ(t)) := r(Ψ(t)) + v(Ψ(t)) where r(Ψ) is given

by Lemma 2 and v(Ψ(t)) := −cf(i〈Ψ|[H1, Pr]|Ψ〉) with

a positive constant c. Moreover, let θ ∈ C∞(S; [0, r∗]) be

such that the conditions in Lemma 2 are satisfied. Let us

also suppose that

(i) [H0 + r(t)H1, Pr] = 0,

(ii) ωr
ij 6= ωr

lm, (i, j) 6= (l, m),
(iii) lr,i 6= lr,j , i 6= j,

where ωr
ij = λr

i − λr
j , λr

i (i = 1, 2, · · · , N) is the eigenvalue

of H0 + r(t)H1 corresponding to the eigenvector φi,r. Then

the solution of system (1) converges toward S := {φkeiθ; θ ∈
R} under Assumption 1 in the sense of lim

t→∞
dist(Ψ(t), S) =

0.

Proof: From the Lyapunov function V1(Ψ) defined in

the previous section and the feedback controller u(Ψ(t)) =
r(Ψ(t))+v(Ψ(t)) designed in the Theorem, we have dV1

dt
≤

0. From Lemma 3, the trajectories of the closed-loop system

converge to the largest invariant set contained in dV1

dt
= 0.

Let us characterize this invariant set. Suppose that Ψ is

a solution of the system (1) such that dV1

dt
= 0. Then there

exists a constant V̄ such that V1(Ψ) = V̄ . This implies that

r(Ψ) is a constant denoted by r(Ψ) = r̄ where r̄ := θ(V̄ ).
The equation dV1

dt
= 0 satisfies if and only if

v(Ψ(t)) := −cf(i〈Ψ|[H1, Pr]|Ψ〉) = 0. (10)

Thus the controlled system can be represented by

i
d

dt
Ψ = (H0 + r̄H1)Ψ,

Ψ|t=0 = Ψ0, ||Ψ0|| = 1.
(11)

There are two cases to be considered.

(i) r̄ = 0, then θ(V̄ ) = 0, which means that V̄ = 0, so we

have Ψ ∈ S from Lemma 1 and the definition of V1(Ψ).
Then we complete the proof in this case.

(ii) r̄ 6= 0, which means that 0 < r̄ < r∗. Without loss of

generality, we assume that when t = t0, (10) is satisfied.

Now to verify that Ψ(t0) is the point in the invariant set of

the close-loop system, we only need to verify that for any

∆t ∈ (0,+∞), v(Ψ(t0 + ∆t)) = v(t0 + ∆t) = 0.

Denote the state of the system at t0 by

Ψ(t0) =
N

∑

i=1

ci(t0)φi,r̄, (12)

where φi,r̄ is the ith eigenvector of H0 + r̄(Ψ)H1. By the

property of invariance, Ψ(t0 + ∆t) should also satisfy (10)

i.e.,

〈Ψ(t0 + ∆t)|[H1, Pr̄]|Ψ(t0 + ∆t)〉 = 0. (13)

Since Ψ solves the equation (11), we can derive Ψ(t0 +∆t)
as follows:

Ψ(t0 + ∆t) = e−i(H0+r̄H1)∆tΨ(t0)

=
N

∑

i=1

ci(t0)e
−i(H0+r̄H1)∆tφi,r̄

(14)

Using (13), it follows that

N
∑

i,j=1

(lr̄,i − lr̄,j)ci(t0)c
∗
j (t0)e

iωr̄
ji∆t〈φj,r̄|H1|φi,r̄〉 = 0,

(15)

where ωr̄
ij = λr̄

i − λr̄
j , λr̄

i (i = 1, 2, · · · , N) is the eigenvalue

of H0 + r̄(t)H1 corresponding to the eigenvector φi,r̄.

Furthermore, it can be written in the following simple form

N
∑

i,j=1

(lr̄,i − lr̄,j)〈φj,r̄|ρ(t0)|φi,r̄〉〈φj,r̄|H1|φi,r̄〉e
iωr̄

ji∆t = 0

(16)

where ρ(t0) := |Ψ(t0)〉〈Ψ(t0)|. From condition (ii) of the

Theorem, by the arbitrary of ∆t, eiωr̄
ji∆t are linear indepen-

dent with each other. Then for the eigenvectors φi,r̄, φj,r̄

such that 〈φj,r̄|H1|φi,r̄〉 6= 0, we only need to construct the

matrix Pr̄ such that lr̄,i 6= lr̄,j . Thus equation (16) can be

expressed by

〈φj,r̄|ρ(t0)|φi,r̄〉〈φj,r̄|H1|φi,r̄〉 = 0, i, j ∈ {1, 2, · · · , N}
(17)

If the system satisfies Assumption 1, then Ψ ∈ S and we

finish the proof of the theorem.

IV. SIMULATIONS

Consider the following system with H0 and H1

H0 :=





0 0 0
0 1 0
0 0 2



 ,H1 :=





1 1 1
1 0 1
1 1 1



 .

Let the second eigenstate of H0, φ2 = (0 1 0)T be the target

state. And we can see that this system does not satisfy the

strong regular condition. If we apply the implicit Lyapunov

technique based on the state distance using the feedback

control law proposed in [15], simulaitons in Fig. 1 show

that the systems can not be stabilized when c = 1 and the

initial state Ψ0 = 1√
3
(1 1 1)T .

Now we adopt the Lyapunov method based on the av-

erage value of the imaginary mechanical quantity. Simple

computation yields that Assumption 1 holds and all the

conditions in Theorem 1 are satisfied. The first part of

the control field r(Ψ(t)) is defined implicitly by (4). In

order to find this function at each time step, we use a

fixed point algorithm by computing iteratively the value of

θ(V1) and the function θ(s) is chosen to be θ(s) = s/20.

The second part of feedback law is given by (9) with

v(Ψ(t)) = −i(〈Ψ|[H1, Pr]|Ψ〉). The simulations in Fig.2

illustrate the performance of this approach. And for real

quantum systems, we use the above control signals from the

closed-loop simulations to achieve the state steering.
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Fig. 1: (a): The population of the system trajectory Ψ(t) solution
of the system (1) with feedback design (9) and (15) in [15]. It can
be seen that the system can not converge to φ2 the second
eigenstate of the internal Hamiltonian as t → +∞; (b): the
control field γ(Ψ) + v(Ψ).
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Fig. 2: (a): The population of the system trajectory Ψ(t) solution

of the system (1) with feedback design u(Ψ) = r(Ψ) + v(Ψ). It
can be seen that the system reaches φ2 the second eigenstate of
the internal Hamiltonian; (b): the control field r(Ψ(t)) + v(Ψ(t)).

V. CONCLUSIONS

A stabilization method for finite dimensional quantum sys-

tems and its convergence analysis have been proposed under

the degenerate cases that the strong regular condition as well

as the condition 〈φi|H1|φj〉 6= 0, i, j 6= k do not hold. By

adopting the Lyapunov function based on the average value

of the imaginary mechanical quantity, feedback control laws

based on implicit Lyapunov functions have been designed.

Moreover, convergence analysis has been investigated via the

LaSalle invariance principle. Additionally, simulation studies

have been provided to show the effectiveness of the proposed

results.
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