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1 Introduction

Anyone who seeks to understand the dynamics of a birational map f+ : P2 →
P2 faces an immediate problem: birational maps are not generally maps.
That is, except when f+ has degree one, there exists a finite non-empty set
I+ of points where f+ cannot be defined continuously. In a precise sense,
f+ “blows up” each of these points of indeterminacy to an entire algebraic
curve. Nevertheless, in this paper and its predecessor [Dil], we present an
approach to the dynamics of birational maps of P2 which, as far as possible,
pretends to deal with smooth dynamical systems.

There are two reasons for our hope in this approach. One is that we have
pluripotential theory at our disposal. Brolin [Bro] showed three decades ago
that one could produce a very natural subharmonic “Green’s” function by
iterating a polynomial map of C. More recently, Hubbard and Papadopol
[HP] presented a generalization of Brolin’s construction that applies at least
formally to any rational map of Pn in any dimension n. We showed in [Dil]
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that for birational maps of P2 the construction turns out to be effective,
giving us a Green’s function to use as a starting point for understanding
dynamics. The other reason for our hope is that one class of birational maps
has been studied with much success recently. Bedford, Smillie et all (see [FM],
[BS1], [BS2], [BS3], [FS1], [HO1], [HO2]) have obtained a detailed picture of
the dynamics of polynomial diffeomorphisms of C2. Since these maps extend
birationally to P2, we are able to conduct our own more general investigation
with a reliable model and proven techniques to guide us. The reader familiar
with work done for polynomial diffeomorphisms will recognize several of the
theorems in this paper. In places, we are even able to appropriate proofs
with only minor changes. Nonetheless, as we hope will become evident, it
is our contribution here and in [Dil] to develop the pluripotential theoretic
framework to the point where such proofs apply.

Before proceeding further, we note that others have taken different ap-
proaches to dealing with indeterminacy in rational maps. Papers by Fried-
land [Fri2] [Fri1], Hubbard and Oberste-Vorth [HO1] [HO2], Hubbard, Pa-
padopol and Veselov [HPV], have proceeded by replacing P2 with a more
complicated space. The idea is that the rational map will lift to a completely
well-defined map on the new space. A recent paper of Russakovski and Shiff-
man [RS] adopts a distribution theoretic point of view toward dynamics of
rational maps. Our use of the graph of f+ in Section 5 below is inspired by
that paper.

After presenting some background on birational maps and on currents in
Section 2, we discuss the pushforward and pullback of a positive closed (1, 1)
current T by a birational map f+. These notions are usually only defined
for smooth maps, but the algebraic nature of a birational map and the close
relationship between positive closed currents and algebraic varieties allows us
to reasonably extend the usual definitions here. In algebraic terms we define
the pushforward of T by f+ to be the natural generalization of the proper
transform of an algebraic curve. Likewise, we define the pullback of T by the
inverse map f− to be the natural generalization of the total transform of an
algebraic curve by f+. The main result of the section is Theorem 2.3, which
says that these two operations agree for a positive closed (1, 1) current T if
and only if the Lelong number of T vanishes at each point of I+.

Section 3 provides the connection between Theorem 2.3 and the rest of
the paper. Given that the (algebraic) degrees of iterates of f+ grow properly,
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i.e. that deg fn+ = (deg f+)n for all n, one can construct a canonical current

µ+ = lim
n→∞

1

deg fn+
f ∗+Θ,

where Θ is the usual Fubini-Study Kähler form on P2. Corollary 3.7, a
consequence of Theorem 2.3, states that µ+ is an extreme point in the cone
of closed, positive (1,1) currents. One can view this corollary as a sort of
strong ergodicity property of µ+, and we make essential use of it to prove a
uniqueness result in Section 5.

In Section 4, we show that a certain natural measure associated with
f+ is invariant. The current µ+ satisfies the simple transformation property
f+∗µ

+ = µ+/ deg f+. The corresponding current µ− associated with the
inverse map f− satisfies f+∗µ

− = (deg f+) · µ−. Therefore, one might expect
the measure µ = µ+ ∧ µ− to be invariant under pushforward. However,
this heuristic expectation relies on the assumptions that the wedge product
between µ+ and µ− admits a reasonable definition and that if so, f+∗ will
act distributively across the wedge product. Since local potentials for µ+

and µ− can be quite singular, neither of these assumptions are obviously
true. Nevertheless, if the extended indeterminacy set (i.e. the closure of the
backward orbit of I+) of f+ is disjoint from the extended indeterminacy set
of f−, we are able to justify both of them.

In section 5, we turn our attention to positive (1, 1) currents which are not
closed—more precisely, we consider positive and locally closed (1, 1) currents
which have been “truncated” by multiplying with smooth functions. The
definition of pushforward given in Section 2 does not easily apply in this
setting. Therefore, we take inspiration from [RS], and define pushforward
using a desingularization of the graph of f+. Our main results (Theorem 5.4
and 5.6) state that iterated pushforwards of a truncated (1,1) current tend to
converge to µ− after normalization. The theorems are direct generalizations
of the results presented in Section 1 of [BS3].

Sections 6 and 7 present some implications of section 5 for the dynamics of
f+. Little is known at present about the topological properties of suppµ+, so
we show in section 6 that this set tends to be nowhere dense. For instance, if
suppµ− excludes a single point of suppµ+, then suppµ+ is nowhere dense. In
particular, if f+ has an attracting periodic point and satisfies the hypothesis
on the extended indeterminacy set employed in section 4, then suppµ+ is
nowhere dense. We also show that if f+ is completely separating (see section
5 below), then suppµ− is equal to the closure of the unstable manifold of
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any saddle periodic point. In section 7 we prove three ergodicity-type results.
Most significantly, we show that f+ is mixing with respect to the measure
µ = µ+ ∧ µ− defined in Section 4.

2 Birational Maps and Positive Closed (1,1)

Currents

Let π : C3 \ {0} → P2 be the canonical projection giving homogeneous
coordinates on P2. Any rational map f : P2 → P2 can be regarded as the
natural relation induced by a homogeneous polynomial map f̃ : C3 → C3.
Clearly, f does not change if we multiply each of the coordinates of f̃ by
the same homogeneous polynomial. Therefore, we will assume that f̃ is a
minimal representative for f in the sense that the coordinate functions of f
have lowest possible degree. Under this assumption, we define the (algebraic)
degree deg f to be the degree of f̃ .

The critical set C of f is an algebraic curve equal to the image under π
of the critical set of f̃ . It can happen that f̃−1(0) is non-trivial even when
f̃ is minimal. In this case f(π(p̃)) is ill-defined whenever f̃(p̃) = 0. The set
I = π(f̃−1(0)) ⊂ P2 of all such points of indeterminacy is always finite, and
we will persist in writing f : P2 → P2, as if f were well-defined everywhere.

A rational map f+ : P2 → P2 is birational if there exists another rational
map f− : P2 → P2 and an algebraic curve V such that f+ ◦f− = f− ◦f+ = id
on P2 \ V . The use of +/− superscripts to distinguish a birational map
from its rational inverse emphasizes the fact that f+ and f− are not, strictly
speaking, set theoretic inverses. We will use +/− subscripts and superscripts
in all of what follows to distinguish objects corresponding to f+ from objects
corresponding to f−. For instance, I− denotes the indeterminacy set for f−.
The following proposition (see [Dil] for a proof) describes the relationship
between indeterminacy and critical sets for a birational map.

Proposition 2.1 The following statements are true for any birational map
f+ : P2 → P2.

1. I+ ⊂ C+, and every irreducible component of C+ contains a point of
I+.

2. Given any irreducible curve V ⊂ C+, f+(V ) is a single point in I−; like-
wise, given any p− ∈ I−, f−1

+ (p−) is a component of C+. In particular
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C+ coincides with the exceptional set of f+.

3. f+ : P2 \ C+ → P2 \ C− is a biholomorphism.

Note that we make an important technical distinction between the image
of a closed set K under f+ and its preimage under f−. We declare that
f+(K) = f+(K \ I+) and f−1

− (K) = {p ∈ P2 \ I− : f−(p) ∈ K}. In general,
f+(K) ⊂ f−1

− (K), but the inclusion can be strict if equality holds if and only
if K ∩ I+ 6= ∅.

Degree one birational maps of P2 are dynamically rather simple, so we
assume in what follows that all birational maps under consideration have
degree greater than one. Such maps will necessarily have non-empty criti-
cal sets and therefore, by Proposition 2.1, non-empty indeterminacy sets as
well. Therefore, one must be rather careful when using a birational map to
transform an analytic object such as a form or a current.

We want specifically to consider actions of birational maps on positive
closed (1, 1) currents. Before doing so, however, we fix some notation and
recall a couple of facts about positive currents on P2. For more thorough
background on positive currents, we refer the reader to the book [Kli] by
Klimek and survey articles by Demailly [Dem] and Skoda [Sko]. The mass
of a positive current T on a set K ⊂ P2 is

MK [T ] = sup{T (ϕ) : |ϕ| ≤ 1, suppϕ ⊂ K}.

Of course this definition implies the choice of an Hermitian metric on a
neighborhood of K, but for any two such choices, the resulting mass norms
are comparable. Where we do not indicate otherwise, we imply the use of
the Fubini Study metric on P2, letting Θ denote the associated Kähler form.
It turns out that

||T || def
= MP2 [T ] =

∫
P2
T ∧Θ.

If T is positive and closed on P2, then T can be written locally as ddcu for
some plurisubharmonic function u. Fornæss and Sibony [FS2] have shown
more strongly that there exists a global “homogeneous” potential ũ : C3 →
R ∪ {−∞} for T . That is,

π∗T = ddcũ

ũ(λp̃) = ũ(p̃) + c log |λ|.
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for every λ ∈ C, every p̃ ∈ C3, and c = ||T ||. Given T , the potential ũ is
unique up to additive constants. Moreover, any ũ satisfying the homogeneity
condition for some c > 0 induces a positive closed (1, 1) current T on P2 as
follows: If U ⊂ P2 and π−1 : U → C3 is a holomorphic section, then T |U is
given by ddcũ ◦ π−1. Homogeneity guarantees that this definition does not
depend on the choice of π−1. We will abuse notation by writing T = π∗dd

cũ.
Now we recall two actions of a birational map f+ : P2 → P2 on a positive

closed (1, 1) current T = π∗dd
cũ. First of all, we define the “pullback” by

f ∗+T = π∗dd
c(ũ ◦ f̃). Besides its consistency with notation used in related

papers (e.g. [HP] and [FS2]), this definition of f ∗+T has the advantage that
mass transforms predictably according to the formula ||f ∗+T || = deg f+||T ||.
As we hope will emerge below, f ∗+T is in some sense the largest reasonable
notion of the preimage of T , generalizing the notion of the total transform
of an algebraic curve by a rational map.

Next we define the pushforward of T by f+. Taking advantage of the fact
that f+ : P2\C+ → P2\C− is a biholomorphism, we first push the restriction
T |P2\C+ forward to a positive closed (1, 1) current on P2\C−. We then extend
T by zero across C−. Thanks to an extension theorem of Harvey and Polking
[HP], the result is a well-defined positive closed (1,1) current on P2. We
denote this current by f+∗T . It should be clear that f+∗T is the smallest
reasonable notion of the image of T , analogous to the proper transform of a
curve by a rational map. Before stating the next proposition, we recall that
T is extremal among positive closed (1, 1) currents if every decomposition
T = T1 + T2 into a sum of positive closed currents is trivial—i.e. Tj = cjT .

Proposition 2.2 If T is extremal, then so is f+∗T . If T |C+ = 0 and f+∗T
is extremal, then so is T .

Proof. First assume that T is extremal. Let f+∗T = S1+S2 be a decomposi-
tion. By adding and subtracting a multiple of f+∗T to the right side, we can
assume that S1 dominates no positive multiple of f+∗T . It is clear that push-
forward acts linearly and preserves positivity, so item (5) of Proposition 4.7
in [Dil] gives that T ≥ f−∗f+∗T ≥ f−∗S1. That is, T = f−∗S1 + (T − f−∗S1),
so f−∗S1 = cT . Using the same fact from [Dil], we then conclude that
S1 ≥ cf+∗T and that therefore, c = 0. The only non-trivial elements in the
kernel of f−∗ are supported on C−, and by definition f+∗T has no support on
this set. Hence S1 = 0.

Now assume that f+∗T is extremal and T has no mass concentrated on C+.
Let T = T1 + T2 be a decomposition, and note that f+∗T = f+∗T1 + f+∗T2.
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Hence f+∗T1 = cf+∗T . From the above-mentioned fact in [Dil], we have
T1 = cT . 2

As with images and preimages of closed sets, it is not always the case that
f+∗T = f ∗−T . The main result of this section is a necessary and sufficient
condition for equality. To state it, we recall that the Lelong number of a
positive closed current T at p ∈ P2 is given in local coordinates z centered
at p by

ν(T, p) = lim
r→0

1

πr2

∫
||z||<r

T ∧ θ,

where θ = ddc||z||2. If T = ddcu near p, then the Lelong number can be
computed from u by (see [Dem], equation (5.5e))

ν(T, p) = sup{γ ≥ 0 : u(q′) ≤ γ log dist(p, q) +O(1)}. (1)

Theorem 2.3 Suppose that T is a positive closed (1, 1) current on P2, and
that f+ : P2 → P2 is birational. Then f ∗−T − f+∗T is a non-negative linear
combination of currents of integration over components of C−. Furthermore,
f+∗T = f ∗−T if and only if ν(T, p) = 0 for every p ∈ I+.

This theorem is a consequence of the following result about Lelong num-
bers.

Theorem 2.4 Suppose that T is a positive closed (1, 1) current on P2. Then
ν(f ∗−T, p) 6= 0 if and only if either p ∈ I− or ν(T, f−(p)) 6= 0.

Proof of Theorem 2.3 Since f+ : P2 \ C+ → P2 \ C− is a biholomorphism,
f+∗T and f ∗−T coincide with the usual notions of pushforward and pullback
on P2 \ C−. In particular, they coincide with each other on this set. Hence
f ∗−T − f+∗T is supported on C−. The restriction of f+∗T to C− is trivial
by definition, so f ∗−T − f+∗T is positive. A well-known theorem of Siu [Siu]
implies that f ∗−T − f+∗T =

∑
V⊂C−

cV [V ], where V ⊂ C− is an irreducible

component and cV ≥ 0. If cV > 0 then ν(T, p) > 0 for every p ∈ V .
Therefore, we can apply Theorem 2.4 to any p ∈ V \ I− and conclude that
ν(T, f−(p)) > 0. Since f−(p) ∈ I+, this proves the ‘only if’ portion of the
corollary.

If on the other hand f ∗−T − f+∗T = 0, then it follows that the restriction
of f ∗−T to C− is trivial. Thus by Siu’s results again, ν(f ∗−T, p) = 0 for every
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p ∈ C− outside a countable subset. Each p ∈ I+ is the f−-image of some
non-trivial algebraic curve in C− by Proposition 2.1—in particular, p = f−(q)
for some q such that ν(f ∗−T, q) = 0. Therefore, Theorem 2.4 implies that
ν(T, p) = 0 as well. 2

Proof of Theorem 2.4 Let ũ : C3 → R ∪ {−∞} be a homogeneous po-
tential for T , and let f̃− be a homogeneous representative for f−. Choose a
holomorphic section π−1 : W → C3 \ {0} of π on some neighborhood W 3 p.
Then

u = ũ ◦ f̃− ◦ π−1

is a local potential for f ∗−T on W . For any q ∈ W ,

u(q) = ũ

(
f̃− ◦ π−1(q)

||f̃− ◦ π−1(q)||

)
+ log ||f̃− ◦ π−1(q)|| ≤M + log ||f̃− ◦ π−1(q)||,

where M is the maximum value of ũ on the unit sphere in C3. Suppose first
that p ∈ I−—i.e. that f̃− ◦ π−1(p) = 0. Hence, ||f̃− ◦ π−1|| tends to zero at
a polynomial rate near p, giving

u(q) ≤M + logAdist(q, p)k = A+B log dist(q, p)

for some constants A,B > 0. In combination with equation (1) this implies
that ν(f ∗−T, p) > 0.

Now suppose that p /∈ I−. Choose a holomorphic section π−1
V of π on a

neighborhood V of f−(p). We can assume that the neighborhood W 3 p is
small enough that f−(W ) ⊂ V . We choose v = ũ ◦ π−1

V as a local potential
for T near f−(p). From the relation π◦ f̃− = f− ◦π, we see that f̃− ◦π−1(q) =
λ(q) [π−1

V ◦f−](q) for all q ∈ W and some non-vanishing holomorphic function
λ. Therefore,

(v ◦ f−)− u = ũ ◦ π−1
V ◦ f− − ũ ◦ f̃− ◦ π−1 = log |λ|

is a harmonic function. We conclude that v ◦f− is a potential for f ∗−T on W .
Suppose that ν(T, f−(p)) 6= 0. That is, there exist constants A,B > 0

such that
v(q) ≤ A log dist(q, f−(p)) +B. (2)

for all q ∈ V . From equation (2) and the fact that f− is uniformly Lipschitz
on small neighborhoods of p, we obtain

v ◦ f−(q) ≤ A log dist(f−(q), f−(p)) +B ≤ A log dist(q, p) +B′
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on W . Therefore, ν(f ∗−T, p) 6= 0.
Finally, suppose that p /∈ I− and ν(f ∗−T, p) 6= 0. If p /∈ C−, then we can

argue as in the previous case. That is, by equation 1 there exist constants
A,B > 0 such that

u(q) ≤ A log dist(q, p) +B

for all q near p. Since p /∈ I−, we have that f+ is Lipschitz at f−(p) and
therefore that

u ◦ f+(q) ≤ A log dist(f+(q), p) +B ≤ A log dist(q, f−(p)) +B′

for all q near f−(p). But T = ddc(u◦f+) near f−(p). Therefore, ν(T, f−(p)) 6=
0.

If p ∈ C−, we must argue more carefully. The problem is that f+ is not
Lipschitz near f−(p). The f+-image of a small neighborhood of f−(p) will
always contain an entire component of C−. After passing to local coordinates,
we can assume that W = V = ∆ ×∆ and that p = f−(p) = (0, 0). We can
also assume that the set ∆×{0} intersects C− only at (0, 0). Let ∆(r) denote
the set {(x, 0) : |x| < r} and let D(r, x, y) denote the translate of f−(∆(r))
by (x, y). We rely on the following technical lemma to complete the proof.

Lemma 2.5 There exist constants C, k > 0 such that the following holds: if
r < 1/2 and ||(x, y)|| < Crk, then bD(r, x, y) ⊂ f−(W ) and, more specifically,
dist(f+(bD(r, x, y)), b∆(r)) < r/2.

By assumption and equation (1), we have

v ◦ f−(x, y) ≤ A log ||(x, y)|| +B

for all (x, y) ∈ ∆2 and constants A,B > 0. In particular, if r < 1/2 and
dist((x, y), b∆(r)) < r/2, we have

v ◦ f−(x, y) ≤ A log r +B′.

Applying the lemma, we see that

v ≤ A log r +B′

on bD(r, x, y) whenever ||(x, y)|| < Crk. By the maximum principle, the es-
timate carries over to all of D(r, x, y). Note that the union of these D(r, x, y)
contains B0(Cr

k). Setting s = Crk, we obtain

v ≤ A′ log s+B′′
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Figure 1: Situation covered by Lemma 2.5

on B0(s) for some constants A′, B′′ > 0. Letting r (and thus s) vary, we
conclude that

v(x, y) ≤ A′ log ||(x, y)|| +B′′

for (x, y) close enough to (0, 0). Hence ν(T, f−(p)) 6= 0 as desired. 2

Proof of Lemma 2.5 Since ∆(1) ∩ C− = {(0, 0)}, we see that f− is non-
constant (in fact, injective) on ∆(1). By considering the component functions
of f−, one of which must be non-constant, we see that

||f−(x, 0)|| ≥ A|x|j (3)

for some A, j > 0 and |x| small enough. Since f− is injective on ∆(1),
compactness allows us to extend this estimate with possibly smaller constants
to x ∈ ∆(1/2). The Euclidean metric in local coordinates is comparable on
compact sets of ∆×∆ to the Fubini-Study metric on P2. Consequently, the
coordinate estimate (3) translates into the estimate

dist(f−(q), f−(p)) ≥ Arj (4)

for all q ∈ b∆(r) and constants A, j > 0. We will use Euclidean distance and
Fubini-Study distance interchangeably throughout the rest of the proof.
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In [Dil], we defined the expansion function γ : P2 → R∪{−∞} associated
with f+ (note that we capitalized γ in [Dil]; in this paper, we will make
different use of the capital letter Γ). For our purposes, the two key properties
of γ are Propositions 2.6 and 2.7 in [Dil]. That is, there exist constants
A,B,C > 0 such that for all q, q′ ∈ P2

γ(q) ≥ A log dist(q, I+)−B

and
dist(f+(q), f+(q′)) ≤ Ce−γ,

where γ = min{γ(q), γ(q′)}. Assuming that dist(q, q′) < 1
2
dist(q, I), we can

combine these two equations and obtain

dist(f+(q), f+(q′)) ≤ A
dist(q, q′)

[dist(q, I−)]k
(5)

for constants A, k > 0.
In the present context, if q ∈ f−(b∆(r)) = bD(r, 0, 0) and q′ ∈ bD(r, x, y)

for ||(x, y)|| small enough (e.g. one half of the right side of equation (3) will
do), then equation (5) implies that

dist(f+(q), f+(q′)) ≤ A
||(x, y)||
rk

for constants A, k > 0. From this it is evident that to achieve

dist(f+(q), f+(q′)) ≤ r/2

it is enough to require
||(x, y)|| ≤ Crk

for appropriate positive constants C and k. 2

3 Escape Currents are Extremal

Hubbard and Papadopol [HP] showed that one can construct a positive closed
(1, 1) current on P2 by iterating a holomorphic map f : P2 → P2. Their
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construction applies at least formally to a birational map f+ of P2. Given a
minimal representative f̃+, one defines a homogeneous potential

G̃+(p̃) = lim
n→∞

1

deg f̃n+
log ||f̃n+(p̃)||, (6)

which induces a positive closed (1,1) current T on P2. The obvious difficulty
in this construction is to ensure that the limit defining G̃+ converges. A less
obvious but dynamically more fundamental difficulty is that f̃n+ need not be

a minimal representative for fn+—i.e. deg fn+ can be strictly less than deg f̃n+.

Let I+
n =

⋃n−1
j=0 f

−j
+ (I+) be the indeterminacy set of of fn. It is a simple

consequence of Proposition 2.1 that degree growth of the iterates of f̃+ is
related to the dynamical interaction between I+ and I−. We observed in
[Dil] that

Proposition 3.1 The following statements are equivalent for a birational
map f+ : P2 → P2 with inverse f−:

1. deg(fn+) = (deg f+)n for all n;

2. I+ ∩ fn+(I−) = ∅ for all n.

3. fn−(I+) ∩ fm+ (I−) = ∅ for all n,m ≥ 0;

Fornæss and Sibony [FS2] call rational maps generic if they satisfy the
first condition. Since in our narrower context, this condition is equivalent
to conditions requiring indeterminacy orbits to avoid each other, we refer to
a birational map satisfying condition 1 as minimally separating. Condition
3 of proposition 3.1 implies that f+ is minimally separating if and only if
f− is. Condition 2 applied to f− shows that the indeterminacy set of fn+ is

I+
n =

⋃n−1
j=0 f

j
−(I+). For convenience, we allow n = ∞ in the definition of

I+
n . We showed in [Dil] that the construction of Hubbard and Papadopol

succeeds for minimally separating birational maps (see also [Fav]; Sibony
[Sib] has recently given an elementary proof of this result for arbitrary generic
rational maps).

Theorem 3.2 If f+ is minimally separating, then the limit in (6) converges
pointwise and in L1

loc to a plurisubharmonic function G̃+ satisfying

1. G̃+ ◦ f̃+(p̃) = (deg f+) · G̃+(p̃);

12



2. G̃+(λp̃) = G̃+(p̃) + log |λ|;

for all p̃ ∈ C3 and all λ ∈ C.

We refer to G̃+ as the escape function for f+ and note that f+ determines
G̃+ up to an additive constant. It is important to note that by replacing f̃+

with a small multiple of f̃+ (if necessary), one can arrange that the sequence
defining G̃+ is actually decreasing. We refer to the unique induced current
µ+ = π∗dd

cG̃+ as the escape current for f+. We showed in our previous paper
that µ+ transforms well under f+.

Theorem 3.3 The escape current µ+ for a minimally separating birational
map has the following properties:

1. µ+ has no support concentrated on any algebraic curve (see [FS2]);

2. f ∗+µ
+ = (deg f+) · µ+;

3. f−∗µ
+ = (deg f+) · µ+;

4. f+∗µ
+ = µ+/ deg f+.

Remark 3.4 The assertion that is conspicuously missing in the conclusion
of Theorem 3.3—namely, that f ∗−µ

+ = µ+/ deg f+—cannot be true since
||f ∗−µ+|| = (deg f+) · ||µ+|| 6= ||µ+/ deg f+||. In particular, f ∗−µ

+ 6= f+∗µ
+.

This fact can also be seen rather readily from Theorem 2.3, equation (6), and
equation (1).

An immediate consequence of Theorems 2.3 and 3.3 is

Corollary 3.5 If f+ : P2 → P2 is minimally separating, then ν(µ+, p) = 0
for each p ∈ I−∞.

Another consequence of Theorem 2.3 for escape currents depends on a con-
vergence theorem from [Dil].

Theorem 3.6 Suppose that W ⊂ P2 is a (possibly empty) open set contain-
ing all superattracting periodic points of a minimally separating birational
map f+ : P2 → P2. Suppose that {Tn} is a sequence of positive closed (1, 1)
currents such that suppTn ∩ W = ∅ and that ||Tn|| = c is constant with
respect to n. Then

lim
n→∞

1

deg fn+
fn∗+ Tn = cµ+.
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This convergence theorem implies an “ergodic-like” property for µ+.

Corollary 3.7 If f+ : P2 → P2 is minimally separating, then µ+ is extremal
in the cone of positive closed (1, 1) currents. That is, if T ≤ µ+ for some
positive closed (1, 1) current T , then T = cµ+ for some c > 0.

This corollary is proven for Hénon maps in Section VII.3 of [FS3]. Our proof
is a generalization of the one given there.

Proof. We can more or less repeat the proof of Theorem 5.5 from [Dil],
using Theorem 2.3 to cope with the weaker hypothesis that we employ here.
Note that according to our definition, birational pushforward acts linearly
on currents and preserves positivity. It follows from this observation and
Theorem 3.3 that both fn+∗T and fn∗+ T are dominated by multiples of µ+ for
all n ≥ 0. Consequently, Corollary 3.5 implies that ν(fn+∗T, p) = 0 at every
point in I−∞.

We showed in [Dil] that T − fn−∗f
n
+∗T is positive and concentrated on an

algebraic curve. Since µ+ concentrates no support on any algebraic curve,
we must actually have T = fn−∗f

n
+∗T for all n. Theorem 2.3 implies further

that T = fn∗+ fn+∗T . In particular,

||T || = ||fn∗+ fn+∗T || = (deg fn+) · ||fn+∗T ||.

Hubbard and Papadopol [HP] showed that if iterates of f form a normal
family on an open set W , then suppµ+ ∩ W = ∅. Therefore, there is a
neighborhood W of any superattracting cycle such that

(supp fn+∗T ) ∩W ⊂ (suppµ+) ∩W = ∅

for all n. We can now apply Theorem 3.6 to the sequence Tn = (deg fn+)fn+∗T
to conclude that

||T ||µ+ = lim
n→∞

1

deg fn+
fn∗+ (dnfn+∗T ) = T.

2
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4 Wedge Products and the Invariant Mea-

sure

A formal construction suggests that pluripotential theory ought to yield an
invariant measure for minimally separating birational maps. Namely, since
f+ is minimally separating if and only if f− is, we can apply Theorem 3.2 to
construct currents µ+ and µ− associated with f+ and f−, respectively. Then
we set µ = µ+ ∧ µ−. It seems reasonable that

f+∗µ = f+∗µ
+ ∧ f+∗µ

− =
µ+

deg f+

∧ (deg f+)µ− = µ+ ∧ µ− = µ. (7)

However, for the same reason that one cannot always multiply a pair of dis-
tributions together, it is not generally possible to form the wedge product of
two currents. Furthermore, even if one can make sense of the wedge product,
it remains to determine whether pushforward by f+ will distribute across the
product as is assumed in (7). Our goal in this section is to overcome these
difficulties and show that with a stronger hypothesis on f+, the construction
of an invariant measure from µ+ and µ− succeeds.

Bedford and Taylor (see [Kli]) originated an integration by parts method
for taking the wedge product of positive closed currents with locally bounded
potentials. If W ⊂ C2 is open, u : W → R is locally bounded and plurisub-
harmonic, and T is a positive closed (1, 1) current on W , then the action of
the measure ddcu ∧ T on a test form ϕ is given by

〈ddcu ∧ T, ϕ〉 = 〈T, u ddcϕ〉.

It turns out that this defines ddcu ∧ T as a positive measure. This can be
seen from the following theorem of Bedford and Taylor (see [Kli]).

Theorem 4.1 Suppose that uj, vj : W → R are decreasing sequences of
plurisubharmonic functions converging pointwise to locally bounded pluri-
subharmonic functions u, v. Then

lim
j→∞

ddcuj ∧ ddcvj = ddcu ∧ ddcv

weakly.
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Though examples indicate that the integration by parts construction can-
not be used to defined the wedge product of arbitrary positive closed cur-
rents, one need not restrict oneself to positive closed currents with locally
bounded potentials. Indeed, Fornaess and Sibony [FS4] have shown that the
integration by parts construction and Theorem 4.1 succeed when the un-
boundedness loci of u and v do not coincide too much. The precise condition
they discovered is as follows. Let Mu denote the smallest closed set such that
p /∈ Mu implies that uj is bounded on a neighborhood of p. Let Mv be the
corresponding set for v. Then the wedge product ddcu ∧ ddcv is admissible
provided that Mu ∩Mv lies in the pseudoconvex envelope of its complement
in W . In particular, things go well if at any point in W , at least one of the
functions u or v is locally bounded.

Following [FS2] we refer to I+ def
= I+

∞ as the extended indeterminacy set

of a minimally separating birational map f+. We call the complement D+ def
=

P2 \ I+ of I+ the dynamic domain of f+. We say that f+ is separating
if I+ ∩ I− = ∅. In [Dil] we showed that the escape function G̃+ for a
separating birational map is continuous on π−1(D+). In particular, local
potentials for µ+ are bounded near any point in D+. Clearly, D+ ∪D− = P2

for a separating birational map, so it is clear from the discussion above that
the wedge product µ = µ+∧µ− is admissible for such a map. In order to show
that µ is also invariant, we will need a couple of preliminary lemmas. We
thank Eric Bedford for pointing these out to us and explaining their proofs.

Lemma 4.2 Suppose that u and v are plurisubharmonic functions defined
on the unit polydisk ∆2, and that u is continuous. Then ddcu ∧ ddcv has no
atoms.

Proof. It is enough to show that ddcu ∧ ddcv attaches no mass to the
origin. After subtracting off a constant, we can assume that u(0, 0) = 0 and
set ω(r) = sup|x|,|y|<r |u(x, y)|. We choose a smooth compactly supported
function ψ : ∆2 → [0, 1] such that ψ = 1 on ∆2/2, and we set ψr(x, y) =
ψ(x/r, y/r) for r > 0. Let θ = ddc||(x, y)||2. Then since ddcu ∧ ddcv is
positive, we have

ddcu ∧ ddcv(0) ≤ lim inf
r→0

∫
∆2
ψr dd

cu ∧ ddcv

= lim inf
r→0

∫
∆2
u ddcψr ∧ ddcv

= lim inf
r→0

||u ddcψr||∞ Mr∆2 [ddcv]
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≤ lim inf
r→0

Cω(r)

r2

∫
r∆2

θ ∧ ddcv

But,

lim
r→0

1

r2

∫
r∆2

θ ∧ ddcv = C ′ν(T,0),

which is always finite (see e.g. [Dem], Consequence 4.4). Since ω(r) tends to
0 with r, we are done. 2

Lemma 4.3 Suppose that u and v are plurisubharmonic functions on the
unit polydisk ∆2 = {|x|, |y| < 1}. Assume that u is continuous and that its
restriction to the x axis is harmonic. Assume that the restriction of v to
the x axis is locally integrable (i.e. not identically −∞). Then ddcu ∧ ddcv
concentrates no mass on the x axis.

Proof. Since the conclusion is true if and only if it holds for every open sub-
set of the x-axis, we can assume without loss of generality that the restriction
of v to the x-axis is negative and (globally) integrable. By subtracting off
u(x, 0), we can assume that u(x, y) vanishes on the x axis. To prove the
lemma, it will suffice to show that ddcu ∧ ddcv places no mass on the disk
D = {(x, 0) : |x| < 1/4}.

Let ψ : ∆ → [0, 1] be a smooth, compactly supported function such that
ψ(z) = 1 if |z| ≤ 1/2. Let ψr(z) = ψ(z/r), and let

ω(r) = sup{u(x, y) : |x| < 1

2
, |y| < r}.

Then

ddcu ∧ ddcv(D) = lim
r→0

∫
|x|<1/4
|y|<r

ddcu ∧ ddcv

≤ lim
r→0

∫
|x|<1/2
|y|<2r

ψ2r(y)ψ1/2(x) dd
cu ∧ ddcv

= lim
r→0

∫
|x|<1/2
|y|<2r

u ddc[ψ2r(y)ψ1/2(x)] ∧ ddcv. (8)

We shall have to deal separately with each of the integrals that arises from
expanding

ddc[ψ2r(y)ψ1/2(x)] = ψ1/2(x) dd
cψ2r(y) + ψ2r dd

cψ1/2(x)

+ dψ2r(y) ∧ dcψ1/2(x) + dψ1/2(x) ∧ dcψ2r(y). (9)
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Consider the part of the integral corresponding to the first term in equation
(9). In the following computation, we take advantage repeatedly of the fact
that ψ appears as a function of only one of the variables x and y.

lim
r→0

∫
|x|<1/2
|y|<2r

uψ1/2(x) dd
cψ2r(y) ∧ ddcv

≤ lim
r→0

ω(r)

r2
||ddcψ||∞

∫
|x|<1/2
|y|<2r

ddcv ∧ dy ∧ dȳ
2i

≤ lim
r→0

Cω(r)

r2

∫
|x|<1
|y|<4r

ψ4r(y)ψ(x) ddcv ∧ dy ∧ dȳ
2i

= lim
r→0

Cω(r)

r2

∫
|x|<1
|y|<4r

vψ4r(y) dd
cψ(x) ∧ dy ∧ dȳ

2i

≤ lim
r→0

Cω(r)

r2

∫
|x|<1

∫
|y|<4r

v(x, y)
dy ∧ dȳ

2i
∧ dx ∧ dx̄

2i
. (10)

But for almost every x ∈ ∆, we have that

lim
r→0

1

16πr2

∫
|y|<4r

v(x, y)
dy ∧ dȳ

2i
↘ v(x, 0).

Therefore, we can invoke the Lebesgue dominated convergence theorem and
the fact that ω(r) → 0 with r to conclude that the limit in (10) is zero. This
takes care of the contribution to (8) from the first term on the right side
of (9). The contribution from the second term can be handled in a similar
fashion.

We can apply Schwarz’s inequality to the contribution from the third
term on the right side of (9).

lim
r→0

∣∣∣∣∣∣∣∣∣
∫

|x|<1/2
|y|<2r

u dψ2r(y) ∧ dcψ1/2(x) ∧ ddcv

∣∣∣∣∣∣∣∣∣
≤ lim

r→0


∫

|x|<1/2
|y|<2r

|u| dψ2r(y) ∧ dcψ2r(y) ∧ ddcv


1/2
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×


∫

|x|<1/2
|y|<2r

|u| dψ1/2(x) ∧ dcψ1/2(x) ∧ ddcv


1/2

.

By the same reasoning employed for the first term, we can show that each
of the integrals in the last line behaves like O(ω(r)) as r tends to zero. In
particular, the contribution to (8) from the third term in (9) vanishes. An
identical argument show that the contribution from the fourth term vanishes
as well. 2

Theorem 4.4 The measure µ = µ−∧µ+ for a separating birational map has
no atoms and puts no mass on C+ and C−.

Proof. As we noted above, we can find a neighborhood U = U(p) of each
point p ∈ P2 such that either G̃+ or G̃− is continuous on π−1(U). Switching to
local coordinates, we can assume that U = ∆2 is the unit polydisk, p = (0, 0)
and π−1 : ∆2 → C3 is a holomorphic section. Since µ± = ddcG̃± ◦ π−1,
Lemma 4.2 shows that p is not an atom for µ.

In particular, µ places no mass on I+ and no mass on any singular point
of C−. To finish the proof, we need only show that µ places no mass on a
neighborhood of each regular point of C+\I+ and C−\I−. Take a regular point
p ∈ C+\I+, for instance. Let V be the irreducible component of C+ containing
p. Since G̃− is continuous near π−1(I+), we have from Proposition 2.1 that
G̃− is not identically equal to −∞ on V . That is, local potentials for µ− are
locally integrable on V . On the other hand, f+(V ) is a point p− ∈ I−, and
G̃+ is continuous in a neighborhood of p−. We apply the formula G̃+ ◦ f+ =
(deg f+)G̃+ to conclude that G̃+ is continuous on a neighborhood of π−1(V \
I+). Therefore, local potentials for µ+ are continuous on a neighborhood of
p. Moreover, let π−1 : U → C3 be a section defined on a neighborhood of p.
Then the local potential G̃+ ◦ π−1 for µ+ satisfies

G̃+ ◦ π−1(q) =
1

deg f+

G̃+ ◦ f̃+ ◦ π−1(q) =
1

deg f+

(G̃+(p̃−)) + log |λ(q)|

for all q ∈ V ∩ U , some holomorphic function λ : V ∩ U → C∗, and some
p̃− ∈ C3 (independent of q) such that π(p̃−) = p−. It follows that local
potentials for µ+ are harmonic on U ∩ V . We can take U to be a small
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polydisk about p such that V ∩ U is identified with the x-axis. Lemma 4.3
now applies to finish the proof. 2

Corollary 4.5 The measure µ associated with a separating birational map
is invariant. That is, given any measurable subset E ⊂ P2

µ(f−1
+ (E)) = µ(E).

Proof. Recall from Proposition 2.1 that f+ : P2 \ C+ → P2 \ C− is a biholo-
morphism. Therefore if E ⊂ P2 \C−, equation (7) holds rigorously. We need
only consider further the case where E ⊂ C−. By the previous Theorem, we
have that µ(E) = 0. Furthermore, under any reasonable definition, f−1

+ (E)
will be a subset of C+. Hence, µ(f−1

+ (E)) = 0, too. 2

5 Pushforwards of Non-closed Positive Cur-

rents

In [Dil] we considered images of currents under a birational map largely in
order to prove Theorem 3.6. That theorem says approximately that iter-
ated pullbacks of positive closed (1,1) currents tend to converge to µ+ when
properly normalized. One can view the theorem as a multi-variable analogue
of the fact, from one variable complex dynamics, that pre-images of a non-
exceptional point are dense in the Julia set. However, for many purposes,
Theorem 3.6 is not strong enough. One must allow for positive (1,1) cur-
rents that are not closed. Here we will consider closed currents that have
been “truncated” by contraction with cutoff functions.

Our goal in this section is to prove the analogue of Theorem 1.6 in [BS3]
for birational maps. Actually, we will prove two such analogues. One imposes
a weak hypothesis on the map but a somewhat restrictive hypothesis on the
current. The other places less restriction on the current but only in exchange
for a stronger hypothesis concerning the map. Substantial technical details
aside, the proof that we give—especially Lemmas 5.2 and 5.3—largely follows
the one given in [BS3]. However, at the conclusion of the proof, our approach
diverges from [BS3] somewhat and follows Section VII.3 of [FS3] more closely
instead. Throughout this section, let U ⊂ P2 be a given open set, T a positive
closed (1,1) current on U , ψ : U → C a smooth function with compact
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support, and f+ : P2 → P2 a birational map. First, we borrow an idea from
[RS] to provide a workable definition of f+∗(ψT ).

Let Γ ⊂ P2 × P2 be the irreducible analytic subvariety obtained as the
closure of the graph of f+|P2\I+ . Let α, β : P2×P2 → P2 be projection onto
the first and second coordinates. Since Γ might be singular, we consider a
desingularization Γ̃ → Γ of Γ. Abusing notation slightly, we continue to use
α and β to denote the pullback to Γ̃ of the projection functions. It is evident
that the exceptional set of α : Γ̃ → P2 is the one-dimensional “vertical” curve
α−1(I+). It is also clear that α : Γ̃\α−1(I+) → P2 \ I+ is a biholomorphism.
Therefore, we can lift T to a positive closed (1,1) current α∗T on α−1(U) ⊂ Γ̃
by pushing forward with α−1 on U \ I+ and then extending trivially across
α−1(I+). The extension theorem of Harvey and Polking [HP] guarantees that
α∗T is positive and closed on α−1(U). We define f+∗(ψT ) by its action on
test forms:

〈f+∗(ψT ), ϕ〉 = 〈α∗T, (ψ ◦ α) β∗ϕ〉

We can assume with no loss of generality that ψ is real and non-negative in
what follows. Clearly, this assumption implies that both ψT and f+∗(ψT )
are positive currents.

If U = P2 and ψ ≡ 1, then the rather abstract definition of pushforward
we have just given coincides with the one given in section 2. More is true, in
fact.

Proposition 5.1 Suppose that χj : P2 → [0, 1] are smooth functions such
that χj vanishes on a neighborhood of C− and supp (1− χj) decreases to C−
as j →∞. Then for any test form ϕ, we have

〈f+∗(ψT ), ϕ〉 = lim
j→∞

〈f+∗T, χj(ψ ◦ f−)ϕ〉 = lim
j→∞

〈ψT, f∗+(χjϕ)〉.

The pushforward in the middle expression and the pullback in the right-hand
expression can be understood to take place with respect to a biholomorphic
map.

Proof. What is needed is to show that f+∗(ψT ) concentrates no mass on
C−. Note that β−1(C−) = α−1(C+) can be divided into two components:
β−1(C− \ I−) = α−1(I+) and β−1(I−) = α−1(C+ \ I+). We have that α∗T
concentrates no support on the first component by definition, and β∗ϕ is iden-
tically zero on the second component. Therefore, the restriction of α∗(ψT )
to β−1(C−) contributes nothing to the pairing 〈α∗ψT , β∗ϕ〉. 2
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This proposition shows that f+∗(ψT ) concentrates no mass on C− and
that f+∗(ψT ) = 0 if suppT ⊂ C+. Before stating our main theorem, we offer
a word of caution concerning pushforwards of non-closed currents. If the
support of ψ intersects C−, then it is likely that ψ ◦ f− will be discontinuous
and f+(U) will fail to be open. That is, it is not clear that f+∗(ψT ) can
be expressed as a locally closed current times a smooth function. There-
fore, while the expression f 2

+∗(ψT ) is generally well-defined, the expression
(f+∗)

2(ψT ) = f+∗(f+∗(ψT )) is not.
We now state and prove two lemmas which are crucial for the main theo-

rems in this section. Note that the hypotheses of the lemmas are somewhat
weaker than those of the theorems.

Lemma 5.2 Suppose that f+ is minimally separating and that T admits a
wedge product with µ+. Then there exists a constant C > 0, independent of
n, such that

M[fn+∗(ψT )] ≤ C deg(fn+)

If in addition local potentials for T are continuous in a neighborhood of each
point of I+

∞ ∩ U , then

lim
n→∞

1

deg fn+

∫
P2
fn+∗(ψT ) ∧Θ =

∫
P2
ψ T ∧ µ+.

Proof. Let C+
n = ∪n−1

0 f−1
+ (C+) and C−n denote the critical sets of fn+ and fn−,

respectively. Let χj : P2 → [0, 1] be a sequence of smooth functions such
that χj ≡ 0 in a neighborhood of C−n and supp (1−χj) decreases to C+

n . Then
we have

1

deg fn+
M[fn+∗(ψT )] ≤ C

deg fn+
〈fn+∗(ψT ),Θ〉

= lim
j→∞

C

deg fn+
〈ψT, (χj ◦ fn+) fn∗+ Θ〉,

by Proposition 5.1. Note that T admits a wedge product with fn∗+ Θ (viewed
as a positive closed (1,1) current). This follows from the fact that local
potentials for fn∗+ Θ are unbounded only at points in I+

n . Furthermore, recall
that these local potentials may be taken to decrease to local potentials for
µ+. Therefore, we can apply Theorem 4.1 and continue to compute

lim
j→∞

1

deg fn+
〈ψT, (χj ◦ fn+) fn∗+ Θ〉 = lim

j→∞

1

deg fn+

∫
P2

(χj ◦ fn+)ψ T ∧ fn∗+ Θ
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≤ 1

deg fn+

∫
P2
ψ T ∧ fn∗+ Θ

→
∫
P2
ψ T ∧ µ+.

Therefore, the first conclusion of the lemma holds. Whether the second con-
clusion holds depends on whether the last inequality is actually an equality.
To obtain equality, it is enough to know that T ∧ fn∗+ Θ concentrates no mass
on C+

n = (fn+)−1(C−n ).
We claim that given the extra hypotheses, this is so. Note first that

fn∗+ Θ is smooth everywhere except at I+
n . Furthermore, fn∗+ Θ restricted to

C+
n is actually zero away from I+

n . Indeed, since fn+ maps any irreducible
component V of C+

n onto a point p in I−n , a potential for fn∗+ Θ on V \ I+
n will

be given by u ◦ fn+ where u is local potential for Θ on a neighborhood of p.
Clearly, u ◦ fn+ is constant on V \ I+

n . Therefore T ∧ fn∗+ Θ concentrates no
mass on C+

n \ I+
n . Finally, Lemma 4.2 and the extra hypothesis of this lemma

imply that T ∧ fn∗+ Θ concentrates no mass on I+
n , either. 2

Lemma 5.3 Suppose that the first conclusion of Lemma 5.2 holds and deg fn+
tends to ∞ with n. Then the sequences

∂fn
+∗(ψT )

deg fn
+

,
ddcfn

+∗(ψT )

deg fn
+

tend to zero in

the mass norm as n→∞.

Proof. Let λ be a test one-form on P2 such that ||λ||∞ ≤ 1. Let Γ̃ be the
desingularization of the graph of fn+, with coordinate projections α and β.
Choose a compactly supported smooth function ψ1 : U → [0, 1] such that
ψ1 ≡ 1 on a neighborhood of suppψ. Then

|〈fn+∗ψT, dλ〉| = |〈α∗T, d(ψ ◦ α) ∧ β∗λ〉|
≤ 〈α∗T, α∗(dψ) ∧ α∗(dcψ)〉

1
2 〈α∗T,−i(ψ1 ◦ α) β∗λ ∧ β∗λ̄〉

1
2

= 〈T, dψ ∧ dcψ〉1/2〈fn+∗(ψ1T ),−iλ ∧ λ̄〉1/2

≤ C(deg f+)n/2

The first inequality is essentially Schwarz’s inequality. The second equality
follows from the facts that T concentrates no mass on I+, that by definition
α∗T concentrates no mass on α−1(I+), and that α : Γ̃ \ α−1(I+) → P2 \ I+

is a biholomorphism. Thus 〈α∗T, α∗(dψ∧ dcψ)〉 = 〈T, dψ∧ dcψ〉, as asserted.
The last inequality follows from the previous lemma. Since deg fn+ tends to
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∞ with n, we see that 1
deg fn

+
∂fn+∗(ψT ) tends to 0 at a rate independent of

λ—i.e. in the mass norm.
If ρ : P2 → C is a test function with ||ρ||∞ ≤ 1, then we have

|〈fn+∗(ψT ), ddcρ〉| = 〈α∗T, (ρ ◦ β) ddc(ψ ◦ α)〉
= 〈(α∗T ) ∧ α∗(ddcψ), ρ ◦ β〉
≤ M[α∗T ∧ α∗ddcψ]

= M[T ∧ ddcψ].

The last equality holds because α∗T ∧ α∗ddcψ puts no mass on α−1(I+).
Dividing through by deg fn+ finishes the proof. 2

Now suppose that all hypotheses of Lemma 5.2 are satisfied. Let S denote
the set of all limit points of the sequence of currents {fn+∗(ψT )/ deg fn+}. The
conclusion of Lemma 5.2 implies that S is non-empty and that any S ∈ S
satisfies

||S|| =
∫
P2
ψ T ∧ µ+.

Lemma 5.3 further implies that all elements of S are closed. The first of our
two convergence theorems addresses the case where T is defined on all of P2.

Theorem 5.4 Suppose that f+ is minimally separating and U = P2. If T
admits a wedge product with µ+ and local potentials for T are continuous
near each point of I+

∞, then

lim
n→∞

fn+∗(ψT )

deg fn+
= cµ−,

in the weak topology on currents, where

c =
∫
P2
ψ T ∧ µ+.

Proof. Clearly ψT is dominated by ||ψ||∞T . Remark 4.16 from [Dil] (similar
to Theorem 3.6) implies that

lim
n→∞

fn+∗T

deg fn+
= lim

n→∞

fn∗− T

deg fn+
= ||T || · µ−.
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Therefore, any element of S is dominated by ||T || · ||ψ||∞ µ−. Corollary 3.7
then implies that any element of S is a multiple of µ−—i.e. S = ||S||·µ−. The
remarks preceding the statement of this theorem determine ||S|| uniquely. 2

The second of our convergence theorems addresses the case where T is
not globally defined on P2, but our proof requires that f+ be completely
separating—i.e. the iterates of f− form a normal family on a neighborhood
of I+. We recall from [Dil] that this condition automatically implies that f+

is separating. Unfortunately, however, there are examples of completely sep-
arating maps f+ for which f− is not completely separating. For our present
purposes, the relevant properties of completely separating maps are summa-
rized by

Theorem 5.5 Suppose that f+ : P2 → P2 is a completely separating bira-
tional map. Then the set of points on which iterates of f+ form a normal
family is exactly equal to P2 \ suppµ+. Moreover, given any compact set
K ⊂ D+, there exists a constant C > 0 such that dist(fn+(K), I+) > C for
all n ≥ 0.

Proof. See [Dil]

Theorem 5.6 Suppose that f+ is completely separating and U ⊂ D+. Then

lim
n→∞

fn+∗(ψT )

deg fn+
= cµ−,

in the weak topology on currents, where

c =
∫
P2
ψ T ∧ µ+.

Proof. First we claim that f ∗−S = f+∗S for every S ∈ S. Indeed, since
U ⊂ D+, we have that supp (ψT ) ⊂⊂ D+. We know from Theorem 5.5 that
there exists a constant C > 0 such that dist(fn+(supp (ψT )), I+) > C for all
n ≥ 0. Therefore, S is compactly supported in D+. In particular, ν(S, p)
vanishes at every point of I+, and Theorem 2.3 suffices to establish the claim.

Next we claim that the set of limits S satisfies the relation

(deg f+)S ⊂ f ∗−S.
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To see this let S = limk→∞
f

nk
+∗ (ψT )

deg f
nk
+

be an element of S. Let S ′ be a limit

point of the subsequence obtained by replacing nk with nk−1. After refining
if necessary, we can assume that S ′ is unique. Let χj be as in Proposition
5.1. For any test form ϕ, we have

〈f ∗−S ′, ϕ〉 = 〈f+∗S
′, ϕ〉

= lim
j→∞

lim
k→∞

〈f
nk−1
+∗ (ψT )

deg fnk−1
+

, f∗+(χjϕ)〉

= lim
j→∞

lim
k→∞

〈 f
nk
+∗(ψT )

deg fnk−1
+

, χjϕ〉

= (deg f+) lim
j→∞

〈S, χjϕ〉

= (deg f+)〈S|P2\C− , ϕ〉.

That is, f ∗−S
′ = (deg f+)S|P2\C− . However, if S concentrates any mass on

C−, then we have

(deg f+)||S|P2\C−|| < (deg f+)||S|| = (deg f+)||S ′|| = ||f ∗−S ′||,

which is a contradiction. Therefore f ∗−S
′ = S, and the second claim is

verified.
Because elements of S avoid a uniform neighborhood of I+, we can apply

Theorem 3.6 to see that

S ⊂ lim
n→∞

fn∗− S
deg fn−

= {cµ−},

where c is uniquely determined by the discussion preceding Theorem 5.4. 2

6 Support of µ+

Following Proposition 2.1, we described an action of a birational map on the
collection of closed subsets of P2. There is, however, no reasonable sense
in which a birational map f+ : P2 → P2 sends open sets to open sets. In
fact, if U ⊂ P2 is open, it is not hard to show that f+(U) is open if and
only if U either avoids or contains C+. On the other hand, f+ does preserve

closures of open sets. It is always true that f+(U) = int f+(U). Moreover,
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this action is bijective since f+(f−(U)) = U . Therefore, it makes sense to
talk about open sets whose closures are invariant under a birational map.
Theorem 5.4 implies that such sets can intersect the supports of µ+ and µ−

in only a rather limited number of ways.

Theorem 6.1 Suppose that U ⊂ P2 is an open set whose closure is invariant
under a minimally separating birational map. If suppµ+ ∩ U 6= ∅, then
suppµ− ⊂ U .

Proof. Assume there is a point p ∈ suppµ+ ∩ U . Pick a smooth function
ψ : P2 → [0, 1] such that suppψ ⊂ U and and ψ(p) = 1. Then∫

P2
ψΘ ∧ µ+ def

= c > 0.

Hence by Theorem 5.4,
fn+∗(ψΘ)

deg fn+
→ cµ−,

and since supp fn+∗(ψΘ) ⊂ U for every n, we have suppµ− ⊂ U as well. 2

At this point we do not know whether sets like I+, suppµ+, etc. can
have interior. However, the theorem just proved shows that if such sets do
have interior, then the map f+ must be rather special.

Corollary 6.2 The following are true for a minimally separating birational
map.

1. If suppµ+ omits one point in suppµ−, then suppµ+ is nowhere dense.

2. If I+ omits one point in suppµ− (or, more particularly, in I−), then
I+ is nowhere dense.

3. If both suppµ+ and suppµ− have non-empty interior, then suppµ+ =
int suppµ+ = int suppµ− = suppµ−.

4. If both I+ and I− have non-empty interior, then suppµ+ = suppµ− =
I+ = I−.
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Proof. 1: The complement of suppµ+ is an open set with invariant closure.
If suppµ− intersects this set, then suppµ+ is contained in its closure. 2:
The complement of I+ is another open set with invariant closure. If suppµ−

intersects this set, then I+ ⊂ suppµ+ lies in its boundary. Statements 3 and
4 follow immediately from 1 and 2. 2

Stronger conclusions are possible for separating birational maps. Though
we proved it already in our previous paper, we note that Corollary 6.2 imme-
diately implies that I+ and I− are nowhere dense for separating birational
maps. The presence of an attracting periodic point implies that suppµ+ is
also nowhere dense.

Corollary 6.3 If f+ is separating and p is an attracting periodic point, then
suppµ+ lies in the boundary of any connected component of the basin of p.
In particular, suppµ+ is nowhere dense.

Proof. Iterates of f+ form a normal family on the interior of the basin of p,
so suppµ+ does not intersect the interior. On the other hand, we showed in
[Dil] that attracting periodic points of separating birational maps belong to
suppµ−. Since the closure of basin of p is invariant under f+, Theorem 6.1
implies that suppµ+ lies in the closure of the basin. Applying this reasoning
to fk+, where k is the period of p shows that suppµ+ lies in the boundary of
any connected component of the basin of p. 2

Corollary 6.4 If f+ is completely separating, then suppµ− is nowhere dense.
Moreover, suppµ+ is equal to the boundary of any connected component of
any attracting basin.

Proof. Since iterates of f− form a normal family in a neighborhood of I+,
we have that I+∩suppµ− is empty. On the other hand I+ ⊂ suppµ+. Thus,
the first statement follows from Corollary 6.2. The second statement follows
from Corollary 6.3, Theorem 5.5, and the fact that iterates of f+ do not form
a normal family on any open set intersecting the boundary of an attracting
basin. 2

For completely separating birational maps we can apply Theorem 5.6
instead of Theorem 5.4. This gives a description of suppµ+ in terms of
stable manifolds.
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Theorem 6.5 Suppose that f+ is completely separating. Then suppµ− is
equal to the closure of the unstable manifold of any saddle periodic point.

Proof. Let p be a saddle periodic point, and W u
loc be a local unstable

manifold through p. Let χ : P2 → [0, 1] be a smooth function supported in
a small neighborhood of p. We can assume that suppχ ∩W u

loc is relatively
compact in W u

loc.
Since f+ is completely separating, we know that p ∈ D+ (iterates of f−

cannot form a normal family near p). From [Dil] we also know that G̃+

cannot be pluriharmonic on π−1(W u
loc). Therefore,

c =
∫
P2
χ [W u

loc] ∧ µ+ > 0.

We can apply Theorem 5.6 to conclude that

lim
n→∞

1

deg fkn+

fkn+∗(χ[W u
loc]) = cµ−,

where k is the period of p. Since fkn+∗(χ[W u
loc]) is supported on the global

unstable manifold of p for all n, we have that µ− is supported on the closure
of the unstable manifold. The opposite inclusion was proven for separating
birational maps in [Dil] 2

7 Mixing properties of µ.

In this section, we prove that the measure µ = µ+ ∧ µ− defined in Section 4
is mixing for f+. First, however, we prove a couple of related results that are
of interest in their own right. First we recall the notion of a non-wandering
point. Let f : X → X be a continuous map of a metric space X. We define
a pre-order ≺ for points in X by saying that q ≺ p if for any neighborhoods
U 3 p, V 3 q, there exist arbitrarily large n such that fn(U) intersects V . We
call p ∈ X non-wandering if p ≺ p. We extend these definitions to birational
maps f+ : P2 → P2 by disregarding any points of indeterminacy for fn+ in
the intersection fn+(U) ∩ V .

Corollary 7.1 Given a minimally separating birational map f+ : P2 → P2,
we have q ≺ p for every p ∈ suppµ+ and q ∈ suppµ−. In particular, every
point in suppµ+ ∩ suppµ− is non-wandering.
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Proof. Let U 3 p, V 3 q be neighborhoods and ψ be a positive test function
supported on U and non-vanishing at p. Then 〈µ+, ψΘ〉 is positive. Hence,
by Theorem 5.4 lim

n→∞
1
dnf

n
+∗(ψΘ) = cµ− for some c > 0. Therefore, we must

have ∅ 6= fn+(suppψ)∩V ⊂ fn+(U)∩V for n sufficiently large. This proves the
first statement in the corollary. The second statement follows immediately
by taking p = q in the first. 2

It is perhaps important to note what we have not shown here—namely
that the restriction of f+ to suppµ+∩suppµ− is topologically transitive. The
non-empty intersection fn+(U)∩V obtained in the proof might fail to contain
points of either suppµ− or suppµ+, let alone points in suppµ+ ∩ suppµ−.
However, for separating birational maps stronger conclusions can be drawn
by passing to the measure theoretic level.

Corollary 7.2 Suppose that f+ is separating, and ψ : P2 → C is smooth,
then

lim
n→∞

fn+∗(ψµ
−)

deg fn+
=
(∫

P2
ψ µ

)
· µ−

in the weak topology on currents.

Proof. Since f+ is separating, local potentials for µ− are continuous on a
neighborhood of every point in I+. Therefore, all hypotheses of Theorem 5.4
are fulfilled by setting T = µ−. 2

Example 7.3 It is important that we require some regularity from ψ in the
above corollary. Suppose that f+ is a polynomial diffeomorphism of C2 with
at least two attracting periodic points. Then suppµ− intersects the basins of
both points. If χ is the characteristic function for one of the basins, we have
that χµ− = f+∗χµ

−/ deg f+ is a non-trivial forward invariant current.

Example 7.4 It is also important that f+ be birational. We illustrate this
point with an example in which µ+ plays the role that µ− played in Corollary
7.2. Consider the holomorphic map f : P2 → P2 whose restriction to C2 is
f(x, y) = (x2, y2). The restriction of the current µ+ (usually denoted by T
in this context) to C2 is ddc log max{1, |x|, |y|}. In particular, the restriction
of µ+ to U = {|x| < 1} is ddc log+ |y|, which simply doubles under pullback
by f+. Let ρ : [0, 1] → [0, 1] be any smooth function such that ρ(0) = 1 and
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ρ(1) = 0. If ψ = ρ(|x|), then we have that ψ ◦ fn tends uniformly to one
on compact subsets of U . Since µ+ has finite mass, we have fn∗(ψµ+)/2n →
µ+|U as n tends to infinity.

f+ : P2 → P2 is said to be mixing with respect to an invariant measure
µ (assume for the sake of simplicity that µ does not charge I+, so that f+∗µ
is unambiguous) if for any measurable subsets A,B ⊂ P2, we have

lim
n→∞

µ(fn+(A) ∩B) = µ(A) ∩ µ(B).

Bedford and Smillie [BS3] showed that polynomial diffeomorphisms of P2 are
mixing with respect to the measure µ = µ+ ∧ µ−. We now generalize their
result.

Theorem 7.5 A separating birational map f+ : P2 → P2 is mixing with
respect to the measure µ = µ+ ∧ µ−.

The main idea behind the proof of this theorem appears in [BS3]. It is,
however, somewhat more delicate to make their idea succeed at this level of
generality. As in Lemma 5.2 we let C+

n denote the critical set of fn+, where
we take C+

∞ to be the (increasing) union of C+
n over all finite n > 0.

Proof. Since µ is a Borel measure, it is enough (see [KH]) to show that for
any two smooth functions ψ, ϕ : P2 → C we have

lim
n→∞

∫
P2
ϕ · (ψ ◦ fn+) dµ =

(∫
P2
ϕdµ

)(∫
P2
ψ dµ

)
.

Even though ψ ◦ fn+ might be discontinuous at points in I+
n , the first integral

makes sense because µ does not charge C+
n ⊃ I+

n .
Clearly, we lose no generality by assuming that ψ and ϕ take values only

in the interval [0, 1] and that ϕ is supported in a coordinate polydisk D.
We can also assume that D ∩ I− = ∅. To see this, note that because f+ is
separating we can write ϕ = ϕ+ +ϕ− where suppϕ+ ∩I− and suppϕ− ∩I+

are empty. Then by invariance of µ, we can write∫
P2
ϕ · (ψ ◦ fn+) dµ =

∫
P2
ϕ+ · (ψ ◦ fn+) dµ+

∫
P2
ψ · (ϕ− ◦ fn−) dµ.

and deal with the first and second integrals separately. The arguments that
follow address only the first integral, but those needed for the second integral
are completely analogous.
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We choose a local potential g− for µ− on a neighborhood of D in such a
way that g− vanishes at every z ∈ I+

n ∩D (this can be arranged, since I+
n is

finite, by adding on an appropriate pluriharmonic function). We let

ω−(r) = max
B

I+
n

(r)
|g−(z)|,

and note that lim
r→0

ω−(r) = 0 since local potentials for µ− are continuous near

I+
n .

We choose smooth functions χj : P2 → [0, 1] such that χj vanishes in a
neighborhood of C+

n and that supp (1 − χj) decreases to C+
n as j increases.

For sufficiently small r we choose smooth, compactly supported functions
ρr : D → [0, 1] as follows. Let ρ : B0(1) → [0, 1] be a smooth, compactly
supported and radially symmetric function satisfying ρ ≡ 1 on B0(1/2).
Using local coordinates on D, we then set

ρr(z) =
∑

w∈D∩I+n

ρ
(
z − w

r

)
.

In what follows we will repeatedly use the fact that if T is a positive closed
(1, 1) current on P2, and η is a continuous function with absolute value less
than one everywhere, then

|〈T, η ddcρr〉|, |〈T, η dρr ∧ dcρr〉| ≤
C

r2
|〈T, ρ2r θ〉|,

where θ = ddc||z||2 is the (local) Euclidean Kähler form on D, and C depends
on ρ but not on η or r.

To prove Theorem 7, we need to know that

Lemma 7.6∫
P2
ϕ · (ψ ◦ fn+) dµ = lim

r→0
〈µ+, g−(1− ρr) dd

c[ϕ · (ψ ◦ fn+)]〉.

In particular, the limit on the right side exists and is independent of ρ.

Assuming this lemma, the proof of the theorem proceeds largely as in [BS3].
That is, we expand
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∫
P2
ϕ · (ψ ◦ fn+) dµ = lim

r→0
〈µ+, g−(1− ρr)ϕdd

c(ψ ◦ fn+)〉

+〈µ+, g−(1− ρr) dϕ ∧ dc(ψ ◦ fn+)〉
+〈µ+, g−(1− ρr) d(ψ ◦ fn+) ∧ dcϕ〉
+〈µ+, g−(1− ρr)(ψ ◦ fn+) ddcϕ〉.

(11)

and deal with each term on the right side separately. Taking advantage of
invariance and the fact that µ+ does not charge algebraic curves, we rewrite
and bound the first term on the right side as follows.

|〈µ+, g−(1− ρr)ϕdd
c(ψ ◦ fn+)〉|

= lim
j→∞

1

dn
|〈fn−∗µ+, χjg

−(1− ρr)ϕdd
c(ψ ◦ fn+)〉|

= lim
j→∞

1

dn
|〈ddcfn−∗(ψµ+), χj(1− ρr)g

−ϕ〉| ≤ C ||g−||∞
dn

.

The last inequality follows from the proof of Lemma 5.3. The constant C
is independent of r and n, and the L∞ norm of g− is evaluated on D. The
second (and equivalently, the third) term on the right side of equation (11)
is controlled in the same way as the first. The resulting upper bound for
the second term is C/dn/2. These considerations show that the contribution
from the first three terms to the right side of (11) tends to zero as d increases
at a rate which is independent of r. Therefore, the only relevant term is the
fourth one, which can be rewritten as

lim
r→0

〈µ+, g−(1− ρr)(ψ ◦ fn+) ddcϕ〉

= lim
r→0

lim
j→∞

1

dn
〈fn+∗µ+, χjg

−(1− ρr)(ψ ◦ fn+) ddcϕ〉

= lim
r→0

lim
j→∞

1

dn
〈fn+∗(ψµ+), χjg

−(1− ρr) dd
cϕ〉

= 〈fn+∗(ψµ+), g− ddcϕ〉,

since fn+∗(ψµ
+) does not charge C+

n or I+
n . We conclude that

lim
n→∞

∫
P2
ϕ · (ψ ◦ fn+) dµ = lim

n→∞
〈fn+∗(ψµ+), g− ddcϕ〉
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= c 〈µ+, g− ddcϕ〉 = c 〈µ+ ∧ ddcg−, ϕ〉

= c
∫
ϕdµ,

where the second equality follows from Corollary 7.2, and

c =
∫
ψ dµ.

2

Proof of Lemma 7.6. By definition of µ and Theorem 4.4, we have∫
P2
ϕ · (ψ ◦ fn+) dµ = limr→0

∫
P2

(1− ρr) · ϕ · (ψ ◦ fn+) dµ

= limr→0 〈µ+, g− ddc[(1− ρr) · ϕ · (ψ ◦ fn+)]〉
= limr→0 〈µ+, g−(1− ρr) dd

c[ϕ · (ψ ◦ fn+)]〉
−〈µ+, g−ϕ · (ψ ◦ fn+) ddcρr)〉
+〈µ+, g− dc[ϕ · (ψ ◦ fn+)] ∧ dρr〉
+〈µ+, g− dcρr ∧ d[ϕ · (ψ ◦ fn+)]〉.

(12)

Our task is to show that the last three terms in the last expression vanish
with r. The second term is most easily eliminated.

lim
r→0

|〈µ+, g−ϕ · (ψ ◦ fn+) ddcρr)〉| ≤ lim
r→0

Cω−(r)

r2
〈ρ2rθ, µ

+〉

≤ lim
r→0

Cω−(r) max
p∈I+n

ν(µ+, p) = 0.

The third and fourth terms in (12) are equal, so we deal only with the third.
We break this term up further.

|〈µ+, g− dc(ϕ · ψ ◦ fn+) ∧ dρr〉| ≤ |〈µ+, g−(ψ ◦ fn+) dcϕ ∧ dρr〉|
+ |〈µ+, g−ϕdc(ψ ◦ fn+) ∧ dρr〉|.

(13)

To deal with the first term in this new decomposition, we apply Schwarz’s
inequality.

|〈µ+, g−(ψ ◦ fn+) dcϕ ∧ dρr〉|
≤ |〈µ+, (g−(ψ ◦ fn+))2 dρr ∧ dcρr〉|1/2|〈µ+, dϕ ∧ dcϕ〉|1/2
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≤ Cω−(r)

r
|〈µ+, ρ2rθ〉|1/2

≤ Cω−(r) max
p∈I+n

[ν(µ+, p)]1/2

which tends to zero with r. It remains only to address the second term on the
right side of (13). We apply Schwarz’s inequality again and take advantage
of the fact that µ+ does not charge curves to compute

|〈µ+, g−ϕdc(ψ ◦ fn+) ∧ dρr〉|
≤ |〈µ+, (1− ρr/2) d(ψ ◦ fn+) ∧ dc(ψ ◦ fn+)〉|1/2|〈µ+, (g−ϕ)2 dρr ∧ dcρr〉|1/2

≤ Cω−(r) lim
j→∞

|〈µ+, χj(1− ρr/2) d(ψ ◦ fn+) ∧ dc(ψ ◦ fn+)〉|1/2

=
Cω−(r)

dn/2
lim
j→∞

|〈µ+, (χj ◦ fn−)(1− ρr/2 ◦ fn−) dψ ∧ dcψ〉|

≤ Cω−(r)

dn/2
.

Since the last quantity vanishes with r, we are done. 2

Corollary 7.7 If f+ : P2 → P2 is a separating birational map, then either
suppµ ⊂ I+ or µ(I+) = 0. In particular, either µ(I+) = 0 or µ(I−) = 0.

Proof. By the previous theorem f+ is ergodic with respect to µ. By defi-
nition of I+, we have f+(I+) = I+ (modulo I+, which has measure zero).
Therefore, µ(I+) is either zero or one. In the latter case, we conclude from
the fact that I+ is closed that suppµ ⊂ I+. Finally, I+ ∩ I− = ∅ by
hypothesis, so at least one of the two sets must have measure zero. 2
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