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Abstract

Let R be a polynomial ring over an algebraically closed field and let A be a
standard graded Cohen-Macaulay quotient of R. We say that A is a level algebra
if the last module in the minimal free resolution of A (as R-module) is of the form
R(−s)a, where s and a are positive integers. When a = 1 these are also known as
Gorenstein algebras.

The basic question addressed in this paper is: What can be the Hilbert Function
of a level algebra? Our approach is to consider the question in several particular
cases. E.g. when A is an Artinian algebra, or whenA is the homogeneous coordinate
ring of a reduced set of points, or when A satisfies the Weak Lefschetz Property.

We give new methods for showing that certain functions are NOT possible as
the Hilbert function of a level algebra and we also give new methods to construct
level algebras.

In a (rather long) appendix, we apply our results to give complete lists of all
possible Hilbert functions in the case that the codimension of A = 3, s is small and
a takes on certain fixed values.

Received by the editor January 26, 2005.

1991 Mathematics Subject Classification. Primary:13D40, 13D02; Secondary:13C13, 13C40,
14C20.

Key words and phrases. Level algebras, Hilbert function, liaison, link-sum, Weak Lefschetz
property, Betti diagram, minimal free resolution.

∗Supported in part by a grant from the Natural Sciences and Engineering Research Council
(NSERC) of Canada and by the Ministero dell’Istruzione, dell’Università e della Ricerca (MURST)
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Part 1

Nonexistence and Existence



CHAPTER 1

Introduction

Let R = k[x1, . . . , xn] = ⊕i≥0Ri, k an algebraically closed field of characteristic
0, and let I be a homogeneous ideal of R, A = R/I. The Hilbert function of A,
HA : N→ N, (or sometimes H(A,−)) defined by:

HA(t) = dimk Rt − dimk It

has been much studied. In case I is the ideal of a subscheme, X of Pn−1, (in which
case the Hilbert function of A = R/I is sometimes denoted HX(− ) or H(X,−))
then this function contains a great deal of information about the geometry of this
subscheme.

What possible functions arise in this context? This question was successfully
considered by Macaulay in [51].

That solution was not, however, the end of the story. Many other, related,
questions have also been considered:

i) What can HA be if A is a domain? (see [65]);
ii) What can HA be if I = IX is the ideal of a reduced set of points, X, in Pn−1?

(see [25]);
iii) What can HA be if I = IX is the ideal of a set of points, X, which is the

generic hyperplane section of a curve in Pn? (see [26], [34], [52]);
iv) What can HA be if A is a Gorenstein ring? (see [3], [11], [16], [17], [28],

[30], [32], [33], [37], [46], [55], [64], [71]).

We can rephrase iv) above as follows: let R be as above and let I be a homo-
geneous ideal for which

√
I = (x1, . . . , xn). If s + 1 is the least integer such that

(x1, . . . , xn)s+1 ⊆ I then

A = k ⊕A1 ⊕ · · · ⊕As where As 
= 0.

The socle of A, denoted soc(A), is defined by

soc(A) := annA(m) where m = ⊕s
i=1Ai.

Since m is a homogeneous ideal of A, soc(A) is also a homogeneous ideal of A.
Clearly, As ⊂ soc(A).

Write
soc(A) = A1 ⊕ · · · ⊕ As (noting that As = As)

and let ai = dimk(Ai). The integer vector

s = s(A) = (a1, . . . , as)

is called the socle vector of A. Notice that as = dimk As 
= 0. We also call s the
socle degree of A.

It is well-known that A is a Gorenstein ring if and only if s(A) = (0, . . . , 0, 1).

2



1. INTRODUCTION 3

Another integer vector that we can associate to A is its h-vector, h, defined by

h = h(A) = (1, h1, . . . , hs) = (1,dimk A1, . . . ,dimk As)

which encodes the Hilbert function of A as a vector.
So, question iv) above becomes:

if s(A) = (0, . . . , 0, 1) what are the possibilities for h(A)?

We have a complete answer to question iv) in only two cases: when h1 = 2
(well known) and when h1 = 3 (see [64]).

In this monograph we will consider the following extension of question iv) to
question iv)′:
iv)′ Let A be an algebra with socle degree s. If s(A) = (0, . . . , 0, c), with c ≥ 1,

what are the possibilities for h(A) = (1, h1, . . . , hs)?
Algebras A for which s(A) = (0, . . . , 0, c), c ≥ 1, are referred to in the literature

as level algebras of type c, and their study was initiated by Stanley in [63]. Question
iv)′ has also been considered in [14], [20], [23], [43], [44]. In particular, Iarrobino
solved iv)′ in [44] for h1 = 2 (see [23] and [13] for further references). Thus, our
interest in iv)′ is in the case where h1 ≥ 3.

Level algebras have been studied in several different contexts. E.g., there is
a strong connection between level algebras and pure simplicial complexes. More
precisely, if ∆ is a simplicial complex with n-vertices (x1, . . . , xn), let k[∆] denote
the Stanley-Reisner ring associated to ∆. Set A∆ = k[∆]/(x2

1, . . . , x
2
n). Then the

algebra A∆ is level if and only if ∆ is pure (see [7]).
Certain simplicial complexes also have level Stanley-Reisner rings. E.g., skele-

tons of Cohen-Macaulay complexes, triangulations of spheres and matroid com-
plexes. Other examples come by considering the ideals of minors of a generic
matrix. Also, for any d ≥ 1, n ≥ 2 and any t such that(

d+ n
n

)
≤ t <

(
d+ 1 + n

n

)
− 1
n

(
d+ n
n− 1

)
t general points in Pn have homogeneous coordinate ring which is level (see [49]).

This monograph is organized in the following way.
In Chapter 2 we make some preliminary definitions, recall some standard re-

sults about level algebras, and give our first results. Our first main result is to prove
a decomposition for finite O-sequences which are the h-vectors of algebras with a
given socle vector. This result (Theorem 2.10) extends and improves an analogous
theorem of Stanley (Corollary 2.11). In Chapter 3 we reinterpret the notion of a
level Artinian algebra homologically. Using this point of view we explain the com-
binatorial notion of Cancelation in Resolutions (first considered for level algebras
in [24]). This simple idea becomes a powerful tool (thanks to a recent result of
Peeva [61]) which we explore. In this chapter we also give some of our principal
“non-level sequence” results. In Chapter 4 we use the homological point of view to
define standard level algebras of any Krull dimension. We also recall the definition
of the Weak Lefschetz Property (see [71]).

The weak and strong Lefschetz properties for Artinian algebras have an inter-
esting history. Although R. Stanley has said (in a private communication) that
he never explicitly mentions this property for arbitrary Gorenstein rings, he does
assert that he was “morally aware of the concept since 1975” (see [66]). Several of
his other papers ([67], [68]) amply support this view. We have always considered



4 1. INTRODUCTION

Stanley as the “godfather” of this concept. The study of this property has also
been taken up by several other authors for Gorenstein algebras (see [35], [32], [55],
[54], [71]). Ours is the first systematic discussion of the WLP for level algebras
(see Propositions 5.11, 5.15, 5.16, 5.18, 5.24, Corollary 5.17, and Example 6.18).

Chapters 5 and 6 are devoted to construction methods for level Artin algebras,
reduced level algebras of positive Krull dimension and level algebras with the WLP.
In section 5.1 we concentrate on the construction of Artin level algebras using
Inverse Systems. In subsection 5.2 we explore level quotients of co-ordinate rings
of sets of points in Pn and also explain some results of Boij [8] in this direction.
In subsection 5.3 we concentrate on constructing level algebras which have the
WLP. In subsection 5.4 we explain the “linked-sum” method for constructing level
Artinian algebras. Since the “linked-sum” method requires us to have level algebras
of positive Krull dimension readily at hand, we recall some results from [23] which
explain how to construct (easily) useful sets of level points. Although the “linked-
sum” method is very powerful for constructing level algebras we show (Remark 5.32)
that it is not always possible to use it.

In Chapter 6 we consider the problem of constructing level sets of points in a
more general way than we had considered earlier. We give four, essentially different,
construction methods. Each of these methods is used to construct new examples
of level algebras.

Chapter 7 is more speculative. There are natural candidates for level algebras,
both at the Artinian level and at the points level, obtained by making “general”
choices. We give a preliminary result and a conjecture, respectively, for these two
situations.

In a (rather large) Appendix we give a complete list of the h-vectors of level
Artin algebras of codimension 3 having socle degree ≤ 5 and of codimension 3,
socle degree 6 and type 2. In all these cases we show that for each h-vector in our
lists there is an example of a level algebra with that h-vector and having the WLP.
For socle degree ≤ 4 and for type 2 in socle degrees 5 and 6 we show that every
h-vector in our list is also the h-vector of a level set of points in P3.

We would like to take this opportunity to thank A. Iarrobino for his interest and
support for this project and for generously sharing his insights about level algebras
with us. We also would like to thank R. Stanley and B. Ulrich for an interesting
discussion about our Theorem 2.10, and G. Dalzotto for the CoCoA program that
was used to generate some of the initial lists in the appendix. It is also a pleasure
to thank the MSRI for its kind hospitality to the first author during part of the
writing of this monograph.

The authors dedicate their work on this book as follows: Geramita to his newly
arrived (Dec. 2004) and much awaited first grandchild, Sophia Clara; Harima to his
late father, Isamu Harima, who courageously endured his illness and died during
the writing of this book; Migliore to his beloved parents, Maŕıa Teresa Migliore and
the late Francisco Migliore; and Shin to the memory of his late father, Sung-Ho
Shin, and to his mother, Kyoung-Rye Kang, who has been fighting her illness in a
hospital for a few years .



CHAPTER 2

Numerical Conditions

In this chapter we define a level sequence to be one that is the Hilbert function
of some Artinian level algebra. We then give some elementary results and recall
some facts from the literature. Our goal is to give several necessary numerical
conditions for a sequence to be level. The main result of this chapter is an extension
of Stanley’s decomposition theorem (see Theorem 2.10).

Let R = k[x1, . . . , xn].

Definition 2.1. i) The sequence {hi}i≥0 (with h0 = 1 and h1 ≤ n) is
called an O-sequence if there is a homogeneous ideal I ⊂ R such that if
A = R/I then HA(i) = hi.

ii) In particular, the vector h = (1, n, h2, . . . , hs) is called an O-sequence if
there is an Artinian quotient A of R whose h-vector is h.

iii) The vector h = (1, n, h2, . . . , hs) is called a level sequence if there is a level
Artinian algebra having h-vector h. Moreover, we say that the sequence is
a Gorenstein sequence if it is a level sequence with hs = 1.

When hs 
= 0 we say that s+ 1 is the length of the sequence.

Some of the first results about level sequences were obtained by Stanley in [63].
He proved:

Theorem 2.2. Let h = (1, h1, . . . , hs) be a level sequence with hs 
= 0. Then:

i) for any t, 1 ≤ t ≤ s, the sequence h[t] := (1, h1, . . . , ht) is also a level
sequence;

ii) for any i, j with 1 ≤ i, j < s and with i+ j ≤ s one has

hi ≤ hjhi+j ;

iii) if hs = 1 then hi = hs−i for any i with 1 ≤ i ≤ s− 1.

Proof. As for i), let A = k ⊕ A1 ⊕ · · · ⊕ As be a level algebra with h-vector
h and consider

B = k ⊕A1 ⊕ · · · ⊕At.

Clearly the h-vector of B is h[t] and it is easy to see that B is also a level algebra.

As for ii), this is a simple consequence of the fact that the natural map Ai →
Homk(Aj , Ai+j) is injective when A is level (see Lemma 2.7 for a generalization).

iii) is a consequence of the fact that, since A is Gorenstein, the multiplication
map induces a bilinear form

Ai ×As−i −→ As � k
which is a perfect pairing. The result follows.

5



6 2. NUMERICAL CONDITIONS

Stanley has one more very interesting observation to make about the h-vector
of a level algebra. He shows that the h-vector of a level algebra has to “decompose”
in a very particular way. After some preliminary definitions and lemmas, we give a
proof of a generalization of Stanley’s Decomposition Theorem which can be applied
to Artinian algebras with any socle vector. As a corollary to that result we obtain a
refinement of Stanley’s original statement (undoubtedly known to Stanley, but not
stated in his paper) that is very useful for our purposes. (See Remark 2.12 below.)

LetA = ⊕i≥0Ai = R/I be a standard graded k-algebra, whereR = k[x1, . . . , xn].
Let 0 
= H � As be a proper subspace of As. Following [44], we associate two ideals
of A to the subspace H.

Definition 2.3. Let A = A(H) be defined by:

ai) if d < s then Ad = {a ∈ Ad | aAs−d ⊆ H};
aii) if d = s then As = H;
aiii) if d > s then Ad = HAd−s.

Then A(H) is an ideal of A, called the ancestor ideal of H.
Let 〈H : A〉 be defined as:

bi) if d < s then 〈H : A〉d = {a ∈ Ad | aAs−d ⊆ H};
bii) if d = s then 〈H : A〉s = H;
biii) if d > s then 〈H : A〉d = Ad.

Then 〈H : A〉 is an ideal of A, called the level ideal of H.

Remark 2.4. i) If A is Artinian of socle degree s and 0 
= H � As then
A(H) = 〈H : A〉.

More generally,
ii) If H ⊆ soc(A)s then A(H)t = 0 for all t > s.

Lemma 2.5. Let A = ⊕i≥0Ai be a standard graded k-algebra and let 0 
= H �

As. Let B = A/〈H : A〉. Then B is a level Artinian algebra with socle degree s and
Bs = As/H.

Proof. The only thing that requires some comment is the statement that B
is level.

So, suppose a ∈ Bt, t < s, but aB1 = 0, i.e., a ∈ soc(B). Then aA1 ⊆
〈H : A〉t+1. Thus, (aA1)As−(t+1) ⊆ H. But, since A is a standard algebra,
A1As−(t+1) = As−t, so aAs−t ⊆ H. I.e., a ∈ 〈H : A〉t and so a = 0.

Lemma 2.6. Let A = ⊕s
i=1Ai be a standard graded Artinian k-algebra for which

s(A) = (0, . . . , 0, at, at+1, . . . , as), where asat 
= 0. Let 0 
= f ∈ soc(A)t and let
A = A(〈f〉). Then B = A/A is a standard graded Artinian k-algebra with

s(B) = (0, . . . , 0, at − 1, at+1, . . . , as).

Proof. It will be enough to prove that if a ∈ soc(B)u then a ∈ soc(A)u, since
f ∈ soc(A)t gives that Bt = At/〈f〉 and Br = Ar for r > t.

Now, a ∈ soc(B)u ⇒ aB1 = 0, i.e., aA1 ⊆ Au+1. Thus, if u ≥ t, then Au+1 = 0
and so a ∈ soc(A). If u < t then aA1 ⊂ Au+1 ⇒ (aA1)(At−(u+1)) ⊆ 〈f〉. Since A
is a standard graded algebra, this implies that aAt−u ⊂ 〈f〉, i.e., a ∈ Au. Hence
a = 0 for u < t, and s(B) is as claimed.
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Lemma 2.7. Let A = k ⊕ A1 ⊕ · · · ⊕ As = R/I be a level Artinian algebra
with socle degree s and let J be any homogeneous ideal of A. Choose any indices
0 ≤ i, j ≤ s such that i+ j ≤ s and consider the maps

ϕij : Ji −→ Homk(Aj , Ji+j)

defined as follows: if x ∈ Ji then ϕij(x) ∈ Hom(Aj , Ji+j) where [ϕij(x)](a) = xa.
Then the maps ϕij are all injective linear transformations.

Proof. It is easy to see that the associations x → ϕij(x) are linear transfor-
mations for all i, j, as in the statement of the Lemma.

We first consider the case j = 0.
Suppose that for some i ≤ s and some x 
= 0, x ∈ Ji, the map ϕi0(x) is the

zero linear transformation in Hom(k, Ji). But then we have x = x · 1 = 0, which is
nonsense.

Thus, the maps ϕi0 are all injective.
Now, suppose that there are i, j such that i+ j ≤ s and the map

ϕij : Ji −→ Hom(Aj , Ji+j)

is not injective. Then, there is a smallest such j for which this is true (which must
be ≥ 1) and which we will denote j′. Let x ∈ Ji with x ∈ Ker ϕij′ . Then

ϕij′(x) ∈ Hom(Aj′ , Ji+j′) is the zero map, i.e.,[
ϕij′(x)

]
(a) = 0 for all a ∈ Aj′ , i.e.,
xa = 0 for all a ∈ Aj′ .

Now Aj′ = A1Aj′−1 so xa = 0 implies that xua′ = 0 for all u ∈ A1, a
′ ∈ Aj′−1.

I.e., xa′ ∈ soc(A).
But, A is level and deg(xa′) = i+(j′−1) < s and so xa′ = 0 for any a′ ∈ Aj′−1.

But then ϕi,j′−1(x) is the zero map, contradicting the minimality of j′.

We now come to the key lemma in this circle of observations.

Lemma 2.8. Let A, f, A be as in Lemma 2.6. Then the vector

(dimk At = 1,dimk At−1, . . . ,dimk A1,dimk A0)

is an O-sequence which is the h-vector of a quotient of A.

Proof. Let C = k ⊕ A1 ⊕ · · · ⊕ At. Then clearly C is a level algebra and
f ∈ At is a socle element of C and A is an ideal of C, since Ar = 0 for all r > t.

Let E := Homk(A, k). Then E = E0 ⊕ · · · ⊕ Et where Ed := Homk(At−d, k).
Since Ed = A∗

t−d we have that

dimk Ed = dimk A∗
t−d = dimk At−d.

In particular, dimk E0 = 1.
Now, if x ∈ C and ϕ ∈ E and we define

(x ◦ ϕ)(y) := ϕ(xy)

then E acquires the structure of a graded C-module. In fact,

Claim. If 0 
= ξ ∈ E0 then E � Cξ as C-modules.

Notice that once the Claim is proved we will be done. To see why, consider
the C-module homomorphism χ : C → E defined by χ(a) = ξa. By the Claim, χ
is surjective and so E � C/Kerχ. By definition, the h-vector of C/Kerχ is an O-
sequence and that is precisely the sequence we are considering. The final statement



8 2. NUMERICAL CONDITIONS

of the Lemma is an immediate consequence of the fact that E is isomorphic to a
quotient of C and C is a quotient of A.

So, it suffices to prove the Claim.

Proof of Claim. Clearly it suffices to show that Ed = Cdξ for every d, 0 ≤ d ≤ t,
i.e., that the maps Cd ⊗ E0 → Ed, given by the C-module structure on E, are
surjective; equivalently that the maps E∗

d → C∗
d ⊗ E∗

0 are injective.
Now,

E∗
d = Hom(At−d, k)∗ = Hom(Hom(At−d, k), k) = At−d

and
C∗
d ⊗ E∗

0 = Hom(Cd, k)⊗Hom(At, k)∗

= Hom(Cd, k)⊗ At

= Hom(Cd,At).

But, in Lemma 2.7 we showed that At−d → Hom(Cd,At) is injective for every d.
That completes the proof of the Claim.

Before we state our extension of Stanley’s Theorem, we need to make one more
definition.

Definition 2.9. Let h = (1, h1, . . . , hs) be an O-sequence. If t > 0 we define
h(t) to be the t+ (1 + s) vector,

h(t) = (0, . . . , 0, 1, h1, . . . , hs)

obtained from h by adjoining t zeroes to h at the beginning.
We say that h(t) is the t-shift of h.

Now for the promised generalization of Stanley’s Decomposition Theorem.

Theorem 2.10. Let A be an Artinian k-algebra with socle degree s for which

h(A) = (1, h1, . . . , hs) and soc(A) = (0, . . . , 0, at, . . . , as)

where atas 
= 0. Then the reverse of h(A) is the sum of:
i) a Gorenstein sequence (1, b1, . . . , bs−1, 1) (of length s + 1) which is the h-

vector of a quotient of A;
ii) hs−1 O-sequences (1, dj1, . . . , djrj

), j = 1, . . . , hs−1, each of which is the
h-vector of a quotient of A;

iii) aj vectors (j = t, . . . , s − 1) of the form hj,r(s − j), r = 1, . . . , aj, where
hj,r(s− j) is the (s− j)-shift of an h-vector of a quotient of A.

Proof. We work by induction on n =
∑s

i=t ai (the Cohen-Macaulay (CM)
type) of A.

If n = 1 then A is Gorenstein and we are done.
So, suppose we are given A and the CM-type of A is n and we assume the

theorem is true for all Artinian k-algebras of CM type ≤ n−1. Choose f ∈ soc(A)t,
so f is a socle element of minimal degree in A, and let A = A(〈f〉). Consider the
short exact sequence

0 −→ A −→ A −→ A/A −→ 0.

By Lemma 2.6, B = A/A is an Artinian k-algebra with soc(B) = (0, . . . , at −
1, at+1, . . . , as) and hence has CM type = n− 1. Thus, by induction, the theorem
is true for B.
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Comparing dimensions in every graded piece in the short exact sequence above
we find that the reverse of the h-vector of A is the sum of the reverse of the h-vector
of B and the vector

(0, . . . , 0, 1 = dimk At, . . . ,dimk A1, 0).

But, by Lemma 2.8, this last is the (s− t) shift of an h-vector which is the h-vector
of a quotient of A.

If we now apply the induction hypothesis to the ring B we are done.

As an immediate corollary we obtain,

Corollary 2.11. Let h = (1, h1, . . . , hs) be a level sequence with hs ≥ 1 and
let A be any level Artinian algebra with h(A) = h. Then the vector
(hs, hs−1, . . . , h1, 1) is the sum of:

1) a Gorenstein sequence (1, b1, . . . , bs−1, 1) (of length s + 1) which is the h-
vector of a quotient of A and

2) hs − 1 O-sequences (1, dj1, . . . , djrj ), j = 1, . . . , hs − 1, each of which is
the h-vector of a quotient of A.

Remark 2.12. a) Stanley’s original theorem in [63] simply states that the
“reverse” of a level O-sequence (with first entry hs) is the sum of hs O-sequences.
It does not mention that one of those sequences has to be a Gorenstein sequence
nor does it mention that the Gorenstein sequence has to have length s+1. The fact
that all the sequences have to be O-sequences of quotients of A is not mentioned
either. The paper [63] does not offer any proof of the theorem, but it is clear that
the line of argument we have given for Corollary 2.11 is probably exactly what
Stanley had in mind. In fact, in private conversations with the first author, Stanley
assured us that he was aware of these extra conditions.

In [63], Stanley points out that the reverse of (1, 4, 2, 2) is not the sum of two
O-sequences and so is not a level sequence. Note that in this case the reverse is not
the sum of ANY two O-sequences, i.e., for this sequence one doesn’t even need the
extra conditions we mentioned above to eliminate it as a level sequence.

More telling, perhaps, is the sequence h = (1, 3, 6, 5, 3, 2). The reverse of this
sequence can be written as the sum of two O-sequences, namely (2,3,5,6,3,1) =
(1,3,5,6,3,1) + (1,0,0,0,0,0) even with one of them a Gorenstein O-sequence (the
second). But, we cannot write this as a sum of two O-sequences which satisfy the
conditions of Corollary 2.11. We’ll see that below.

Notice also that (2,5,10,6,3,1) = (1,1,1,1,1,1) + (1,4,9,5,2,0) gives the reverse
of h = (1, 3, 6, 10, 5, 2) as the sum of a Gorenstein sequence of the right length and
another O-sequence. But, the second O-sequence in this decomposition is not the
h-vector of a quotient of an algebra having h-vector h. In fact, as we’ll see below,
h is not a level sequence.

These two examples are a good illustration that the extra conditions mentioned
in Corollary 2.11 are very useful.

b) A simple consequence of Theorem 2.10 is that if we let

h̃ = (1, h̃1, . . . , h̃r), r ≤ s
be any one of the O-sequences in the decomposition promised by the theorem, then
h̃1 ≤ h1.
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This fact can be used profitably to show that certain O-sequences are not level
sequences.

E.g., consider any O-sequence (1, 3, . . . , 10, 5, 2). A simple check of the possi-
bilities shows that the reverse of such a sequence cannot be written as the sum of
two O-sequences, each with second entry ≤ 3, and satisfying the conditions 1) and
2) of Corollary 2.11.

Similar observations serve to show than any O-sequence of the following type:

(1, 3, ...., 2, 2), (1, 3, ...,≥ 8, 4, 2), (1, 3, ....,≥ 10, 5, 2),
(1, 3, 6, ..., 4, 3, 2), (1, 3, 6, ..., 5, 3, 2), (1, 3, 6, ..., 5, 5, 5, 2)

is not a level O-sequence.

c) Corollary 2.11 is also useful in other ways.
Consider the O-sequence (1, 3, 6, 5, 4, 2) and suppose we want to investigate if

it is a level sequence. There are only two ways that (2, 4, 5, 6, 3, 1) can be written
as the sum of an O-sequence and a Gorenstein sequence of length 6, namely

(1, 1, 1, 1, 1, 1) + (1, 3, 4, 5, 2, 0)

and
(1, 2, 2, 2, 2, 1) + (1, 2, 3, 4, 1, 0).

But notice that, as far as the first decomposition is concerned, (1, 3, 4, 5, 2) can-
not be the h-vector of a quotient of any level algebra A with h-vector (1, 3, 6, 5, 4, 2).
For, if it were, A would have an ideal I for which I2 
= 0 and I3 = 0. I.e., A1I2 = 0.
I.e., I2 ⊂ soc(A), which is impossible.

So, we have only one way to satisfy the conditions of Corollary 2.11.
We’ll see later that (1, 3, 6, 5, 4, 2) is NOT a level O-sequence by showing that

the unique possibility above cannot occur.

There are different ways we can use Corollary 2.11, in conjunction with other
results, to show that certain O-sequences cannot be level sequences.

Example 2.13. In this example we will show that there are no Artinian level
algebras of socle degree s with h-vector h = (1, 3, α, . . . , 5, 3, 2).

By Macaulay’s theorem the only possibilities for α are 3, 4, 5 and 6. With
a small amount of work one can show that the only decomposition that will work
with Corollary 2.11 occurs when α = 5 and

h = (1, 0, . . . , 0) + (1, 3, 5, . . . , 5, 3, 1)

where the second O-sequence must be a Gorenstein sequence of length s+ 1.
Now suppose that A = k[x1, x2, x3]/I is an Artinian level algebra with h-vector

h. Then the proof of Theorem 2.10 says that there is an ideal J where I ⊂ J and
B = k[x1, x2, x3]/J has h-vector the Gorenstein sequence above.

But by [[29], Theorem 2.17] (see also [17]) any Gorenstein ideal with that h-
vector is generated in degrees ≤ s − 1. But, J is generated by I and one more
element of degree s. Since I and J agree in degrees ≤ s− 1 we must conclude that
I = J and that is a contradiction.



CHAPTER 3

Homological Methods

There is another way to think about level Artinian algebras which is very
important. Let A = k⊕A1⊕· · ·⊕As be any Artinian quotient of R = k[x1, . . . , xn]
and let soc(A) = A1 ⊕ · · · ⊕ As be as above. The only structure that the ideal
soc(A) has is that of a graded k-vector space. So, it is the socle vector of A,
s(A) = (a1, . . . , as) which actually records the dimensions of the graded pieces of
this vector space.

We have that A = R/I where I is a homogeneous ideal of R having height n
and so A has a minimal graded free resolution F, as R-module, of the form:

F : 0→ Fn−1 → · · · → F1 → F0 → R→ A→ 0

where the Fj are each free graded R-modules. In fact,

Fj := ⊕rj

t=1R(−(j + 1 + t))βj,j+1+t , t ≥ 0.

The numbers {βj,i}, for fixed j, 0 ≤ j ≤ n − 1, are called the jth graded
Betti numbers of the ideal I. It is well-known that the socle vector of A, s(A) =
(a1, . . . , as), is related to the (n− 1)st graded Betti numbers as follows:

βn−1,n+i = ai.

It follows that A is a level algebra if and only if βn−1,n+i = 0 for all i 
= s.

For I as above, the Betti diagram of R/I is a useful device to encode the graded
Betti numbers of R/I (and hence of I). It is constructed as follows:




0 1 · · · n− 1
0 1 0 0 · · · 0
1 0 ∗ ∗ · · · ∗
...

...
...

...
...

...
t 0 β0,t+1 β1,t+2 ∗ βn−1,t+n

...
...

...
...

...
...

d− 2 0 β0,d−1 β1,d ∗ βn−1,d−2+n

d− 1 0 β0,d β1,d+1 ∗ βn−1,d−1+n

d 0 β0,d+1 β1,d+2 ∗ βn−1,d+n

...
...

...
...

...




How can one use the relationship between the socle and the graded Betti num-
bers to discover if h = (1, h1, . . . , hs) is a level sequence? In the paper [24] the
authors offered the following observations: it is a well-known theorem of Bigatti-
Hulett-Pardue ([4], [41], [60]) that, given any O-sequence h, as above, there is an
extremal algebra E = R/L with h(E) = h and jth graded Betti numbers {εj,i}
where 0 ≤ j ≤ n− 1 and j + 1 ≤ i < j + 1 + rj(E) having the following property:

11
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if B = R/I is any other graded k-algebra with h(B) = h then the jth graded Betti
numbers of I, call them {τj,i}, must satisfy

τj,i ≤ εj,i(3.1)

for all j and every i.
The ideal that Bigatti and Hulett use (in characteristic 0) is the lex segment

ideal, L of R, for which R/L has h-vector h.

The simple observation of [24] is that, in order for h to support a level algebra,
we have to be able to cancel all extraneous Betti numbers from the last free sum-
mand in the Bigatti-Hulett-Pardue (BHP) resolution. Moreover (following a recent
observation of Peeva [61]) the only way we can “cancel” graded Betti numbers is if
there are the same graded Betti numbers in the adjacent free modules of the BHP
resolution (something obvious in case n = 3).

Let’s illustrate this observation with a simple example.

Example 3.1. Let h = (1, 3, 4, 5, 4, 4, 2) be an O-sequence. Then, the extremal
algebra E = R[x1, x2, x3]/I with h-vector h above, has Betti diagram:




0 1 2
0 1 0 0 0
1 0 2 1 0
2 0 0 0 0
3 0 2 3 1
4 0 0 0 0
5 0 2 4 2
6 0 2 4 2




The only way that h could support a level algebra is if we could cancel all the
non-zero terms in the last column except the final 2. The only way we could cancel
something from the last column is if there is something in the next last column,
and one row lower, which allows the cancelation. E.g., the 2 in the column labeled
2 of row 5 could (numerically) be canceled against the 4 in the column labeled 1 in
row 6. However, the 1 in the column labeled 2 of row 3 cannot be canceled as the
4th row has a 0 in the column labeled 1. In other words, no matter what algebra
we find with h-vector (1, 3, 4, 5, 4, 4, 2), that algebra must have a one dimensional
socle in degree 3.

Of course, even when cancelation is numerically possible, there is no guarantee
that a level algebra will exist with a given h-vector. But still, the fact of non-
cancelation (as we’ll see later) permits us to eliminate many h-vectors as potential
level sequences.

We were spurred on to thinking about this by a remark of Cho and Iarrobino in
[14]. They indicated how h-vectors which contain certain subsequences could not
be level sequences. They offered no explicit proof for their statement but indicated
that their observation was a consequence of a theorem of Gotzmann.

In attempting to understand this remark we came up with a different explana-
tion which uses a celebrated theorem of Eliahou-Kervaire. Since our approach is
different and not only permits us to reprove the result of Cho and Iarrobino but
also prove other results not mentioned by them, we think it worthwhile to indicate
our reasoning.
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Eliahou and Kervaire [19] studied minimal free resolutions of certain monomial
ideals. We recall some of their notation and results now.

Definition 3.2. Let T ∈ R = k[x1, . . . , xn] be a term of R. Then

m(T ) := max{i | xi divides T}.
i.e., m(T ) is the largest index of an indeterminate that divides T .

Theorem 3.3 (Eliahou-Kervaire). Let I be a stable monomial ideal of R (e.g.
a lex segment ideal). Denote by G(I) the set of minimal (monomial) generators of
I and by G(I)d the elements of that set which have degree d. Then

βq,i =
∑

T ∈ G(I)i−q

(
m(T )− 1

q

)

This wonderful theorem thus gives all the graded Betti numbers of a stable
monomial ideal just from an intimate knowledge of the generators of that ideal.
In the case of the lex segment ideal with a given Hilbert function H, we know -
in theory - all the generators of the ideal and so can write down the graded Betti
numbers algorithmically. Since the ideal that Bigatti and Hulett used to construct
an extremal algebra with given h-vector is a lex segment ideal, we may apply this
result to those ideals.

It is a simple consequence of the Eliahou-Kervaire theorem that if I is a stable
monomial ideal which has NO generators of degree d then βq,i = 0 whenever i−q =
d.

Using the Betti diagram we can restate that observation: if I is a stable mono-
mial ideal which has no generators of degree d (i.e., β0,d = 0) then the entire row
of the Betti diagram beginning with β0,d is zero.

So, a natural question is: when can we say, for a stable ideal I, that I has no
generators of degree d? Very generally we know that I has no minimal generators
of degree d ⇔ R1Id−1 = Id.

A particular case in which we can be sure that R1Id−1 = Id is when the ideal
I grows minimally in the passage from degree d− 1 to degree d. I.e., if

hd−1 = dimk(Rd−1/Id−1) and hd = dimk(Rd/Id)

then I has no minimal generators of degree d if (in the Macaulay notation - see [51])

h<d−1>
d−1 = hd(3.2)

i.e., the passage from hd−1 to hd is maximal growth (in the sense of Macaulay).
Thus, if we combine the result of Bigatti-Hulett and Pardue with that of Eliahou

and Kervaire, we see that ANY algebra with Hilbert function satisfying (3.2) above
must have the (d− 1)st row of its Betti diagram identically 0.

This sets us up for the following result.

Theorem 3.4 (Cho-Iarrobino). Let hd−2, hd−1, hd be three non-zero integers
such that

hd = h<d−1>
d−1 and hd−1 = h<d−2>

d−2 .

Let I be any ideal in R = k[x1, . . . , xn] such that the Hilbert function of R/I
satisfies

H(R/I, d− 2) = hd−2 + ε, ε ≥ 0
H(R/I, d− 1) = hd−1,
H(R/I, d) = hd.
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Then, the ring R/I has socle of dimension ε in degree d− 2. Consequently, if
I has minimal free resolution F, as above, then

βn−1,d+n−2 = ε.

Proof. First note that it will be enough to prove the theorem for the Artinian
ring

A =
(R/I)

(R/I)≥d+1
.

The reason is that both A and R/I agree in degree ≤ d and hence the socle of one
in degree d− 2 is the same as the socle of the other in that degree.

So, from now on we will assume that I is an Artinian homogeneous ideal.
Now, suppose further that I is a lex-segment ideal whose Hilbert function is as

required in degrees d− 2, d− 1 and d.
If ε = 0 then, by the discussion above, I has no generators of degree d− 1 and

so β0,d−1 = 0. Consequently that entire row of the Betti diagram is = 0 and (in
particular) βn−1,d+n−2 = 0.

Now suppose that ε > 0. By hypothesis, I has no generators in degree d, so if
m is the largest monomial in Id−1 then xnm is the last monomial in Id. Let V be
the lex segment in degree d− 2 of codimension hd−2. Then, by assumption, Id−2 is
of codimension ε in V .

Since hd−2, hd−1 is maximal growth we have that R1V = Id−1. Now, the
monomials of Id−1\R1Id−2 are precisely the set of minimal generators of I in degree
d− 1. Since our interest is in βn−1,d+n−2 we need to show that

∑
T∈G(I)d−1

(
m(T )− 1
n− 1

)
= ε .

To do that we begin by showing that among the elements of Id−1\R1Id−2 there
are at least ε monomials T which are divisible by xn, for in that case we will have,
for those monomials, that m(T ) = n and thus each monomial will contribute 1 to
the sum above.

But this is clear, since if m1, . . . ,mε are the distinct monomials of V \Id−2 then
xnm1, . . . , xnmε are in Id−1\R1Id−2 and we are done.

To finish the argument for the lex segment ideal it suffices to show that (in
the notation above) xnm1, . . . , xnmε are the only monomials divisible by xn in
Id−1\R1Id−2.

But, suppose that m′ ∈ Rd−1\R1Id−2 and xn | m′, i.e., m′ = xnm
′′. Then,

since hd−2, hd−1 is maximal growth, we must have m′′ ∈ V . But, if m′′ /∈ V \Id−2

then m′′ ∈ Id−2 and hence xnm′′ ∈ R1Id−2 which is a contradiction. So, xnm1, . . . ,
xnmε are the only monomials among the generators of I in degree d− 1 which are
divisible by xn and so βn−1,d+n−2 = ε exactly.

Now, using the relationship between the (n − 1)st graded Betti numbers of I
and the socle of R/I, we conclude that R/I has socle precisely of dimension ε in
degree d− 2.

Thus, the (d− 2)nd and (d− 1)st rows of the Betti diagram of R/I look like:

d− 2 : 0 β0,d−1 · · · βn−2,n+d−3 βn−1,n+d−2 = ε,

d− 1 : 0 β0,d = 0 · · · βn−2,n+d−2 = 0 βn−1,n+d−1 = 0.
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Now, let I be any ideal whose Hilbert function agrees with that of the lex-
segment ideal discussed above. By the Bigatti-Hulett-Pardue theorem, the Betti
numbers in the resolution of R/I come from cancellation of Betti numbers in the
resolution above. By the Peeva Cancelation Theorem, that cancelation can only
occur in an adjacent free module in the resolution. Hence, in the particular case
when we want to cancel something in the last term of the resolution it follows that
the cancelation can only occur against something in the penultimate term. Thus,
since βn−2,n+d−2 = 0 in the resolution of the lex segment ideal, that graded Betti
number must be zero also in the resolution of our ideal. This implies that for our
ideal, we must also have βn−1,n+d−2 = ε. Thus, any ideal I whose Hilbert function
is as required, must have socle of dimension precisely ε in degree d− 2.

Corollary 3.5. Let h = (1, h1, . . . , ht) be the h-vector of an Artinian quotient
of R with socle degree t. Suppose that for some d − 2 < t we have three integers
h′d−2, h

′
d−1 and h′d for which:

h′d = h′d−1
<d−1> and h′d−1 = h′d−2

<d−2>

and such that

hd−2 = h′d−2 + ε, ε > 0, hd−1 = h′d−1 and hd = h′d .

Then h is not a level O-sequence.

Proof. From the theorem we have that any algebra with h-vector as given
must have an ε-dimensional socle in degree d− 2 and hence cannot be level.

Example 3.6. One can use this result to eliminate many possible O-sequences
as level sequences. E.g., any h-vector h = (1, h1, . . . , hs) of an Artinian algebra
of socle degree s for which hd = hd+1 = a < d and hd−1 > a cannot be a level
O-sequence. For example, anything of the form (1, 3, . . . , ∗d, 2, 2, . . . ) is impossible
as a level O-sequence whenever ∗d > 2 and d ≥ 2. In fact, we’ll see that even the
sequence (1, 3, 2, . . . , 2, 2) is impossible (see Proposition 3.8, b) below).

Remark 3.7. We want to emphasize that Theorem 3.4 is a “non-cancelation”
result of the type that we alluded to earlier. If h = (1, h1, . . . , hs) is the h-vector
of an Artinian algebra of socle degree s satisfying the hypothesis of Theorem 3.4,
then the proof of that theorem really shows that there are two rows in the BHP
resolution associated to h which are of the form:

d− 2 : 0 β0,d−1 · · · βn−2,n+d−3 βn−1,n+d−2,

d− 1 : 0 β0,d · · · βn−2,n+d−2 βn−1,n+d−1,

where

d− 2 < s and βn−1,n+d−2 > βn−2,n+d−2.(3.3)

(In the case of Theorem 3.4 we had βn−1,n+d−2 > 0 and βn−2,n+d−2 = 0.)
But, the important thing in Theorem 3.4 was really the information in (3.3).

Since, as we mentioned earlier, there is an algorithm to calculate all the graded
Betti numbers in the BHP resolution starting only with h, it is possible to use (3.3)
to easily eliminate many h-vectors as potential level sequences.

In fact, such an algorithm has been implemented in CoCoA [12] by E. Carlini
and M. Stewart (Type Vector Package). We have used that programme extensively
in the Appendix.
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We now give some other results, similar to that of Theorem 3.4, which rely on
Remark 3.7 and are not mentioned in [14].

Proposition 3.8. Let h = (1, n, h2, . . . , hs) be the h-vector of an Artinian
algebra with socle degree s. Then h is not a level sequence in each of the following
cases:

a) hd = hd+1 = p ≤ d− 1 and hd−1 > p;
b) hd = hd+1 = p = d and hd−1 > p = d;
c) hd = hd+1 = p = d+ 1 and hd−1 > d+ 1 = p;
d) hd = hd+1 = p ≤ 2d and hd−1 ≥ p+ n and d ≥ n+ 2.

Proof. For a) note that p p p in degrees d− 1, d, d+1 is maximal growth
so this is an immediate consequence of Corollary 3.5 and generalizes Example 3.6.

We will need the following information both for the proof of b) and c), so we
record it now.

The last d monomials of degree d in R are

xd−1
n−1xn, x

d−2
n−1x

2
n, · · · , xn−1x

d−1
n , xdn

and the last d+ 2 monomials in Rd−1 are

xn−2xn−1x
d−3
n , xn−2x

d−2
n , xd−1

n−1, x
d−2
n−1xn, · · · , xn−1x

d−2
n , xd−1

n .

For b) note that the sequence d d in degrees d, d+ 1 is maximal growth. So, if
I is the lex-segment ideal in R associated to h then I has no generators in degree
d+ 1, i.e., β0,d+1 = 0.

We claim that there is a socle element in R/I of degree d− 1, i.e βn−1,n+d−1 >
βn−2,n+d−1. But, since β0,d+1 = 0 this implies that βn−2,n+d−1 = 0 also. So, it’s
enough to show that βn−1,n+d−1 
= 0.

Now,

βn−1,d+n−1 =
∑

T ∈ G(I)d

(
m(T )− 1
n− 1

)

and so it will be enough to show that m(T ) = n for at least one generator of I of
degree d.

Our assumption is that hd = d, so the monomials not in Id are the last d
monomials of Rd, i.e., those listed above.

Our other assumption in this case is that hd−1 > d. So, we have (at least) that
the last d+ 1 monomials of Rd−1 (listed above) are not in Id−1.

Now, consider xn−2x
d−1
n ∈ Rd. This monomial is in Id but it is not in R1Id−1.

For if it were we would have either xd−1
n or xn−2x

d−2
n in Id−1 and that is not the

case.
Thus xn−2x

d−1
n ∈ G(I)d and m(xn−2x

d−1
n ) = n and we are done in this case.

As for c), again we’ll show that βn−1,n+d−1 > βn−2,n+d−1 for the lex segment
ideal associated to h.

Since (d + 1)<d> = d + 2 we see that the lex segment ideal has exactly one
generator in degree d+1 and that is xd+1

n−1. For this generator m(T ) = n− 1 and so

βn−2,n+d−1 =
∑

T∈ G(I)d+1

(
m(T )− 1
n− 2

)
= 1.
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We turn now to

βn−1,n+d−1 =
∑

T∈ G(I)d

(
m(T )− 1
n− 1

)

and this requires us to investigate the generators of I of degree d. Since hd−1 > d+1,
by hypothesis, this means that there are at least two minimal generators of I having
degree d.

We claim that both xn−2xn−1x
d−2
n and xn−2x

d−1
n are minimal generators of I.

Since both of these involve xn we will be done once this claim is proved.
Since both are in Id, it suffices to show that neither is in R1Id−1. The argument

is as in b) and so we are done in this case as well.
We now consider part d) of this Proposition. We can assume, without loss of

generality, that p ≥ d+2 since the other cases have already been considered above.
Note that since d + 2 ≤ p ≤ 2d then p = d + 1 + r with r ≤ d − 1. Thus the

d-binomial expansion of p is:

p =
(
d+ 1
d

)
+

(
d− 1
d− 1

)
+ · · ·+

(
d− r
d− r

)

and hence p<d> =
(
d+ 2
d+ 1

)
+ r = d+ 2 + r = p+ 1.

It follows that the lex-segment ideal with h-vector as above has exactly one
generator in degree d + 1. This means that there is only one monomial T in Gd+1

and so

βn−2,d+n−1 =
(
m(T )− 1
n− 2

)
≤

(
n− 1
n− 2

)
= n− 1.

(In fact, it is either equal to n− 1 or to 1.)
How many generators does the lex-segment ideal with this h-vector have in

degree d? It is easy to see that the number of generators of the lex-segment ideal
in degree d is exactly h<d−1>

d−1 − p, so we need to estimate this number.

Claim. h<d−1>
d−1 − p ≥ n+ 1.

Proof of Claim. Note that we are assuming that hd−1 ≥ p + n. Recall also that
−<d−1> is a strictly increasing function, so it is enough to prove the claim for the
least possible value of hd−1, namely p+ n (n > 0).

Now, since d + 2 ≤ p ≤ 2d we have that the d − 1 binomial expansion of p is
given as follows.

for p = 2d, p =
(

d

d− 1

)
+

(
d− 1
d− 2

)
+

(
d− 3
d− 3

)
;

for p = 2d− 1, p =
(

d

d− 1

)
+

(
d− 1
d− 2

)
;

for p = d+ r, 2 ≤ r ≤ d− 2, p =
(

d

d− 1

)
+

(
d− 2
d− 2

)
+ · · ·+

(
d− r − 1
d− r − 1

)
.

Thus,

p<d−1> − p =




2, if p = 2d,
2, if p = 2d− 1,
1, if p = d+ r, 2 ≤ r ≤ d− 2.
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We can thus conclude that

h<d−1>
d−1 − p ≥ (p+ n)<d−1> − p ≥ p<d−1> − p+ n ≥ n+ 1

as we claimed.
Now since p ≤ 2d and d ≥ n+ 2, it is enough to look at the last 3d monomials

of degree d to see at least n+ 1 of the generators of I in degree d.
The last 3d monomials of degree d are

x2
n−2x

d−2
n−1, x

2
n−2x

d−3
n−1xn, . . . , x

2
n−1x

d−2
n︸ ︷︷ ︸

d−1

, xn−2x
d−1
n−1, xn−2x

d−2
n−1xn, . . . , xn−2x

d−1
n︸ ︷︷ ︸

d

,

xdn−1, x
d−1
n−1xn, . . . , x

d
n︸ ︷︷ ︸

d+1

.

Notice that among these, only the monomials T in{
xdn−1, xn−2x

d−1
n−1, x

2
n−2x

d−2
n−1

}
(3.4)

satisfy m(T ) = n − 1. Moreover, any consecutive collection of monomials among
these last 3d which contains two elements of (3.4) contains at least d monomials
and d ≥ n+2. Put another way, for any consecutive n+1 monomials (among these
last 3d) there are always at least n for which m(T ) = n.

It follows that

βn−1,n+d−1 =
∑

T∈G(I)d

(
m(T )− 1
n− 1

)
≥ n

and hence
βn−1,n+d−1 > βn−2,n+d−1

as we wanted to show.

Here is another non-cancelation result.

Proposition 3.9. Let hd−2, hd−1, hd be three integers such that

hd = h<d−1>
d−1 and hd−1 = h<d−2>

d−2 .

Let I be any ideal in R = k[x1, . . . , xn] for which

H(R/I, d− 2) = hd−2 + ε, ε ≥ n,
H(R/I, d− 1) = hd−1,

H(R/I, d) = hd − 1.

Then dimk soc(R/I)d−2 ≥ 1 and so any O-sequence

(1, n, . . . , hd−2 + ε, hd−1, hd − 1, . . . , hs)

of length s+ 1 (s ≥ d) is not a level O-sequence.

Proof. As we saw in the proof of Theorem 3.4, it is enough to show that when
I is a lex-segment Artinian ideal having socle degree d and satisfying the conditions
of the Proposition, then βn−1,d−2+n(R/I) > βn−2,d−2+n(R/I).

So, let’s suppose that I is a lex-segment Artinian ideal satisfying the conditions
of the Proposition.

Claim. dimk soc(R/I)d−2 = ε.
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Proof of Claim. Let V ⊂ Rd−2 be the lex-segment subspace of codimension hd−2.
The assumption that hd−1 = h<d−1>

d−2 implies that R1V = Id−1. Since −<d−1> is a
strictly increasing function we know that

V = {f ∈ Rd−2 | R1f ⊆ Id−2}.
Thus, V/Id−2 = soc(R/I)d−2.

The hypothesis gives that the codimension of Id−2 in V is exactly ε and that
completes the proof of the Claim.

Since we know the dimension of the socle of R/I in degree d− 2 is ε, we obtain

βn−1,d−2+n(R/I) = ε.

So, it will be enough to show that βn−2,d−2+n(R/I) < ε. But,

βn−2,d−2+n(R/I) =
∑

T∈G(I)d

(
m(T )− 1
n− 2

)

by the Eliahou-Kervaire result. Our assumption is that H(R/I, d) = hd − 1 and
that gives us that I has exactly one generator, T , in degree d. If m(T ) = n then
β = βn−2,d−2+n(R/I) = n − 1; if m(T ) = n − 1 then β = 1 and if m(T ) < n − 1
then β = 0. In each case, ε > β and so we are done.

Remark 3.10. We can apply this Proposition to the O-sequences (1, 3, . . . ,≥
6, 3, 2) since 3s−2, 3s−1, 3s satisfies the maximal growth criterion of the Proposition
as soon as s− 2 ≥ 3.

Similarly, we can apply the proposition to the O-sequence (1, 3, 6, 10, 9, 10) since
the triple 73, 94, 115 satisfies the maximal growth criterion.

Although it is important to have simple criteria on an h-vector which allow us
to recognize when there is “non-cancelation” (see Remark 3.7) i.e., theorems like
Theorem 3.4, Proposition 3.8, and Proposition 3.9, it would be wrong to assume
that “non-cancelation” is the only thing that prevents an h-vector from being a
level sequence (something which is true for h-vectors which begin (1, 2, . . . ), see
[24]).

The following examples (and several more which we will indicate in the Appen-
dix) show that even when an h-vector seems to permit cancelation arithmetically,
that cancelation need not be possible.

Example 3.11. Consider the h-vector h = (1, 3, 5, 7, 6, 6, 2). The Betti dia-
gram of the lex-segment ideal with this h-vector is




0 1 2
0 1 − − −
1 − 1 − −
2 − − − −
3 − 3 5 2
4 − 1 2 1
5 − 5 9 4
6 − 2 4 2




Now suppose that A = R/I, R = k[x1, x2, x3] is a level algebra with h-vector h as
above.

Claim. The minimal number of generators of I, in degree 6, is < 5.
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Notice that once this claim is proved we are done. Since then β0,6(A) < 5 and
by the Bigatti-Hulett-Pardue result (see (3.1) above) we must have β1,6(A) < 2.
This, in turn, implies that β2,6(A) ≥ 1 and hence A cannot be level.

Proof of Claim. Suppose that I has 5 generators in degree 6 and let J = I≤5. Then
the Hilbert function of R/J begins 1 3 5 7 6 6 7 · · · . Now, we can use Theorem 3.4
to assert that R/J has 1-dimensional socle in degree 4. Since R/J and R/I agree
in degree ≤ 5 we conclude that R/I cannot be level.

We note that, using the same kind of argument, one can show that the following
h-vectors are also not level sequences:

(1, 3, 6, 7, 6, 6, 2), (1, 3, 5, 7, 5, 4, 2), (1, 3, 6, 8, 6, 5, 2),
(1, 3, 6, 9, 7, 6, 2), (1, 3, 6, 10, 6, 4, 2), (1, 3, 6, 10, 7, 6, 2).

Example 3.12. To show just how far from “cancelation” we can be without
obtaining a level sequence, we consider another example. Let h = (1, 3, 6, 9, 6, 4, 2).
The Betti diagram for the lex-segment ideal with this h-vector is




0 1 2
0 1 − − −
1 − − − −
2 − 1 − −
3 − 6 10 4
4 − 3 5 2
5 − 2 4 2
6 − 2 4 2




If there were a level algebra with this h-vector we’d have to be able to cancel
β2,6 = 4 from this diagram.

So, suppose that A = R/I is a level algebra with this h-vector. If I has no
generators in degree 6 then we’d have a contradiction: for then β0,6 = 0 and so
β1,6(A) ≤ 3. But, we need β1,6(A) ≥ 4 to cancel the β2,6 = 4.

So, it suffices to show that I has no generators in degree 6 (we know that it
has ≤ 2 generators in degree 6).

Case 1. Suppose I has two generators in degree 6. Let J = 〈I≤5〉. Then the Hilbert
function of R/J begins 1 3 6 9 6 4 4 · · · . By Theorem 3.4, R/J has a 2-dimensional
socle in degree 4 and hence so does I. That is a contradiction.

Case 2. Now suppose that I has one generator in degree 6 and let J = 〈I≤5〉 as
above. Then the Hilbert function of B = R/J begins 1 3 6 9 6 4 3 t · · · . We don’t
know exactly what t is but we can say that 0 ≤ t ≤ 3.

Let’s first consider the possibility that t = 3. Since J ⊆ I we have a canonical
surjection R/J onto R/I, which is an isomorphism in degree ≤ 5. By Theorem 3.4,
R/J has non-zero socle in degree 5. The surjection (which is an isomorphism in
degree 5) carries that non-zero socle into non-zero socle of R/I in degree 5, which
is a contradiction.



3. HOMOLOGICAL METHODS 21

So, assume that t ≤ 2. The lex-segment ideal whose h-vector is h = (1, 3, 6, 9, 6,
4, 3, t) has Betti diagram which starts




0 1 2
0 1 − − −
1 − − − −
2 − 1 − −
3 − 6 10 4
4 − 3 5 2
5 − 1 2 1
6 − 3− t 6− 2t 3− t
7




Since A is level, β2,7(A) = 0 and since A and B agree in degree less than or equal
to 5, that implies that B has no socle in degree 4 either, so β2,7(B) = 0 as well.
That implies that β1,7(B) = 0 as well. This, in turn, implies that β0,7(B) = 3 − t
exactly. But 3− t > 0 and so J has generators in degree 7, which is a contradiction.

In an entirely similar way we can show that

(1, 3, 6, 10, 7, 5, 2) and (1, 3, 5, 7, 9, 5, 2)

are not level sequences.

Example 3.13. In this example we show how the methods of this section can
be supplemented by other arguments to give even more subtle non-existence results.

Consider the h-vector h = (1, 3, 6, 5, 4, 3). The corresponding lexsegment ideal
has this Betti diagram:




0 1 2

0 1 − − −
1 − − − −
2 − 5 6 2
3 − 2 3 1
4 − 1 2 1
5 − 3 6 3




(3.5)

Suppose that h is a level sequence, and let R/I be a level algebra with this
Hilbert function. We proceed step by step.

Note that I has either 1 or 0 minimal generators of degree 5. If I has one
minimal generator in degree 5, then the “usual” argument works: let J be the ideal
generated by 〈I≤4〉. Then R/J has Hilbert function (1, 3, 6, 5, 4, 4, 4, . . . ), hence has
socle in degree 3 thanks to Proposition 3.8 (b). Thus R/I also has socle in degree
3. Therefore without loss of generality we can assume that there are no minimal
generators in degree 5.

Notice also that I has either 0,1 or 2 generators in degree 4, and either 3 or 2
generators in degree 6, thanks to cancelation.

Let’s rewrite the Betti diagram for R/I after doing all the canceling we can (to
make it level):
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


0 1 2
0 1 − − −
1 − − − −
2 − 5 4 + a −
3 − a − −
4 − − b −
5 − 2 + b 5 3


 (a = 0, 1 or 2, b = 0 or 1)

If b = 1 then I has 3 minimal generators of degree 6. As before we take
J = 〈I≤5〉. R/J has Hilbert function (1, 3, 6, 5, 4, 3, 3, 3, . . . ) so our Proposition 3.8
(or the result of Cho-Iarrobino, Theorem 3.4) says that R/J has socle in degree 4,
hence so does R/I. So b = 0.

If a = 2 then I has 2 minimal generators of degree 4. Take J = 〈I≤3〉. R/J
has Hilbert function (1, 3, 6, 5, 6, 7, . . . ). By the result of Cho and Iarrobino (The-
orem 3.4), R/J has socle in degree 2, so also does R/I. So we eliminate a = 2.

We now have the diagram




0 1 2
0 1 − − −
1 − − − −
2 − 5 4 + a −
3 − a − −
4 − − − −
5 − 2 5 3


 (a = 0 or 1)

We now ask what kind of regular sequence we can find in I.

Step 1. Note that dim I3 = 5. Suppose that everything in I3 has a common factor.
If this factor were quadratic, say Q, it would not be possible to find five independent
polynomials of the form LiQ where Li is linear. So the common factor must be
linear. Then I3 has the form 〈LQ1, . . . , LQ5〉. Let us compute the dimension of
this in degree 4:

dim〈LQ1, . . . , LQ5〉4 = dimL · 〈Q1, . . . , Q5〉3 ≤ 10

since the vector space of all cubics has dimension 10. But I4 has at most one
generator of degree 4, and dim I4 = 11, so in fact a = 1 and dim〈LQ1, . . . , LQ5〉4 =
10 and 〈Q1, . . . , Q5〉3 is all of R3. On the other hand, let Q be an element of R2

that is not in 〈Q1, . . . , Q5〉. Consider the element LQ. It is not zero in R/I, but
one can see that it is a socle element. This shows that in I3 we at least have a
regular sequence of length 2.

Step 2. We check that I3 does not have a regular sequence of length 3. Indeed,
if it did we could link I with such a regular sequence, and one quickly checks
that the residual would have to have Hilbert function (1, 0, 2, 2) which is obviously
impossible.

Step 3. We check that I does not have a regular sequence of type (3, 3, 4). If it
did, linking would give an algebra with Hilbert function (1, 3, 3, 4, 3). Note that
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the growth from degree 2 to degree 3 is maximal, so the cubics have a GCD of
degree 1. Therefore such an ideal does not have a regular sequence of two cubics.
Contradiction.

Step 4. Since the only other generators of I come in degree 6, we must have a
regular sequence of type (3, 3, 6). Linking gives a residual, J , with Hilbert function
(1, 3, 6, 8, 6, 5, 3). Let us consider the minimal free resolution of the residual. Note
first that since we know (almost) the Betti diagram of I, the usual liaison tricks
give that J has Betti diagram




0 1 2
0 1 − − −
1 − − − −
2 − 2 − −
3 − 3 5 1
4 − − − −
5 − 1 − a
6 − − 4 + a 3




(a = 0 or 1)

We know that the two cubic generators form a regular sequence. If J con-
tained a regular sequence of type (3, 3, 4), the residual would have Hilbert function
(1, 0, 1, 2), which is impossible. So the smallest regular sequence is still (3, 3, 6).

Let J ′ = 〈J≤5〉 (i.e. remove the generator of degree 6). R/J ′ has Hilbert
function (1, 3, 6, 8, 6, 5, 4, . . . ) and R/J ′ has Krull dimension 1, since the longest
regular sequence has length 2. That is, the saturation of J ′ defines a zeroscheme,
Z, in P2. Note that since dim(R/J ′)6 = 4, we get degZ ≤ 4.

Step 5. Now, the two cubics give the saturated ideal of a degree 9 zeroscheme (a
complete intersection) that contains Z. We add three forms of degree 4 to get J ′.
Let us consider these three forms one at a time.

Let us call the two cubics G1 and G2 (they form a regular sequence) and let us
call the quartics F1, F2 and F3. The Hilbert function of R/(G1, G2) is

(1, 3, 6, 8, 9, 9, . . . ).

Now we add F1, which we can assume without loss of generality is chosen generally
in J ′

4. We note (using liaison):

• F1 contains at most 4 of the 9 complete intersection points defined byG1, G2.
If L is a linear form, it is impossible for LF1 to vanish on all 9 points. There-
fore H(R/(G1, G2, F1), 5) = 9− 3 = 6.

• If Q is a quadratic form, then QF1 vanishes at all 9 points of the complete
intersection if and only if Q vanishes at the residual to Z in this complete
intersection. Because Z consists of at most 4 points, this residual can lie on
at most one conic. Therefore H(R/(G1, G2, F1), 6) is either 9− 6 = 3 (if the
residual lies on no conic) or 9− 5 = 4 (if the residual lies on one conic). But
dim(R/J ′)6 = 4, so in fact it must be the second possibility.
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So we have the Hilbert function of R/(G1, G2, F1):

(1, 3, 6, 8, 8, 6, 4, . . . ).

Now we add F2, noting that the value of the Hilbert function in degree 6 is
already at the desired value! What happens in degrees 4 and 5? Degree 4 clearly
becomes 7. In degree 5, the Hilbert function of R/J ′ is 5. So if we choose F2 also
generally in J ′, the value of the Hilbert function of R/(G1, G2, F1, F2) in degree 5
has to drop from 6 to 5 (since otherwise it must remain 6 even when we add F3).
So the Hilbert function of R/(G1, G2, F1, F2) is

(1, 3, 6, 8, 7, 5, 4, . . . ).

Now recall that the Hilbert function of R/J ′ is (1, 3, 6, 8, 6, 5, 4, . . . ). Therefore, the
third generator F3 must be a socle element of R/(G1, G2, F1, F2).

The original ideal J has generators G1, G2, F1, F2, F3, A where A is a generator
of degree 6. The Hilbert function of R/J is (1, 3, 6, 8, 6, 5, 3, 0). Consider the ideal
J ′′ = (G1, G2, F1, F2, A). This is a quotient of R/(G1, G2, F1, F2), which we recall
has Hilbert function (1, 3, 6, 8, 7, 5, 4, . . . ).

Since F3 is a socle element, as described above, the fact thatG1, G2, F1, F2, F3, A
span all of R7 implies that G1, G2, F1, F2, A also span all of R7 (since xF3, yF3 and
zF3 are all in the ideal (G1, G2, F1, F2)). So the Hilbert function of the quotient
R/(G1, G2, F1, F2, A) is (1, 3, 6, 8, 7, 5, 3, 0). Now, (G1, G2, A) is a regular sequence,
so we can link. The residual has Hilbert function (1, 3, 6, 5, 4, 2, 0).

The generators of J ′′ have degrees 3,3,4,4,6. The complete intersection uses the
generators of degrees 3,3,6. Therefore, using the usual mapping cone, the residual
is level! But we will see in Example 5.7 that (1, 3, 6, 5, 4, 2) is not a level sequence.
So this contradiction shows (finally) that (1, 3, 6, 5, 4, 3) is not a level sequence.



CHAPTER 4

Some Refinements

Until this point we have focused on results that can be used to show that
sequences are not level. In the coming chapters, we will be more interested in
showing that sequences are level. This will be done by construction methods,
and by means of results that obtain new level sequences from previously known
ones. However, we will also want to refine our search somewhat. We will want to
know not only which sequences are level, but in fact which sequences exist for level
algebras with certain additional properties. In this short chapter we describe these
properties.

First we extend our idea of a level algebra beyond the Artinian horizon! We take
our clue from the fact that there is a strong relationship between a level Artinian
algebra and properties of its minimal free resolution.

Let A be any standard graded k-algebra. Recall that A is called Cohen-
Macaulay (C-M) if the length of the longest regular sequence in A is the Krull
dimension of A.

Alternatively, given A, write A = P/I where P = k[x0, . . . , xn]. Suppose that
the Krull dimension of A is d. Let F be a minimal graded free resolution of A as
P -module and write:

F : 0→ F� → · · · → F0 → P → A→ 0

where we know (Hilbert) that 3 ≤ n.
It is a well-known theorem of Auslander and Buchsbaum that: A is Cohen-

Macaulay if and only if 3 = n− d.
Now, if k is an infinite field and A is a C-M k-algebra of Krull dimension d

then one can always find a maximal regular sequence in A consisting of forms in
A having degree 1. If we let L1, . . . , Ld be such a regular sequence in A then
B = A/(L1, . . . , Ld) is an Artinian algebra. (The process of taking the quotient
of a C-M k-algebra by an ideal generated by a maximal regular sequence of linear
forms, is often referred to as Artinian reduction.)

We can rewrite B as B = P/(I, L1, . . . , Ld) � k[x0, . . . , xn−d]/J . If we let
P̃ = k[x0, . . . , xn−d], then B has minimal free resolution (as a P̃ -module)

H : 0→ Hn−d → · · · → H0 → P̃ → B → 0.

Moreover, the ith graded Betti numbers of A (as a P -module) are the same as the
ith graded Betti numbers of B (as a P̃ -module).

With these observations out of the way we now make our general definition of
a level k-algebra.

Definition 4.1. Let A be a standard graded Cohen-Macaulay k-algebra of
Krull dimension d and write A = P/I, P = k[x0, . . . , xn] and H(A, 1) = n+1. Let

F : 0→ Fn−d → · · · → F1 → F0 → P → A→ 0

25
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be a minimal graded free resolution of A, as a graded P -module.
A is a level algebra if and only if Fn−d = P (−a)b for some positive integers a

and b.

Now we would like to consider a different refinement of the notion of a level
algebra. First some definitions.

Definition 4.2. 1) An Artinian k-algebra A = ⊕s
i=0Ai (As 
= 0), is said to

satisfy the Weak Lefschetz Property (WLP for short) if there is an element L ∈ A1

(called a Lefschetz element) such that the linear transformations

L : Ai → Ai+1, 1 ≤ i ≤ s− 1

(given by multiplication by L) are either injective or surjective, i.e., have maximal
rank, for each i.

2) An O-sequence (1, h1, . . . , hs), with hs 
= 0 is called unimodal if there is an
integer t such that

h1 ≤ . . . ≤ ht ≥ ht+1 ≥ . . . ≥ hs.
Remark 4.3. Notice that if A has the WLP and L is a Lefschetz element

such that the multiplication map ×L : Ai → Ai+1 is surjective then, for any
r ≥ 1, the multiplication map ×L : Ai+r → Ai+1+r is also surjective. This follows
immediately from the fact that A is a standard algebra. As a consequence we see
that if A is an Artinian algebra with the WLP then the h-vector of A is unimodal.

But, the WLP is a strictly stronger condition: an Artinian standard graded
algebra can have the unimodal vector h = (1, 3, 6, 6, 7, 2) as its h-vector but such
an algebra could never, by what we just observed, satisfy the WLP.

As mentioned in the introduction, R. Stanley is the “godfather” of this con-
cept and studied it implicitly in several of his papers ([66], [67], [68]). Since then,
this concept has received a great deal of attention in the study of Artinian Goren-
stein algebras. For example, there is a complete characterization of the h-vectors
of Gorenstein Artinian algebras with the WLP [32] even though we only have a
complete characterization of all Gorenstein h-vectors in the case of codimension
≤ 3.

Moreover, it is an open question as to whether ALL Gorenstein Artinian quo-
tients of k[x, y, z] have the WLP (it is known that all complete intersection quotients
of k[x, y, z] satisfy the WLP – see [32], [35], [54], [55], and [72] for this and related
interesting results).

We will see, in the next chapter, that there are many ways to construct Artinian
level algebras with the WLP. In fact, we wonder whether (at least in codimension
3) all the h-vectors of Artinian level algebras are the h-vectors of level algebras with
the WLP. All our investigations seem to indicate that this is indeed the case.

Indeed, one of the motivating questions behind this work is whether for every
level sequence h = (hi) (0 ≤ i ≤ s), there in fact exists a level Artinian algebra
with the WLP whose Hilbert function is h. Consider the sequence

h′ = (h′i) where h′i = max{hi − hi−1, 0}
Recall from [35] the fact that if A has the WLP then h′ must again be an O-
sequence (equivalently, if t is the last index for which ht ≥ hi for every i, then
(1, h1, . . . , ht) is a differentiable O-sequence). Furthermore h must be unimodal.
When the number of variables is five or more, it is known that the Hilbert function
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of Artinian Gorenstein algebras need not be unimodal ([3], [10], [11]), so level
algebras need not have WLP. But in four or fewer variables, this is open.

We would now like to pose some questions that are directly (or indirectly)
related to the WLP for level algebras.

Question 4.4. Let h = (1, n, h2, . . . , hs) be the h-vector of a level algebra.
1) If n = 3 or n = 4, is it true that h is also the h-vector of a level algebra with

the WLP?
2) If n = 3, is it possible that every level algebra has the WLP? Note that

Ikeda ([47]) and Boij ([9]) gave examples of Gorenstein algebras that do not
have the WLP when n = 4.

3) If Question 1) has a negative answer, and if n = 3 or n = 4, must h at least
be unimodal?

4) If n = 3, 4, and if t is the last index for which ht ≥ hi for every i, is it true
that (1, n, h2, . . . , ht) is a differentiable O-sequence? (For n = 3, this is the
case for every example in the appendix.)

These questions are studied further in the appendix.



CHAPTER 5

Constructing Artinian Level Algebras

In Chapters 2 and 3 we saw that there were conditions on the h-vector of an
Artinian graded algebra that would prohibit it from being a level O-sequence. In
this chapter and the next we take a different point of view and show how one can
construct level algebras, i.e., show that certain h-vectors are level O-sequences.

Our constructions, broadly speaking, move in two different directions. With
the first construction methods, in this chapter, we find Artinian level algebras. The
other constructions, in the following chapter, aim at finding higher dimensional
objects that will give us Artinian level algebras. In both chapters, some of our
results produce level sequences (and algebras) from scratch, while others deduce
the existence of level sequences (and algebras) from previously known ones.

5.1. Inverse Systems

We now recall a very interesting method for constructing Artinian level alge-
bras. This method is based on the idea of Macaulay’s Inverse Systems. We will
only give a quick review of the method and refer the reader to either [21] or [46]
for more details.

Let R = k[x1, . . . , xn] and S = k[y1, . . . , yn]. We can consider S as a graded
R-module by: if F ∈ Sj then xi ◦F = ( ∂

∂yi
)F . We extend this action in the obvious

way and note that the action lowers degree on S and hence S is not a finitely
generated R-module.

There is an order reversing function from the ideals of R to the R-submodules
of S defined by:

ϕ1 : {ideals of R} → {R-submodules of S}
where

ϕ1(I) = {F ∈ S | G ◦ F = 0 for all G ∈ I}
This is a 1-1 correspondence whose inverse (ϕ2) is given by ϕ2(M) = annR(M). In
fact, we denote ϕ1(I) by I−1, which is called the inverse system to I.

It is very easy to construct I−1 (and this is at the heart of the proof of the 1-1
correspondence). One first observes that the pairing

Rj × Sj −→ S0 � k
is a perfect pairing and so Sj can be identified with R∗

j (the dual vector space to
Rj). If V is a subspace of Rj we write V ⊥ for the annihilator of V in this pairing.
Then, if I ⊂ R is an ideal and Ij its jth graded piece, then Macaulay observed that:

(I−1)j = I⊥j .

It follows immediately that

dimk(I−1)j = dimk Rj − dimk Ij = H(R/I, j) .

28
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It is a simple consequence of this last observation that I−1 is a finitely generated
R-submodule of S if and only if R/I is Artinian.

Remark 5.1. There is another way to define Inverse Systems which considers S
as an R-module in a different way. In this other method, we consider the contraction
operations, Dxi where, if F is a monomial in Sj then

Dxi(F ) =

{
0, if yi does not divide F ,
F/yi if yi divides F .

We extend this action to all of S in the obvious way and recall that when the
characteristic of k is 0, this action is equivalent to the one described above. The
contraction operation has the advantage that it doesn’t end up increasing the sizes
of coefficients. (See [21] or [46] for more details.)

The really interesting connection between inverse systems and what we’ve been
considering is the following theorem of Macaulay. We continue with the notation
above.

Theorem 5.2 (Macaulay). Let I be an Artinian ideal of R and I−1 its inverse
system. Then I−1 has exactly νj minimal generators of degree j if and only if the
socle of R/I in degree j has dimension exactly νj.

Remark 5.3. 1) This gives us a new interpretation of the socle vector of an
Artinian algebra of the form A = k[x1, . . . , xn]/I. The entries of the socle vector
tell us the number of generators of the inverse system of I in each degree.

2) Since we are interested in level algebras (Artinian, say, with socle degree s, type
c and embedding dimension n) then this theorem tells us how to make all of them.
We look at every subspace of Ss = k[y1, . . . , yn]s of dimension c and form the R-
submodule of S generated by that subspace. The result is a level algebra of the type
we are looking for and every level algebra of socle degree s, type c and embedding
dimension n arises in this way.

E.g., suppose we would like to construct a level algebra with socle degree 4,
embedding dimension 3 and type 2. Macaulay’s Theorem says we have to look at
a two dimensional vector space of S4, where S = k[y1, y2, y3] and take the inverse
system it generates.

For example, consider the vector space of S4 generated by F1 = y4
1 and F2 =

y4
2 + y4

3 . The inverse system, call it M generated by these two elements of degree
4 will have M3 = 〈y3

1 , y
3
2 , y

3
3〉, M2 = 〈y2

1 , y
2
2 , y

2
3〉 , M1 = 〈y1, y2, y3〉, and M0 = 〈1〉.

So, if I = annR(M) and A = k[x1, x2, x3]/I then the h-vector of A is (1, 3, 3, 3, 2).

3) We find it very interesting that there is this strong connection between the
dimensions of spaces of partial derivatives of a collection of forms (of the same
degree) and our study of level algebras. E.g., apart from an appeal to Theorem 2.2
iii), we know of no other way to prove that if F is a form of degree s then the
dimension of the space of its ith partial derivatives and the dimension of its space
of (s− i)th partial derivatives are equal.

The “inverse system” point of view on level algebras has some simple and useful
consequences.
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Proposition 5.4. Let (1, n, h2, . . . , hs) be the h-vector of an Artinian level
algebra with socle degree s. Then

hi ≤ min
{(

n− 1 + i
n− 1

)
, hs

(
n− 1 + s− i

n− 1

)}
.(5.1)

Proof. (See also Lemma 2.7.) Let R = k[x1, . . . , xn] and suppose A = R/I

is an Artinian level algebra with the given h-vector. That hi ≤ dimk Ri =
(
n−1+i
n−1

)
is obvious.

Let F1, . . . , Fhs
∈ Ss be the generators of the inverse system of I. Each of these

forms has at most
(
n−1+s−i

n−1

)
, independent (s − i)th partial derivatives and so hs

forms cannot have their (s− i)th partial derivatives generate a space of dimension
greater than hs

(
n−1+s−i

n−1

)
.

Artin level algebras for which the inequality above is an equality, are what
Iarrobino [43] (see also [20]) calls compressed level algebras. He showed that com-
pressed level algebras always exist (see also [20]). Roughly speaking the result
comes from the fact that a general set of hs forms of degree s in P will generate
an inverse system of an ideal I for which the h-vector of A = P/I satisfies the
equalities of (5.1) for every i ≤ s.

Inverse systems can also be used to produce new level algebras from known level
algebras. Before stating the Proposition we want to recall some beautiful results
from [43].

Let R and S be as above and let L1, . . . , Lt be general linear forms in S1. Fix
a positive integer d and suppose that t <

(
d+n−1

d

)
. Define

Fd = Ld
1 + · · ·+ Ld

t

and let I−1 be the R-submodule of S generated by F .
Then, Iarrobino shows in [43] that the h-vector of the Gorenstein Artinian

algebra R/I is H(d, t, n), where the ith entry of H(d, t, n) is given by:

H(d, t, n)i = min
{
t,

(
i+ n− 1

i

)
,

(
d− i+ n− 1

d− i

)}
.

Actually, Iarrobino shows an even stronger result. Without going into the details
of the proof, he shows that given a subspace U of Sd and the R-submodule of S
generated by U then, with certain natural restrictions on t, there are general linear
forms L1, . . . , Lt so that the R-submodule of S generated by F (as above) is as
disjoint as possible from the R-submodule of S generated by U .

The application to level algebras is

Proposition 5.5 ([43], Theorem 4.8A). Let h = (1, h1, . . . , hs) be the h-vector
of a level algebra A = R/I where R = k[x1, . . . , xn]. Let t <

(
s+n−1

s

)
and define

the sequence h+ H(s, t, n) as follows: the ith entry of this sequence is

(h+ H(s, t, n))i := min
{
hi + H(s, t, n)i,

(
i+ n− 1

i

)}
.

Then h+ H(s, t, n) is also the h-vector of a level algebra.

Remark 5.6. This Proposition is very useful in showing the existence of level
algebras. E.g., we know, (see [64]) that there are Gorenstein Artinian algebras with
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socle degree 6 and embedding dimension ≤ 3 having h-vector:

(1, 2, 2, 2, 2, 2, 1), (1, 2, 3, 3, 3, 2, 1), (1, 2, 3, 4, 3, 2, 1), (1, 3, 3, 3, 3, 3, 1),
(1, 3, 4, 4, 4, 3, 1), (1, 3, 4, 5, 4, 3, 1), (1, 3, 5, 5, 5, 3, 1), (1, 3, 5, 6, 5, 3, 1),
(1, 3, 6, 6, 6, 3, 1), (1, 3, 6, 7, 6, 3, 1), (1, 3, 6, 8, 6, 3, 1), (1, 3, 6, 9, 6, 3, 1),
(1, 3, 6, 10, 6, 3, 1).

Using Proposition 5.5, with t = 1, n = 3 and s = 6, we obtain immediately
that the following are the h-vectors of level algebras of embedding dimension 3 and
having socle degree 6 and type 2:

(1, 3, 3, 3, 3, 3, 2), (1, 3, 4, 4, 4, 3, 2), (1, 3, 4, 5, 4, 3, 2), (1, 3, 4, 4, 4, 4, 2),
(1, 3, 5, 5, 5, 4, 2), (1, 3, 5, 6, 5, 4, 2), (1, 3, 6, 6, 6, 4, 2), (1, 3, 6, 7, 6, 4, 2),
(1, 3, 6, 7, 7, 4, 2), (1, 3, 6, 8, 7, 4, 2), (1, 3, 6, 9, 7, 4, 2), (1, 3, 6, 10, 7, 4, 2).

(Note that two Gorenstein sequences give the same level sequence.)
Of course, one could repeat this procedure to obtain other level sequences (of

type 3, for example) and so on.

One can also use the inverse system approach to show that certain O-sequences
are not level sequences.

Example 5.7. (See Remark 2.12, c).) Any O-sequence of length s + 1 and of
the form h = (1, 3, 6, . . . , 5, 4, 2) is not level.

We will apply Corollary 2.11 to this example. First notice that there are only
two ways to write the reverse of h as the sum of a Gorenstein sequence of length
s+ 1 and an O-sequence by Corollary 2.11. They are:

1 1 1 · · · 1 1 1
0 2 5 · · · 4 3 1 and

1 2 2 · · · 2 2 1
0 1 4 · · · 3 2 1.

But, if there were a level algebra A allowing the first decomposition then it would
contain an ideal I for which I2 
= 0 and Is−2 = 0. This would imply that A had
socle in degree < s−2, which is impossible. Thus, we only need consider the second
decomposition.

So, suppose there is an ideal I ⊂ k[x1, x2, x3] = R for which A = R/I is level
with h-vector h above. Then I = ann(J), J ⊂ k[y1, y2, y3] = S, where J = (F,G)
is an R-submodule of S generated by two forms of degree s in S.

Moreover, we can assume, with no loss of generality, that the inverse system
generated by F gives us the Gorenstein sequence

1 2 2 · · · 2 2 1.(5.2)

The forms of degree s which generate a submodule of S whose Hilbert function is
(5.2) above are precisely the points of the secant variety to the rational normal curve
in P(Ss). A point lies on the secant variety if and only if it lies on a ‘true’ secant
line to the rational normal curve (in which case we can write F = ys1 + ys2 ) or it
does not lie on a secant line but rather only on a tangent line to the rational normal
curve (in which case we can write F = ys−1

1 y2). So, without loss of generality, we
can assume that F = ys1 + ys2 or F = ys−1

1 y2. (For details see either [21] or [46].)
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One easily sees that the inverse system generated by G gives a Gorenstein
quotient of R whose Hilbert function is one of the following:

1 3 4 · · · 4 3 1 or 1 3 5 · · · 5 3 1.

Case 1. Suppose that F = ys1 + ys2 and suppose that G gives the first of the last
two sequences.

Since hs−1 = 4 we have 〈G〉s−1 ∩ 〈F 〉s−1 
= ∅. Let αys−1
1 + βys−1

2 ∈ 〈G〉s−1

where (α, β) 
= (0, 0). This gives that either ys−2
1 or ys−2

2 (or both) are in 〈G〉s−2.
Since 〈F 〉2 = 〈y2

1 , y
2
2〉 and dimk〈G〉2 = 4 and either y2

1 or y2
2 is in 〈G〉2 we get that

dimk(〈F,G〉2) < 2 + 4 = 6 = h2.

This is a contradiction.
So, the only remaining possibility is that the inverse system generated by G

gives an Artinian quotient of R with Hilbert function

1 3 5 · · · 5 3 1.

But since hs−2 = 5, we have that 〈G〉s−2 ⊇ 〈F 〉s−2 and so 〈F,G〉i = 〈G〉i for
all i ≤ s− 2. But, h2 = 6 and dimk〈G〉2 = 5, which is a contradiction.

Case 2. Now assume that F = ys−1
1 y2. As in Case 1, if we assume G gives the

sequence 1 3 4 · · · 4 3 1 we must have 〈F 〉s−1 ∩ 〈G〉s−1 
= ∅. Assume αys−1
1 +

βys−2
1 y2 ∈ 〈G〉s−1 with (α, β) 
= (0, 0). If β = 0 then ys−1

1 ∈ 〈G〉s−1. If β 
= 0 then
ys−2
1 ∈ 〈G〉s−2. In either case we get dimk(〈F,G〉2) < 4 + 2 = 6 = h2, as above.

The argument that G cannot give the sequence 1 3 5 · · · 5 3 1 is the same as
in Case 1 and so is omitted. This completes the argument.

Remark 5.8. A. Iarrobino has informed us that in his new paper [45], there
is a new method introduced which would also eliminate the case (1, 2, 2, . . . , 2, 2, 1)
in Example 5.7 above.

In a similar fashion one can also show that any O-sequence (1, 3, 5, . . . , 7, 4, 2)
or (1, 3, 5, . . . , 4, 3, 2) is not a level sequence.

A more subtle use of inverse systems in showing non-existence occurs in the
following example.

Example 5.9. The h-vector H = (1, 3, 4, 5, 6, 4, 2) is not a level h-vector.
If it were, let I be an Artinian ideal in R = k[x, y, z] so that the Hilbert function

of A = R/I is
1 3 4 5 6 4 2 0 → .

Then we observe, from the Hilbert function, that the forms in I2 have to have a
common factor and that I has no generators in degrees 3 and 4. I.e., we have that
(I≤4) = (x2, xy) or (xy, xz). Since both cases can be treated in the same way, we
will only deal with the first case here.

Let S = k[X,Y, Z] and F, G ∈ S6 be such that 〈F,G〉⊥ = I. Since (I≤4) =
(x2, xy), we may assume that F, G ∈ 〈Y 6, Y 5Z, Y 4Z2, Y 3Z3, Y 2Z4, Y Z5, Z6, XZ5〉.
So, let

F = a1Y
6 + a2Y

5Z + a3Y
4Z2 + a4Y

3Z3 + a5Y
2Z4 + a6Y Z

5 + a7Z
6 + aXZ5,

G = b1Y
6 + b2Y 5Z + b3Y 4Z2 + b4Y 3Z3 + b5Y 2Z4 + b6Y Z5 + b7Z6.

Since H(A, 1) = 3 we cannot have both F and G in k[Y,Z]6 and so we may assume
that a = 1.
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Now consider all the contractions of F and G. They may be viewed as vectors
in k7 as follows:

DX(F ) = Z5

↔ (0, 0, 0, 0, 0, 1, 0),

DY (F ) = a1Y
5 + a2Y

4Z + a3Y
3Z2 + a4Y

2Z3 + a5Y Z
4 + a6Z

5

↔ (a1, a2, a3, a4, a5, a6, 0),

DZ(F ) = a2Y
5 + a3Y

4Z + a4Y
3Z2 + a5Y

2Z3 + a6Y Z
4 + a7Z

5 +XZ4

↔ (a2, a3, a4, a5, a6, a7, 1),

DX(G) = 0
↔ (0, 0, 0, 0, 0, 0, 0),

DY (G) = b1Y
5 + b2Y 4Z + b3Y 3Z2 + b4Y 2Z3 + b5Y Z4 + b6Z5

↔ (b1, b2, b3, b4, b5, b6, 0),

DZ(G) = b2Y
5 + b3Y 4Z + b4Y 3Z2 + b5Y 2Z3 + b6Y Z4 + b7Z5

↔ (b2, b3, b4, b5, b6, b7, 0).

Hence

A =




0 0 0 0 0 1 0
a1 a2 a3 a4 a5 a6 0
a2 a3 a4 a5 a6 a7 1
b1 b2 b3 b4 b5 b6 0
b2 b3 b4 b5 b6 b7 0




has rank 4 since
H(R/I, 5) = 4, and hence

A1 =


a1 a2 a3 a4 a5

b1 b2 b3 b4 b5
b2 b3 b4 b5 b6




has rank 2.
We now consider the double contractions of F and G, where we identify a

polynomial

α1Y
4 + α2Y

3Z + α3Y
2Z2 + α4Y Z

3 + α5Z
4 + βXZ3
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as a vector (α1, α2, α3, α4, α5, β) ∈ k6. Then we have

DZ,X(F ) = Z4

↔ (0, 0, 0, 0, 1, 0),

DY,Y (F ) = a1Y
4 + a2Y

3Z + a3Y
2Z2 + a4Y Z

3 + a5Z
4

↔ (a1, a2, a3, a4, a5, 0),

DZ,Y (F ) = a2Y
4 + a3Y

3Z + a4Y
2Z2 + a5Y Z

3 + a6Z
4

↔ (a2, a3, a4, a5, a6, 0),

DZ,Z(F ) = a3Y
4 + a4Y

3Z + a5Y
2Z2 + a6Y Z

3 + a7Z
4 +XZ3

↔ (a3, a4, a5, a6, a7, 1),

DY,Y (G) = b1Y
4 + b2Y 3Z + b3Y 2Z2 + b4Y Z3 + b5Z4

↔ (b1, b2, b3, b4, b5, 0),

DZ,Y (G) = b2Y
4 + b3Y 3Z + b4Y 2Z2 + b5Y Z3 + b6Z4

↔ (b2, b3, b5, b4, b6, 0),

DZ,Z(G) = b3Y
4 + b4Y 3Z + b5Y 2Z2 + b6Y Z3 + b7Z4

↔ (b3, b4, b5, b6, b7, 0).

Hence we have

B =




0 0 0 0 1 0
a1 a2 a3 a4 a5 0
a2 a3 a4 a5 a6 0
a3 a4 a5 a6 a7 1
b1 b2 b3 b4 b5 0
b2 b3 b4 b5 b6 0
b3 b4 b5 b6 b7 0




has rank 6 since H(R/I, 4) = 6, and so

B1 =



a1 a2 a3 a4

a2 a3 a4 a5

b1 b2 b3 b4
b2 b3 b4 b5
b3 b4 b5 b6




has rank 4. Since the rank of A1 is 2, one of three row vectors of A1 has to be a
linear combination of the other two. Checking the various possibilities for A1, we
find that the matrix B1 can have rank at most 3, a contradiction.

Hence, the O-sequence H = (1, 3, 4, 5, 6, 4, 2) is not level.
Using the same ideas as above, we can show that any O-sequence of the form

h = (1, 3, 4, 5, . . . , 6, 4, 2)

is not level.

5.2. Level Quotients of the Co-ordinate Rings of Points

Notice that Lemma 2.5 gives us a method of finding level quotients of any
Artinian graded algebra. Unfortunately, Lemma 2.5 doesn’t give much information
about the Hilbert function of the level algebra it constructs.
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In spite of that, M. Boij [8] (and later [14]) have explored a construction method
similar to that of Lemma 2.5. We will now report on their construction method
and then show that, in the case they consider, something can be said about the
Hilbert function of the resulting level algebra.

The idea of Boij was to consider graded algebras which are the coordinate rings
of sets of distinct points in Pn and to form level ideals in such rings. We look at
that situation now.

Let X = {P1, . . . , PN} be a collection ofN distinct points in Pn and let IX be the
ideal generated by all the forms which vanish on all the points of X. Then IX = ℘1∩
· · ·∩℘N where ℘i (the ideal of forms vanishing at Pi) is ℘i = (Li1, . . . , Lin) (where
the Lij , j = 1, . . . , n are n linearly independent linear forms). The homogeneous
coordinate ring of X will be denoted AX = P/IX, where P = k[x0, . . . , xn].

Now, the natural map from AX to its integral closure (in the total ring of
fractions of A) is given by taking the natural projection maps:

πi : AX → AX/℘i = P/(Li1, . . . , Lin) � k[Ti]
and putting them all together to get

ϕ = (π1, . . . , πN ), ϕ : AX →
N⊕
i=1

(AX/℘i) =
N⊕
i=1

k[Ti] := S

Notice that ϕ is an injective, graded homomorphism (of degree 0). If we denote by
σ(X) := min{ t | ∆HX(t) = 0 }, then

ϕd : (AX)d → Sd is an isomorphism for all d ≥ σ(X)− 1.

If we choose a set of projective coordinates for each of the points P1, . . . , PN , then,
for each j,

ϕj(G) =
(
G(P1)T

j
1 , . . . , G(PN )T j

N

)
.

Now, with no loss of generality, we can always assume that Pi = [1 : ai1 : · · · : ain],
i.e., that all the Pi are in the affine piece of Pn which is the complement of the
hyperplane x0 = 0. With that observation we see that x0 is not a zero divisor in
AX.

It is easy to find forms Fi of degree σ(X)− 1, i = 1, . . . , N such that Fi(Pj) =
δij . Then F1, . . . , FN are a basis for (AX)σ(X)−1 and so their images are a basis for
Sσ(X)−1. In fact their images are

ϕσ(X)−1(Fi) =
(
0, . . . , 0, T σ(X)−1

i , 0, . . . , 0
)
.

It is also easy to see that {x0
�Fi}Ni=1 are a basis for (AX)σ(X)+�−1.

Now, let H be a subspace of (AX)c, c ≥ σ(X) − 1, of codimension 3. Then H
has a basis of N − 3 vectors, G1, . . . , GN−�. We may consider these vectors as lying
in Sc and write them as column vectors v1, . . . , vN−�, where

v1 =


G1(P1)

...
G1(PN )


 , . . . , vN−� =


GN−�(P1)

...
GN−�(PN )


 .

Let M = [λij ] be an 3×N matrix of rank 3 for which

Mv1 = · · · = MvN−� = 0.
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I.e., M is a matrix whose rows are a basis for the orthogonal complement of the
subspace of Sc given by 〈v1, . . . , vN−�〉.

In spite of the fact that M is not determined by H we will refer to M as a
matrix determined by H. Note that the rowspace of M is determined by H.

It would be very useful to understand the kinds of level algebras that arise from
the level ideals of subspaces H ⊂ (AX)c, where AX is the coordinate ring of a set of
points X in Pn. A particular case to consider occurs when H describes those forms
which vanish on some subset Y of X. It would be very interesting if the geometry
of Y in X could be used to describe the Hilbert function of such quotients of AX.

Fortunately, when c is large with respect to σ(X) there is something we can
say. We first recall a definition.

Definition 5.10 ([38]). An O-sequence (1, h1, . . . , hs), with hs 
= 0, is called
flawless if

i) hi ≤ hs−i for any i, 0 ≤ i ≤ [s/2], and
ii) h1 ≤ · · · ≤ h[s/2].

Flawless O-sequences are not necessarily unimodal; consider (1, 3, 5, 6, 5, 5, 6)
which is flawless but not unimodal.

We now prove a proposition which gives some information about level k-algebras
constructed using level ideals in coordinate rings of set of points in Pn.

Proposition 5.11. Let X be a set of N points in Pn (as above) and choose
c ≥ 2σ(X) − 2. Let H ⊂ (AX)c have codimension 3 and let M = (λij) be an
3 × N matrix determined by H. Suppose that λ1j 
= 0 for j = 1, . . . , N . Let
A = AX/〈H : AX〉 be the level algebra quotient of AX defined by H. Then, the
Hilbert function of A is flawless.

Proof. Consider the codimension one subspace, H ′, of (AX)c which is orthog-
onal to the first row of M . Since H ′ ⊃ H we have that 〈H : AX〉 ⊂ 〈H ′ : AX〉. Set
A′ = AX/〈H ′ : AX〉. Then A′ is Gorenstein with socle degree c. From [[8], Prop.
2.4] we can actually describe the Hilbert function of A′. It is

HA′(d) =

{
HX(d), if 0 ≤ d ≤ [c/2],
HX(c− d), if [c/2] ≤ d ≤ c.

Since c ≥ 2σ(X)− 2 we have [c/2] ≥ σ(X)− 1, i.e., the h-vector of A′ is:(
1,HX(1), . . . ,HX(σ(X)− 2), N, . . . , N,HX(σ(X)− 2), . . . ,HX(1), 1

)
.

Since 〈H : AX〉 ⊂ 〈H ′ : AX〉 we have:

HA′(d) ≤ HA(d) ≤ HX(d) for every d.

Since A′ and AX have the same Hilbert function for d ≤ c− (σ(X)− 1) we get

HA′(d) = HA(d) = HX(d) for all d ≤ c− (σ(X)− 1)(5.3)

and consequently

1 = HA(0) ≤ HA(1) ≤ · · · ≤ HA([c/2])

since this is true for the reduced ring AX. Moreover, for d ≤ [c/2] we have

HA(d) = hA′(d) = HA′(c− d) ≤ HA(c− d).
This finishes the proof.
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Remark 5.12. i) It will be an easy consequence of Proposition 5.15 below that
the ring A constructed in Proposition 5.11 also satisfies the WLP (and hence has
unimodal h-vector).

ii) The set{
(λij) ∈M�,N (k) | the rank of the matrix (λij) is equal to 3 and λ1j 
= 0 for all j

}
is a Zariski open subset of k�N considered as an affine space (where we identify
M�,N (k) with k�N ). Thus, taking into account i), we see that the Hilbert functions
of “most” Artinian level quotients (with fixed socle degree and type) of the coordi-
nate ring of a finite set of points in Pn are flawless and unimodal, if c ≥ 2σ(X)− 2.

We are motivated to ask the following question about the “end” of the h-vector
of a level algebra (with the WLP).

Question 5.13. (1) Is the h-vector of a level algebra flawless?
(2) Is the h-vector of a level algebra of type two flawless?
(3) Is the h-vector of a level algebra with the WLP flawless?
(4) Is the h-vector of a level algebra, with the WLP, of type two flawless?

Remark 5.14. Let h = (1, n, h2, . . . , hs) be the h-vector of a level algebra
A = ⊕s

i=0Ai with the WLP, where s ≥ 2. We will consider the SI-sequence a =
(1, n, a2, . . . , as) (see page 38 for the definition of an SI-sequence), where

ai =
{
hi for i = 0, . . . , [s/2],
hs−i for i = [s/2] + 1, . . . , s.

Assume that h is flawless. Then we have ai ≤ hi for all 0 ≤ i ≤ s. So, we would
say that a = (1, n, a2, . . . , as) is the maximal SI-sequence which is contained in
h = (1, n, h2, . . . , hs). Consider the following natural question: With the same
notation above, let hs = 2; does there exist f ∈ As such that the h-vector of the
Gorenstein algebra A/ < f : A > coincides with the maximal SI-sequence a of h?

We were very surprised to realize that a beautiful example of Iarrobino [45]
provides a counterexample. Indeed, he provides an explicit pair of polynomials F
and G of degree 4 with the following properties. First, the Hilbert function of the
level algebra, A, coming from the corresponding inverse system, is (1, 3, 6, 6, 2) (note
that this is flawless and even compressed!). Second, he shows that no Gorenstein
quotient of A also having socle degree four is compressed Gorenstein. That is,
not Gorenstein quotient has Hilbert function (1, 3, 6, 3, 1). We have verified on
the computer that Iarrobino’s explicit example has the WLP, so it is indeed a
counterexample.

5.3. Constructing Level Algebras with the WLP

There are some very simple ways to construct Artinian algebras with the WLP.

Proposition 5.15. Let X be a finite set of points in Pn and let A be an Ar-
tinian quotient of the coordinate ring of X. Assume that H(A, i) = H(X, i) for all
0 ≤ i ≤ σ(X)− 1. Then A has the WLP. In particular, if h = (1, h1, . . . , hs−1, hs)
is an O-sequence such that hi = H(X, i) for all i ≤ s− 1, where X is a set of hs−1

points, and hs ≤ hs−1, then h is a level sequence consistent with WLP.
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Proof. Note that σ(X) − 1 is the first degree for which H(X, i) = |X|, the
multiplicity of X. Let B = ⊕i≥0Bi be the coordinate ring of X, let g ∈ B1 be a non
zero divisor and let c = σ(X)− 1. Consider the following commutative diagram:

B0
g−→ B1

g−→ · · · g−→ Bc
g−→ Bc+1

g−→ · · ·
↓ ϕ ↓ ϕ ↓ ϕ ↓ ϕ
A0

g−→ A1
g−→ · · · g−→ Ac

g−→ Ac+1
g−→ · · ·

where ϕ is the canonical surjection from B to A.
Noting that H(A, i) = H(X, i) for all 0 ≤ i ≤ σ(X)− 1, it follows that Bi

∼= Ai

for all 0 ≤ i ≤ c = σ(X) − 1. Hence, since Bi
g−→ Bi+1 is injective for all i, we

have that Ai
g−→ Ai+1 is injective for all 0 ≤ i ≤ c − 1 = σ(X) − 2. Also, since

ϕ is surjective in all degrees and Bi
g−→ Bi+1 is an isomorphism for all i ≥ c, we

obtain from the commutativity that Ai
g−→ Ai+1 is surjective in all degrees i ≥ c,

and hence we have WLP for A.
The final assertion comes from the observation that with the stated assump-

tions, s − 1 ≥ σ(X) − 1 so we can take c = s − 1 in the diagram above and take
Ac+1 = As to be any quotient of (R/IX)c+1 of dimension hs, (and Ai = 0 for all
i ≥ c+ 2) and use essentially the same argument.

Proposition 5.16. Let h = (1, h1, h2, . . . , hs−2, hs−1, 1) be a symmetric O-
sequence (i.e., hi = hs−i for all i). Suppose also that

(1, h1 − 1, h2 − h1, . . . , h[s/2] − h[s/2]−1)

is again an O-sequence.
If v is any integer, 0 < v ≤ s, then (1, h1, . . . , hv) is the h-vector of a level set

of points in Ph1 whose general Artinian reduction has the WLP.

Proof. Recall that vectors like h are referred to in the literature as SI-
sequences in honour of Stanley and Iarrobino (see [31]). It was shown in [[55],
Theorem 1.1] that there is always a Gorenstein set of points X in Ph1 whose h-
vector is h as above and whose general Artinian reduction has the WLP. By [[25],
Lemma 2.3, c)] there is a subset Y ⊂ X whose h-vector is (1, h1, . . . , hv). Let
B =

⊕
i≥0Bi and A =

⊕
i≥0Ai be the homogeneous coordinate rings of X and Y

respectively.
Since X and Y have the same Hilbert function up to degree v we have that the

natural surjection B → A is an isomorphism Bi → Ai for all i = 0, 1, . . . , v.
If we pass to the general Artinian reduction of both rings, B and A (by the

“same” linear form) we obtain the diagram

Bi −→ Bi+1( (
Ai −→ Ai+1

where the vertical maps correspond to the previously mentioned isomorphisms (now
for i + 1 ≤ v) and the horizontal maps correspond to multiplication by a general
linear form. Thus, since B is a level algebra with the WLP the same is also true
for A.
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Corollary 5.17. Let H = (1, h1, . . . , hs) be an O-sequence for which (1, h1−
1, . . . , hs − hs−1) is again an O-sequence. Then H is the h-vector of an Artinian
level algebra with the WLP.

Proof. We merely form the symmetric vector

h = (1, h1, . . . , hs−1, hs, hs−1, . . . , h1, 1)

and apply the proposition above.

There is yet another way to construct Artinian level algebras with the WLP
which we have found very useful.

Proposition 5.18. Let A be a level Artinian algebra with the WLP and let
L ∈ A1 be a Lefschetz element of A. Define

t = min{i | HA(i) ≥ HA(i+ 1)} and u = min{i | HA(i) > HA(i+ 1)}.
Let d be an integer, 0 ≤ d ≤ u − t. Then B = A/(0 : Ld) is again a level algebra
with the WLP and the image of L in B is a Lefschetz element of B. Moreover, the
Hilbert function of B is given by:

HB(i) =

{
HA(i), for i = 0, . . . , u− d,
HA(i+ d), for i = u− d+ 1, . . . , s− d.

Thus, the socle degree of B is s− d.

Proof. Note that u− t = 0 is certainly possible (in which case the proposition
gives nothing new) and the number u− t+ 1 counts the number of times that the
h-vector of A (necessarily unimodal) attains its largest value. The h-vector of B
differs from that of A in that d of those largest values have been deleted from the
h-vector of A.

Notice also that the ith graded piece of (0 : Ld) is nothing more than the kernel
of the linear map

Ld : Ai −→ Ad+i.

Since A has the WLP and we’ve chosen d such that 0 ≤ d ≤ u− t, it follows that

Ld : Ai −→ Ad+i is

{
injective for i = 0, 1, . . . , u− d,
surjective for i = u− d+ 1, . . . .

(5.4)

Since Bi � Ai/Ker[Ld : Ai → Ai+d], we get that

B � A0 ⊕A1 ⊕ · · · ⊕Au−d ⊕Au+1 ⊕ · · · ⊕As.(5.5)

Thus, the socle degree of B is s − d and we get the equality stated above on the
Hilbert function of B.

We now show that B is level, i.e., soc(B) = Bs−d. Let a ∈ soc(B)i, i < s− d,
where we can assume that a ∈ Ai and aA1 ⊂ (0 : Ld). Then Ld(aA1) = 0, i.e.,
(aLd)A1 = 0. Hence aLd ∈ soc(A). But, deg(aLd) < (s−d)+d = s and hence, since
A is level, aLd = 0. But then a ∈ (0 : Ld), i.e., a = 0 in B and so soc(B) = Bs−d.

Finally we show that B has the WLP by showing that L : Bi → Bi+1 is either
injective or surjective. But, from the identification (5.5) on B we have that the
multiplication L : B → B can be described as

A0
L→ A1

L→ · · · L→ Au−d
Ld+1

→ Au+1
L→ Au+2

L→ · · · L→ As .
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The only part requiring comment is the map Au−d
Ld+1

→ Au+1. But

Au−d
Ld

→ Au
L→ Au+1

is the composition of two surjective maps and hence is surjective.

We have shown in Proposition 5.18 that the flat part of a level sequence with
the WLP can be shortened. In the following proposition, we will show that the flat
part of special level sequences can be extended limitlessly.

Proposition 5.19. (a) Let X be a finite set of points in Pn and let A be
an Artinian level quotient of the coordinate ring of X with socle degree s.
Assume that H(A, i) = H(X, i) for all 0 ≤ i ≤ σ(X)− 1. Let d be a positive
integer and define

u = min{i | H(A, i) > H(A, i+ 1)}

and

hi =




H(A, i) for i = 0, . . . , u,
H(A, u) for i = u+ 1, . . . , u+ d,
H(A, i− d) for i = u+ d+ 1, . . . , s+ d.

Then (1, h1, . . . , hs+d) is the h-vector of an Artinian level algebra with the
WLP.

(b) Let C ⊂ Pn be an arithmetically Cohen-Macaulay curve and let X ⊂ C be a
level set of points such that H(X, i) = H(C, i) for all 0 ≤ i ≤ σ(C) − 1. Let
(1, h′1, h

′
2, . . . , h

′
s) be the h-vector of X and let

u = min{i | h′i > h′i+1}.

Let d be a positive integer and define

hi =



h′i for i = 0, . . . , u,
h′u for i = u+ 1, . . . , u+ d,
h′i−d for i = u+ d+ 1, . . . , s+ d.

Then (1, h1, h2, . . . , hs+d) is the h-vector of a level set of points on C whose
Artinian reduction has the WLP.

Proof. Our proof for part (b) below could be modified to also prove (a), but
we record here a different proof for (a) to illustrate a different technique.

Let B = ⊕i≥0Bi be the coordinate ring of X, let H ⊂ Bs be a subspace of Bs

such that A = B/〈H : B〉 and let g ∈ B1 be a non zero divisor of degree one.
We first show that

gd〈H : B〉i = 〈gdH : B〉i+d(5.6)

for all i ≥ σ(X) − 1. Let b ∈ 〈H : B〉i. Then, since bBs−i ⊂ H, we have
gdbBs+d−(i+d) = gdbBs−i ⊂ gdH. Hence gdb ∈ 〈gdH : B〉i+d. Conversely, let
b′ ∈ 〈gdH : B〉i+d. Then, since gd is a non zero divisor, we have that the linear
map gd : Bi → Bi+d is bijective for all i ≥ σ(X)−1. Hence, noting that b′ = gdb for
some b ∈ Bi, we see that gdbBs−i = b′Bs+d−(i+d) ⊂ gdH. Again, noting that gd is a
non zero divisor, we have bBs−i ⊂ H, i.e., b ∈ 〈H : B〉i. Therefore, b′ ∈ gd〈H : B〉i.
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From the assumption, H(A, i) = H(X, i) for all 0 ≤ i ≤ σ(X) − 1, it follows
that 〈H : B〉i = (0) for all 0 ≤ i ≤ u, because σ(X)− 1 ≤ u and H(A, i) =| X | for
all σ(X)− 1 ≤ i ≤ u. Hence, from (5.6), we have

〈gdH : B〉j = (0)(5.7)

for all 0 ≤ j ≤ u + d. Furthermore, since gd is a non zero divisor, we see that
dim〈H : B〉i = dim gd〈H : B〉i for all i ≥ 0, Hence, from (5.6), we have

dim〈H : B〉i = dim〈gdH : B〉i+d(5.8)

for all i ≥ σ(X)− 1. Let A′ = B/〈gdH : B〉. Then, noting that H(A, i) = H(X, i)
for all 0 ≤ i ≤ u, it follows from (5.7) that

H(A′, i) =
{

H(A, i) for i = 0, . . . , u,
H(A, u) for i = u+ 1, . . . , u+ d.

That is, H(A′, i) = hi for all 0 ≤ i ≤ u+ d. Furthermore, it follows from (5.8) that
H(A′, i) = H(A, i − d) = hi for all u + d + 1 ≤ i ≤ s + d. From Proposition 5.13,
we have that A′ has the WLP. This finishes the proof of (a).

Now we prove (b). Let F be a sufficiently general form of degree d. Let Y be
the hypersurface section of C cut out by F . We will show that the union, Z, of X

and Y is the desired level set of points. This is in fact a so-called “basic double
G-link” (see [48], Lemma 4.8 and its proof). The relevant facts that we will use
are that the saturated ideal of Z = X ∪ Y is IZ = IC + F · IX, and there is a short
exact sequence

0→ IC(−d)→ IC ⊕ IX(−d)→ IZ → 0,(5.9)

where the first non-trivial map sends A *→ (FA,A) and the second non-trivial map
sends (A,B) *→ A− FB.

Consider minimal free resolutions
G• : 0→ Gn−1 → · · · → G1 → IC → 0

and
F• : 0→ Fn → · · · → F1 → IX → 0.

(5.10)

Note that IC is generated in degree ≤ σ(C). Then the condition that H(X, i) =
H(C, i) for all 0 ≤ i ≤ σ(C)− 1 means that in degrees ≤ σ(C)− 1, the generators of
IC and the generators of IX coincide. Furthermore, in degree σ(C), every minimal
generator of IC is also a minimal generator of IX (but there may be other generators
of IX). But this implies that in addition, every minimal k-th syzygy of IC is also a
minimal k-th syzygy of IX.

Now, placing the minimal free resolutions (5.10) vertically over the short exact
sequence (5.9) in the obvious way, the mapping cone provides a free resolution (not
minimal) for IZ. But the above observations give us the additional fact that every
free module in G•(−d) splits off with the corresponding summands of F•(−d), so
that we in fact have the precise minimal free resolution of IZ, and in particular it
is level.

Now we verify the claim about the Hilbert function. We note the following
facts.

(i) H(Y, i) = H(C, i) − H(C, i − d). In particular, if i ≥ σ(C) − 1 + d then
∆H(Y, i) = 0.

(ii) Because ∆H(C, i) = deg C for all i ≥ σ(C)−1, we have that in fact H(X, i) =
H(C, i) for all i ≤ u, and also σ(C)− 1 ≤ u.
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(iii) Consequently, h′i = ∆H(C, i) for all i ≤ u. Also, h′i = h′u for all σ(C)− 1 ≤
i ≤ u.

Now, from the sequence (5.9) it is easy to see that

H(Z, i) = H(C, i)−H(C, i− d) + H(X, i− d)
= H(Y, i) + H(X, i− d)

For i ≤ u+d, we have H(C, i−d) = H(X, i−d) (from (ii)). Hence H(Z, i) = H(C, i)
for all i ≤ u+ d (using (i)). Now we compute:

• For 0 ≤ i ≤ u,
∆H(Z, i) = ∆H(C, i)

= ∆H(X, i) (from (ii))
= h′i.

• For u+ 1 ≤ i ≤ u+ d,

∆H(Z, i) = ∆H(C, i)
= deg C (since u+ 1 ≥ σ(C))
= ∆H(X, u)
= h′u.

• For u+ d+ 1 ≤ i ≤ s+ d,

∆H(Z, i) = ∆H(Y, i) + ∆H(X, i− d)
= ∆H(X, i− d) (by (ii) and (i))
= h′i−d.

We will see below, in Proposition 6.17, that the Artinian reduction of Z has
the WLP.

The following question asks whether we really need points in the first part of
Proposition 5.19.

Question 5.20. Let h′ = (1, n, h′2, . . . , h
′
s) be the h-vector of a level algebra

with the WLP, and let
u = min{i | h′i > h′i+1}.

Let d be a positive integer and define

hi =



h′i for i = 0, . . . , u,
h′u for i = u+ 1, . . . , u+ d,
h′i−d for i = u+ d+ 1, . . . , s+ d.

Then, is (1, n, h2, . . . , hs) the h-vector of a level algebra with the WLP?

Remark 5.21. Using Proposition 5.19 above, we obtain special examples of
level sequences with a long flat part. As we will see in the appendices, every level
sequence in Table 6.2 of the appendices is produced by the linked-sum method
satisfying the condition “H(A, i) = H(X, i) for all 0 ≤ i ≤ σ(X) − 1.” Hence, for
example , we can get the following level sequences with 208] and 326] in Table 6.2:

1, 3, 6, 7, 8, 8, 8, . . . , 8, 8, 6, 2
1, 3, 6, 10, 10, 10, . . . , 10, 10, 9, 6, 2, etc..

Another simple way to get level algebras with the WLP is the following.
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Proposition 5.22. Suppose that
(
n−1+t

t

)
= nr for some integer r. Then, any

compressed level algebra, A, with h-vector

h =
(

1, n,
(
n− 1 + 2

2

)
, . . . ,

(
n− 1 + t

t

)
= ht, r

)
satisfies the WLP.

Proof. We can write A = R/I, with R = k[x1, . . . , xn], and our assumption
on h implies that Ai = Ri for 0 ≤ i ≤ t. Thus, if L is any linear form in A1,
L : Ai → Ai+1 is injective for 0 ≤ i ≤ t − 1. It will be enough to show that
L : At → At+1 is surjective.

If it were not, then L : A∗
t+1 → A∗

t would have a kernel. Thus, the canonical
surjection (A is level), A1⊗A∗

t+1 → A∗
t would also have a kernel. But, by assumption

(dimk A1)(dimk A
∗
t+1) = dimk A

∗
t . This is the desired contradiction. Thus, every

L ∈ A1 is a Lefschetz element in A.

Remark 5.23. We can use this to show that the compressed algebras with
h-vector (1, 3, 6, 10, 15, 5) and (1, 3, 6, 10, 15, 21, 7) · · · all have the WLP.

One of the strongest results we have for finding level algebras which satisfy the
WLP comes from re-examining a special case of Proposition 5.5. It is the following.

Proposition 5.24. Let (1, h1, h2, . . . , hs) be the h-vector of a level algebra A =
R/I where R = k[x1, . . . , xn]. Let j = max

{
i
∣∣hi =

(
i+n−1

i

)}
. Then,

i) there is an ideal J ⊂ I so that B = R/J is a level algebra with h- vector
(1, h1, . . . , hj , hj+1 + 1, . . . , hs + 1);

ii) moreover, if A satisfies the WLP then J can be chosen so that B also satisfies
the WLP.

Proof. Note that i) is a very special case of Proposition 5.5. We will include
a proof anyway since the notation will be useful for ii), which is new.

Let S = k[y1, . . . , yn] and let I−1 ⊂ S be the inverse system of I. Then

dimk(I−1)j+1 = hj+1 < dimk Sj+1.

Let V = (I−1)j+1 and choose linear forms L1, . . . ,

L(j+n
j+1) in S1 so that Lj+1

1 , . . . , Lj+1

(j+n
j+1)

form a basis for Sj+1 where, with no loss

of generality, we can assume that Lj+1
1 /∈ V and that the coefficient of y1 in L1 is

c1 
= 0.
It follows that Lj+2

1 /∈ (I−1)j+2, for if it were then we would have that

∂

∂y1

(
Lj+2

1

)
= c1(j + 2)Lj+1

1 ∈ V.

But, c1 
= 0 would then imply that Lj+1
1 ∈ V , which is a contradiction.

Continuing in this way we see that Lj+(s−j)
1 /∈ (I−1)s = W . Since A = R/I was

level, we know that I−1 = 〈W 〉. So, if we consider the inverse system 〈W,Ls
1〉 = J−1

we get that J ⊂ I and B = R/J is again level and has the required h-vector.

ii) Let J1 = annR(Ls
1). Then the h-vector of R/J1 is (1, . . . , 1), where the last 1

occurs in degree s. It follows that J1 is actually a complete intersection ideal of
R, generated by n− 1 linearly independent forms of degree 1 and 1 form of degree
s+ 1. These n− 1 linear forms generate the prime ideal ℘ of a point in Pn−1.
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Now J = I ∩J1 but, given our observation about the generators of J1 we have,
in degrees ≤ s, that J = I ∩ ℘. Consider the short exact sequence

0→ R/(I ∩ ℘)→ R/I ⊕R/℘→ R/(I + ℘)→ 0 .(5.11)

It follows from i) and (5.11) that

dimk (R/(I + ℘))t =

{
1, for t ≤ j,
0, for j < t ≤ s,

and hence that, for j < t ≤ s we have a functorial isomorphism

(R/J)t � (R/I)t ⊕ (R/℘)t.(5.12)

Consider the maps

µt : (R/J)t → (R/J)t+1, νt : (R/I)t → (R/I)t+1(5.13)

induced by multiplication by a general linear form, L. We assume that νt has
maximal rank, and we want to show that µt has maximal rank. We will use the
following diagram.

(R/J)t
µt−→ (R/J)t+1(rt (rt+1

(R/I)t
νt−→ (R/I)t+1( (

0 0

(5.14)

We now consider four different possibilities.

Case 1. t+ 1 ≤ j. Then (R/J)t+1 = (R/I)t+1 = Rt+1 and the assertion is trivial.

Case 2. t ≥ s. This case is trivial.

Case 3. j < t < s. In this case all four entries of (5.14) get increased by 1.
Suppose first that νt is injective. If µt is not injective, let F ∈ Kerµt. There

are two possibilities.
• If rt(F ) 
= 0 in (R/I)t then the injectivity of νt gives νt(rt(F )) 
= 0 while
rt+1(µt(F )) = 0, contradicting the commutativity of the diagram.

• If rt(F ) = 0 in (R/I)t then from (5.11) and (5.12) we have that F corre-
sponds to an ordered pair (α, β) with α = 0 in (R/I)t but β 
= 0 in (R/℘)t.
Since clearly multiplication by L is an isomorphism between consecutive
components of R/℘, we get that µt(F ) 
= 0. Contradiction.

Now suppose that νt is surjective.
Let F be a non-zero element of (R/J)t+1. Thanks to (5.12), we can iden-

tify F with an ordered pair (α, β) where α ∈ (R/I)t+1 and β ∈ (R/℘)t+1.
But multiplication by L is surjective on R/I and R/℘ from degree t to degree
t+ 1, so F ∈ Im(µt).

Case 4. t = j. In this case, we have (R/I)t = Rt and (R/J)t = Rt but (R/I)t+1 
=
Rt+1. In particular, rt is an isomorphism. Again most of the argument focuses on
the diagram (5.14).

If νt : (R/I)t → (R/I)t+1 is an injection, suppose that 0 
= F ∈ Ker(µt) ⊂
(R/J)t = Rt. Since rt is an isomorphism, rt(F ) 
= 0 in (R/I)t = Rt. But then the
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injectivity of νt gives νt(rt(F )) 
= 0 while rt+1(µt(F )) = rt+1(0) = 0, contradicting
the commutativity of (5.14). Therefore µt is injective.

Now suppose that νt : (R/I)t → (R/I)t+1 is surjective.

• If νt is an isomorphism then νt ◦ rt is an isomorphism, so also rt+1 ◦µt is an
isomorphism. Hence µt is injective.

• Assume that νt is surjective but not an isomorphism. Let F ∈ (R/J)t+1.
We distinguish between two subcases:

∗ If F ∈ Ker(rt+1), let G be any non-zero element of Kerνt, which exists by
the assumption that νt is not an isomorphism. Since rt is an isomorphism,
we may view G ∈ (R/J)t = Rt. Then the element µt(G) is also in Ker(rt+1).
But Ker(rt+1) = (I/J)t+1 is 1-dimensional.

We now claim that, without loss of generality, we may assume that
µt(G) is non-zero in Ker(rt+1). It is clear that every such G is automatically
in Ker(rt+1), so what we are really claiming is that there exists a G ∈
Ker(νt) ⊂ (R/I)t = Rt = (R/J)t such that µt(G) 
= 0 in (R/J)t+1. Let us
use the information that we have acquired to rewrite (5.14). Recall that L is
a general linear form, and µt and νt are the maps defined by multiplication
by L. Recall also that here t = j.

Rt
µt−→ (R/I)t+1 ⊕ (R/℘)t+1

rt
(+ (rt+1

0 −→ (I : L)t −→ Rt
νt−→ (R/I)t+1 −→ 0

Note that Ker(νt) = (I : L) is independent of the choice of ℘. Without loss
of generality we may choose ℘ so that any given G ∈ (I : L) does not vanish
at the point corresponding to ℘. Similarly we may assume that L is not in
℘. Therefore LG is not zero in R/℘, so G /∈ Ker(µt).

The above argument proves the claim. Therefore, for some λ ∈ K (the
ground field), F − µt(λG) = 0 and F ∈ Im(µt).

∗ Now let F be any element of (R/J)t+1. Let G ∈ (R/I)t be a non-zero
element such that νt(G) = rt+1(F ). Again we may view G as an element of
(R/J)t = Rt. Now F − µt(G) ∈ Ker(rt+1). By the previous subcase, then,
F − µt(G) ∈ Im(µt). But then also F ∈ Im(µt).

Therefore µt is surjective, and Case 4 is complete.
These four cases complete the proof that R/J has the WLP.

5.4. The Linked-Sum Method

Another very useful construction method for Artinian level algebras having
embedding dimension n + 1 requires the construction of level sets of points in
Pn. This is usually referred to as the linked-sum method and is based on the
following observations: if Z = X

⋃
Y is a reduced set of points in Pn (X and Y are

disjoint subsets of Z) then: if Z is a level set of points and R = k[x0, . . . , xn] then
A = R/(IX + IY) is an Artinian level algebra.

Moreover, the Hilbert function of A is given by

H(A, t) = H(R/IX, t) + H(R/IY, t)−H(R/IZ, t) .

(For details and some applications of this construction see [23]).
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Obviously, the usefulness of this construction depends on first being able to find
level sets of points and then to find such which have subsets with a large variety of
Hilbert functions. I.e., these have to be rather special sets of level points.

In [23] we indicated a very specific construction to find level sets of points in
P2. We recall that construction here since we want to show that one can say even
more than was mentioned in [23] about the resulting level algebras. We recall some
definitions.

Definition 5.25 ([33]). We let R = k[x, y, z] denote the coordinate ring of P2.
1) A finite set X of points in P2 is called a basic configuration of type (d, e) if there
exist distinct elements bj , cj in k such that

IX =


 d∏

j=1

(x− bjz),
e∏

j=1

(y − cjz)


 .

We write X := B(d, e) and think of the points of X as being the ‘lattice points’ of
a rectangle with e rows and d columns (note the order).
2) A finite set X of points in P2 is called a pure configuration if there exist finite
basic configurations B(d1, e1), . . . ,B(dm, em) where e1 > · · · > em, which satisfy
the following three conditions.

i) B(di, ei) ∩ B(dj , ej) = ∅ if i 
= j,
ii) X = B(d1, e1)

⋃
· · ·

⋃
B(dm, em),

iii) ϕ(B(di, ei)) ⊃ ϕ(B(di+1, ei+1)) for all 1 ≤ i ≤ m − 1, where ϕ : P2 \ {[1 :
0 : 0]} → P1 is the map defined by sending the point [x : y : z] to the point
[y : z].

In this case, we denote X =
⋃m

i=1 B(di, ei).

Remark 5.26. Since basic configurations are (very special) complete intersec-
tions, their Hilbert functions are trivial to calculate.

In [[33], Lemma 4.4] the Hilbert function of a pure configuration was calculated
in terms of the Hilbert functions of its basic components. More precisely, if

Z =
m⋃
i=1

B(di, ei)

and the numbers v0, v1, . . . , vm are defined by v0 = 0 and vj = d1 + · · ·+ dj , then

H(Z, i) =
m∑
j=1

H(B(dj , ej), i− vj−1) .(5.15)

Moreover, in [[23], Corollary 3.10] we showed

Z as above is a level set of points⇐⇒ ei − ei+1 = di+1, 1 ≤ i ≤ m− 1 .(5.16)

From this remark we see that at least one of the ingredients necessary to use
the “linked-sum” approach has been collected, i.e., we have an easy construction
for lots of sets of points in P2 which are level.

Now, to get level Artinian algebras from these level sets of points (perhaps
which have even more special properties) we need to decide how to split up these
pure configurations.

The following lemma describes what happens when we split the level pure
configuration by, basically, splitting one of the basic configurations into two smaller
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basic configurations and partitioning the pure configuration with a “fence” between
these two pieces of the broken up basic configuration. More precisely.

Lemma 5.27. Let Z =
⋃m

i=1 B(di, ei) be a pure configuration in P2, and con-
sider a partition of Z as follows. Z = Z′ ⋃ Z′′, where

Z′ =
{ ⋃�−1

i=1 B(di, ei)
} ⋃

B(d′�, e�)

and Z′′ = B(d′′� , e�)
⋃ {⋃m

i=�+1 B(di, ei)
}

such that d′�+d
′′
� = d� and B(d′�, e�)

⋃
B(d′′� , e�) = B(d�, e�). (We consider B(d′′� , e�) =

ϕ if d′′� = 0.) Then

H(Z, i) = H(Z′, i) + H(Z′′, i− (d1 + · · ·+ d�−1 + d′�))

for all i ≥ 0.

Proof. First note that since B(d�, e�) is a complete intersection, we can use
the Cayley Bacharach Theorem (see [15]) to say that

∆H(B(d�, e�), i) = ∆H(B(d′�, e�), i) + ∆H(B(d′′� , e�), d� + e� − 2− i).
Since d� + e� − 2− i = d′� + d′′� + e� − 2− i we have

∆H(B(d′′� , e�), d� + e� − 2− i) = ∆H(B(d′′� , e�), d
′
� + d′′� + e� − 2− i).

Now, using the symmetry of the difference function of the Hilbert function of
a complete intersection, we get that

∆H(B(d′′� , e�), d
′
�+d

′′
� +e�−2−i) = ∆H(B(d′′� , e�), d

′′
� +e�−2−(d′�+d

′′
� +e�−2−i))

and this last is nothing more than

∆H(B(d′′� , e�), i− d′�).
Hence we get the identity,

H(B(d�, e�), i) = H(B(d′�, e�), i) + H(B(d′′� , e�), i− d′�).(5.17)

Now, since Z′ and Z′′ are both pure configurations, consider the integers (see
Remark 5.26) v′0, v

′
1, . . . , v

′
� associated to Z′ and v′′0 , v

′′
1 , . . . , v

′′
m−�+1 associated to

Z′′. Notice that v′0 = v0 = 0, v′1 = v1, . . . , v
′
�−1 = v�−1 and v′� = v�−1 + d′�.

Also, v′′0 = 0, v′′1 = d′′� , v
′′
2 = d′′� + d�+1, . . . , v

′′
m−�+1 = d′′� + d�+1 + · · · + dm.

I.e.,
v′′i = d′′� + d�+1 + · · ·+ d�+i−1

which we can rewrite as
v′′i = v�+i−1 − v�−1 − d′�.

From (5.15), we have

H(Z′, i) =
�−1∑
j=1

H(B(di, ei), i− v′j−1) + H(B(d′�, e�), i− v′�−1)

and

H(Z′′, i) = H(B(d′′� , e�), i) +
m−�∑
j=1

H(B(d�+j , e�+j), i− v′′j ).

Now consider

H(Z′′, i− (d1 + · · ·+ d�−1 + d′�)) = H(Z′′, i− (v�−1 + d′�))
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which, in view of what we wrote above, can be rewritten as

H(B(d′′� , e�), i− (v�−1 + d′�)) +
m−�∑
j=1

H(B(d�+j , e�+j), i− (v�−1 + d′�)− v′′j ) .

Taking advantage of our way of rewriting v′′j , this last is

H(B(d′′� , e�), i− v′�) +
m−�∑
j=1

H(B(d�+j , e�+j), i− v�+j−1) .

Putting this together with (5.17) gives us the conclusion of the lemma.

Now recall that a k-configuration in P2 of type T = (r1, r2, . . . , ru), r1 < r2 <
· · · < ru is a collection of r =

∑u
i=1 ri distinct points of P2 situated on distinct

lines L1, . . . ,Lu of P2 in such a way that exactly ri of the points lie on the line Li

and no point chosen on line Li lies on the line Lj for j < i. We have the following
proposition.

Proposition 5.28. Let Z =
⋃m

i=1 B(di, ei) be a pure configuration in P2 satis-
fying ei − ei+1 = di+1 for all i = 1, 2, . . . ,m − 1. Let T = (r1, . . . , ru) be a 2-type
vector such that ru = e1, ru− ru−1 ≥ e2 and u ≤ d1, and let X be a k-configuration
of type T which is contained in B(d1, e1).

Set Y := Z − X, Y′ := B(d1, e1) − X, Y′′ :=
⋃m

i=2 B(di, ei), and
hi = H(R/(IX + IY), i) for all i = 0, 1, . . . . Then we have the following.

1) R/(IX + IY) is an Artinian level graded k-algebra of C-M type m;
2) the socle degrees of the rings R/(IX+IY)) and R/(IX+IY′) are both d1+e1−3;
3) the Hilbert function of R/(IX + IY) is

hi =

{
H(R/(IX + IY′), i), for i = 0, 1, . . . , d1 − 2,
H(R/(IX + IY′), i) + ∆H(Y′′, i− (d1 − 1)), for i = d1 − 1, . . . , d1 + e1 − 3.

Furthermore assume that e1 ≤ d1 − 1. Then
4)

hi =




H(X, i), for i = 0, 1, . . . , d1 − 2,
H(X, d1 + e1 − 3− i) for i = d1 − 1, . . . ,
+∆H(Y′′, i− (d1 − 1)), d1 + e1 − 3,

and
5) R/(IX + IY) has the weak Lefschetz property.

Proof. First we note from [[23], Corollaries 3.10 and 3.15] that R/(IX +IY) is
an Artinian level graded k-algebra of C-M type less than or equal to m and whose
socle degree is equal to d1 + e1 − 3.

From the usual exact sequence

0→ R/IZ → R/IX ⊕R/IY → R/(IX + IY)→ 0,

we have that

H(R/(IX + IY), i) = H(X, i) + H(Y, i)−H(Z, i)

for all i ≥ 0. In the same way, we see that

H(R/(IX + IY′), i) = H(X, i) + H(Y′, i)−H(B(d1, e1), i)
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for all i ≥ 0. Furthermore, it follows from Lemma 5.27 that

H(Z, i) = H(B(d1, e1), i) + H(Y′′, i− d1).
Since Y is a pure configuration and ru − ru−1 ≥ e2, we can use Lemma 5.27 to

partition Y as Y = Y′ ⋃ Y′′. I.e., noting that ru = e1, we have that

H(Y, i) = H(Y′, i) + H(Y′′, i− (d1 − 1)).

Hence, from the four equalities above, we get

hi = H(X, i) +
{
H(Y′, i) + H(Y′′, i− (d1 − 1))

}
−

{
H(B(d1, e1), i) + H(Y′′, i− d1)

}
= H(R/(IX + IY′), i) + ∆H(Y′′, i− (d1 − 1)).

Now, applying [[31], Theorem 2.1 (3)] we get that the socle degree of
R/(IX + IY′) (i.e., s(R/(IX + IY′)) is d1 + e1 − 3, and so s(R/(IX + IY)) =
s(R/(IX + IY′)). Furthermore, since ei − ei+1 = di+1 for all i = 1, 2, . . . ,m − 1, it
follows from [[33], Lemma 4.4 (2)], that σ(Y′′) = d2 + e2 − 1 = e1 − 1. Hence we
see that (d1 − 1) + (σ(Y′′)− 1) = s(R/(IX + IY′)).

This gives the equalities of 3).
In particular, when i = d1 + e1 − 3, we have

H(R/(IX + IY), d1 + e1 − 3) = H(R/(IX + IY′), d1 + e1 − 3) + ∆H(Y′′, e1 − 2)
= 1 + (m− 1)
= m.

Therefore, from the first part of this proof it follows that the C-M type ofR/(IX+IY)
is exactly equal to m. This completes the proof of 1), 2) and 3).

If we note that σ(X) = ru = e1 and σ(B(d1, e1)) = d1 + e1 − 1, then assertion
4) follows from [[31], Theorem 2.1 (4)].

As for 5), notice that σ(X) = e1 and e1 ≤ d1 − 1 and thus σ(X)− 1 ≤ d1 − 2.
Hence, it follows from 4) that H(R/IX + IY, i) = H(X, i) for all i with 0 ≤ i ≤
σ(X)− 1. Thus, by Proposition 5.15, R/IX + IY has the WLP.

Remark 5.29. Let h be a Gorenstein O-sequence with h1 = 3 and σ(h) = s+1.
Then, as was shown by Stanley, the “first half” of the O-sequence is a differentiable
O-sequence. Let T = (r1, r2, . . . , ru) be the 2-type vector of this differentiable
O-sequence associated to h (for more details see the Definition in [[31], page 318].)

Set d1 := s+3−ru and e1 := ru. Let Z =
⋃m

i=1 B(di, ei) be a pure configuration
satisfying ei− ei+1 = di+1 for all i = 1, 2, . . . ,m− 1, and let X be a k-configuration
of type T which is contained in B(d1, e1). (From [[31], Theorem 3.3], we have that
there is always such a k-configuration in B(d1, e1).)

Set Y := Z − X, Y′ := B(d1, e1) − X, and Y′′ :=
⋃m

i=2 B(di, ei). Notice that
from (5.16) above, Y′′ is a level set of points in P2. Let a = (a0, a1, . . . , at) be the
h-vector of Y′′. If ru− ru−1 ≥ e2, then from [[31], Theorem 3.3], [[32], Lemma 3.2]
and Proposition 5.28 above, we have the following.

1) R/(IX + IY′) is an Artinian Gorenstein k-algebra with the weak Lefschetz
property and the h-vector of R/(IX + IY′) is equal to h;

2) R/(IX + IY) is an Artinian level k-algebra with CM type m with the weak
Lefschetz property and whose h-vector is equal to

(h0, h1, . . . , hs−t−1, hs−t + a0, hs−t+1 + a1, . . . , hs + at).
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The level sequences of codimension three obtained by this construction will be
described as a sum of an Artinian Gorenstein-sequence of codimension three and a
level sequence of codimension two.

We illustrate the discussion above with some examples.

Example 5.30. Let h = (1, 3, 5, 6, 5, 3, 1). T = (2, 4) is the 2-type vector
associated to the O-sequence 1 3 5 6 6 → (which is the differentiable O-sequence
associated to h).

Let X be the set of all •’s in the basic configuration B(5, 4) below and Y′ the
set of all ∗’s in that B(5, 4). Then X is a k-configuration of type T = (2, 4) and Y′

is a pure configuration.
• ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗
• • ∗ ∗ ∗
• • ∗ ∗ ∗

Now choose two positive integers d2 and e2 such that d2 + e2 = 4,

(d2, e2) = {(1, 3), (2, 2), (3, 1)},
and take a pure configuration Z := B(5, 4)

⋃
B(d2, e2) such that Y := Y′ ⋃ B(d2, e2)

is also a pure configuration.
To apply the results above we need 4− 2 = 2 ≥ e2 and so we have to eliminate

the choice (d2, e2) = (1, 3). For the other two choices we get, when (d2, e2) = (2, 2).

• ∗ ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗ ∗
• • ∗ ∗ ∗
• • ∗ ∗ ∗

Then the Hilbert functions of X, Y, Z, and R/(IX + IY) (using the notation of
Remark 5.29) are

H(Z,−) : 1 3 6 10 14 18 22 24 →
H(X,−) : 1 3 5 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 14 17 18 18 →

H(R/(IX + IY),−) : 1 3 5 6 6 5 2 0 → .

From Proposition 5.28 4) above, we get that (1, 3, 5, 6, 6, 5, 2) is a level O-sequence
and the h- vector of a level algebra with the WLP.

Let (d2, e2) = (3, 1).

• ∗ ∗ ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗
• • ∗ ∗ ∗
• • ∗ ∗ ∗

Then the Hilbert functions of X, Y, Z, and R/(IX + IY) (again with the notation
of Remark 5.29) are

H(Z,−) : 1 3 6 10 14 18 21 23 →
H(X,−) : 1 3 5 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 14 16 17 17 →

H(R/(IX + IY),−) : 1 3 5 6 6 4 2 0 → .
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From Proposition 5.28, 4) above, we get that (1, 3, 5, 6, 6, 4, 2) is a level O-sequence
and the h-vector of a level algebra with the WLP.

Question 5.31. Suppose that (1, h1, . . . , hs) is a Gorenstein sequence with
h1 = 3. Choose t so that t ≤ max{i | hi < hi+1} and suppose that (1, a1, . . . , at) is
a level sequence with a1 = 2. Suppose further that the sequence

(1, h1, . . . , hs−t−1, hs−t + 1, hs−t+1 + a1, . . . , hs + at)

is unimodal (the sequence is obviously flawless). Is this a level sequence?

Remark 5.32. Unfortunately, the linked sum construction cannot always be
used to construct level Artinian algebras of type > 1 in codimension 3 from level sets
of points in P2 (in sharp contrast to the case of Gorenstein algebras of codimension
3, see [[31], Theorem 3.3]).

An easy way to see this is to consider potential h-vectors describing level Ar-
tinian algebras of socle degree 5 and type 4. For example, let h = (1, 3,−,−, α, 4).
By Inverse Systems we know that α ≤ 12 and, e.g. that there is a compressed level
algebra with h-vector (1, 3, 6, 10, 12, 4). However, that h-vector and indeed any
h-vector of the form (1, 3,−,−,≥ 11, 4) cannot be obtained from the linked-sum
construction.

To see why, suppose we had a level set of points Z ⊂ P2 and a partition
Z = X

⋃
Y which gave the h-vector above by the linked-sum construction. Then,

if we let A = R/(IX + IY), we would have a display

H(Z,−) : 1 − − − b c
H(X,−) : 1 − − − α1 α2

H(Y,−) : 1 − − − β1 β2

H(A,−) : 1 − − − s 4

where 11 ≤ s ≤ 12.
The construction method says that b + s = α1 + β1 and c + 4 = α2 + β2.

Subtracting, we have

(c− b) + (4− s) = (α2 − α1) + (β2 − β1).

But, since X and Y are point sets in P2 we have (α2−α1) ≥ 0 and (β2−β1) ≥ 0.
Since 4− s ≤ −7 we must have c− b ≥ 7. But, since Z has a differentiable Hilbert
function, the maximum value for c− b is 6 = dimk(k[x, y]5).

A very similar discussion, but this time applied to the compressed level h-vector
(1, 3, 6, 10, 15, 20, 12, 6, 2), shows that since dimk(k[x, y]6) = 7 and (12− 20) = −8,
a compressed level algebra with this h-vector cannot be constructed by the linked
sum method.



CHAPTER 6

Constructing Level Sets of Points

Another extremely interesting way to construct Artinian level k-algebras of
codimension n is to construct level sets of points in Pn. This is, by far, the strongest
approach since by constructing level sets of points in Pn we obtain both Artinian
level algebras of codimension n (taking the Artinian reduction of the coordinate
ring of the set of points) and Artinian level algebras of codimension n + 1 (using
the “linked-sum” method).

We have had some success with this approach – enough so that we wonder if
the following question might have a positive answer.

Question 6.1. If h = (1, n, h2, . . . , hs), hs 
= 0, is the h-vector of an Artinian
level quotient of R = k[x1, . . . , xn] then is there a set of points in Pn whose coor-
dinate ring has Artinian reduction with h-vector equal to h?

It is well known that Question 6.1 is true when n = 2. It was also shown
in [28] to be true when n = 3 and hs = 1. We will give an affirmative answer to
Question 6.1 when n = 3 and r ≤ 4 and also when n = 3, s = 5, 6 and the level
algebra is of type 2. Those computations will all be put in the Appendix to this
monograph.

In this monograph we will concentrate on constructing level sets of points in
P3. It will be clear (and we will comment when this is so) that our constructions
can be generalized to make examples in Pn for n > 3. But, since there are still so
many open questions in codimension 3, we will restrict most of our attention there.

To produce level sets of points in P3, we have four main techniques.
1) Find them as the intersection of two suitable arithmetically Cohen-Macaulay

curves with no common component whose union is a complete intersection
and whose scheme-theoretic intersection is a reduced set of points. (This
is the analogue, one dimension higher, of the linked-sum construction men-
tioned above.)

2) Find them by a liaison method, as described below.
3) Find them as a suitable union of smaller sets of points. We have one method,

and we wonder if other similar methods exist.
4) Find them as a subset of a suitable curve in P3. Sometimes this can be used

in conjunction with liaison.

6.1. Method 1: Intersection of Suitable Curves

A variant of this technique was used by the first and third authors to construct
all possible sets of graded Betti numbers for arithmetically Gorenstein sets of points
in P3 (see [28]). It was based on the observation that if Z is a complete intersection
stick figure (i.e. a reduced union of lines where at most two meet in any point) in

52
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P3, and if X and Y are both arithmetically Cohen-Macaulay curves linked by Z,
then IX + IY is the saturated ideal of a reduced set of points which is arithmetically
Gorenstein, and which has computable Hilbert function and graded Betti numbers.

The crux of the problem in the more general case of level sets of points, is to
mimic this construction and find arithmetically Cohen-Macaulay stick figures whose
union, Z is level of type ≥ 2. In the Gorenstein situation, it sufficed to find one, and
then the residual in Z was automatically arithmetically Cohen-Macaulay as well.
In the current case this is no longer true. We will give one partial result which
has proven useful in constructing many of our examples. First we need to recall a
construction.

Lemma 6.2 ([55]). Let V1 ⊂ V2 ⊂ · · · ⊂ Vt ⊂ Pn be arithmetically Cohen-
Macaulay schemes of the same dimension, each generically Gorenstein. Let
H1, . . . ,Ht be hypersurfaces, defined by forms F1, . . . , Ft, such that for each i,
Hi contains no component of Vj for any j ≤ i. Let Wi be the arithmetically
Cohen-Macaulay schemes defined by the corresponding hypersurface sections: IWi

=
IVi

+ (Fi). Then
i) viewed as divisors on Vt, the sum Z of the Wi (which is just the union, if the

hypersurfaces are general enough) is in the same Gorenstein liaison class as
W1.

ii) In particular, Z is arithmetically Cohen-Macaulay.
iii) As ideals we have

IZ = IVt + Ft · IVt−1 + FtFt−1IVt−2 + · · ·+ FtFt−1 · · ·F2IV1 + (FtFt−1 · · ·F1).

iv) Let di = degFi. The Hilbert functions are related by the formula

hZ(x) = hWt
(x) + hWt−1(x− dt) + hWt−2(x− dt − dt−1) + · · ·+

hW1(x− dt − dt−1 − · · · − d2).

Remark 6.3. 1) Notice that any way we partition the Wi’s into two sub-
sets whose union is Z, each of the components is arithmetically Cohen-
Macaulay. This is one of the more useful consequences of this lemma for
us.

2) Parts ii), iii) and iv) of this Lemma have been proved independently by
Ragusa and Zappalà [[62], Lemma 1.5].

Now let L1, . . . , Ld and M1, . . . ,Me be families of linear forms in R =
k[x0, . . . , xn], and assume that the ideal (A,B) in R is a complete intersection,
where A =

∏d
i=1 Li and B =

∏e
k=1Mk.

We use Lemma 6.2 in the following way.

Corollary 6.4. Thinking of the Li and Mk as hyperplanes which are pairwise
linearly independent, the intersection of any Li with Mk is a codimension two linear
variety, Pi,k.

Consider a union Y of such codimension two linear varieties subject to the
condition that if Pi,k ⊂ Y then Pj,� ⊂ Y for all (j, 3) satisfying j ≤ i and 3 ≤ k.

Then Y is arithmetically Cohen-Macaulay.
If n = 3 and if any ideal of the form (Li, Lj ,Mk,Ml) is (x0, x1, x2, x3)-primary,

then any subset of this complete intersection is a stick figure (independent of whether
or not it is arithmetically Cohen-Macaulay).
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•
•
•
•
•

•
•
•
•

•
•
•
•

•
•

•
•

•
•

• •L1

L2

...

Ld

M1 M2 M3 M4 M5 M6 M7 ... Me

Figure 1

Remark 6.5. If, for example, we consider Corollary 6.4 for the case n = 3, then
the •’s in Figure 1 above correspond to lines of P3. One should not think of the
hyperplanes corresponding to the Li and Lj as being, in any way, parallel to each
other. The diagram gives, at best, a rough idea of what is going on geometrically.

We summarize our use of Method 1 with the following result. Note, though,
that it can be extended to higher projective space, and if desired it can be extended
to produce level sets of points with type bigger than two.

Corollary 6.6. Let n = 3 and let {Pi,k} (1 ≤ i ≤ d, 1 ≤ k ≤ e) be the
complete intersection defined by (A,B) as above. Inside of {Pi,k}, let W be a
complete intersection of type (a, a) (0 < a < d, 0 < a < e). Let Z be the residual to
W in the larger complete intersection {Pi,k}. Then the Artinian reduction of Z is
level of type 2 with socle degree d+ e− a− 2. Furthermore, Z is a stick figure.

Suppose that Z = X
⋃

Y, where X and Y are unions of lines satisfying the
“nested” condition of Corollary 6.4. Then IX +IY is the saturated ideal of a reduced
union of points that is level of socle degree d+ e− a− 3.

Remark 6.7. We can get examples with socle of dimension > 2 if we remove
more than one complete intersection from the original complete intersection. I.e.,
if the set Z in Corollary 6.6 looks like a pure configuration as described by (5.16)
above.

Example 6.8. Let n = 3 and consider a complete intersection (5, 5) given by
linear forms (see the diagram in Corollary 6.4) L1, . . . , L5, M1, . . . ,M5 .

We wish to apply Corollary 6.6, so let W be a complete intersection (1, 1) and
Z the residual to W. Write Z = X

⋃
Y, where X consists of lines represented by •’s

and Y the lines represented by ∗’s in Figure 2.

Z =




• • • •
• ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




Figure 2

Notice that if we label the rows {1, 2, 3, 4, 5} (from top to bottom) and the
columns by {1, 2, 3, 4, 5} (from left to right) we see that the X’s satisfy the nested
condition of Corollary 6.4 and so the lines they represent have ACM coordinate
ring.

If, however, we label the rows {1, 2, 3, 4, 5} (this time from bottom to top) and
the columns {5, 4, 3, 2, 1} (from left to right) we see that the Y’s satisfy the nested
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condition of Corollary 6.4 and so they also represent lines whose homogeneous
coordinate ring is ACM.

If we choose the lines generally enough the entire complete intersection will be
a stick figure and hence the same will be true for X and Y. That is enough to
guarantee that IX + IY is the saturated ideal of a reduced level set of points in P3

of type 2 and whose Artinian reduction has socle degree 5 + 5− 1− 3 = 6.
Calculating the Hilbert functions needed we get

∆H(R/IZ,−) : 1 3 6 10 15 19 22 24 →
∆H(R/IX,−) : 1 3 4 5 5 5 5 5 →
∆H(R/IY,−) : 1 3 6 10 14 17 19 19 →

∆H(R/IX + IY,−) : 1 3 4 5 4 3 2 0 → .

So, the h-vector (1, 3, 4, 5, 4, 3, 2) is a level sequence which comes from a level set
of points in P3.

We will gather many other examples using this construction in the Appendix.
Notice also that the constructions used in Example 5.30 are both adaptable to

Method 1.

6.2. Method 2: Liaison Tricks

Liaison has proven to be a powerful method of constructing interesting objects
in projective space, and here we find a new example of its utility. We refer to [53]
or [56] for the background needed for this discussion.

Definition 6.9. A subscheme V of Pn is said to be licci if it is in the (complete
intersection) liaison class of a complete intersection. V is said to be glicci if it is in
the Gorenstein liaison class of a complete intersection.

The mapping cone construction (see the above references) is a very useful way
of obtaining a free resolution of a linked variety (in the case where the varieties
are arithmetically Cohen-Macaulay), given a free resolution of the original vari-
ety. Although it usually does not give a minimal free resolution, often additional
information can be used to split off redundant terms and obtain a minimal free
resolution.

We illustrate this with an example.

Example 6.10. Suppose we want to construct a level set of points, Z, in P3

with h-vector (1, 3, 6, 10, 12, 6, 2).
This is the h-vector of a compressed Artinian level algebra (see the comments

after Proposition 5.4), i.e., in the parameter space of all Artinian level algebras of
type 2 with socle degree 6, a Zariski open subset has this Hilbert function. We are,
however, looking for points with this h-vector.

To produce a set of points in P3 with this h-vector we start with a set of 12
general points, Z1, in P3. This has h-vector (1, 3, 6, 2) and, if R = k[x0, . . . , x3],
minimal free resolution

0→ R(−6)2 → R(−4)9 → R(−3)8 → IZ1 → 0.(6.1)
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Choose a general regular sequence J1 of type (3,3,4) in IZ1 . J1 has a minimal
free resolution

0→ R(−10)→


R(−6)

⊕
R(−7)2


→


R(−3)2

⊕
R(−4)


→ J1 → 0.(6.2)

Let Z2 be the residual to Z1 in the complete intersection X1 defined by J1. What
can we say about Z2?

1) By the Cayley-Bacharach Theorem (see [15]) the h-vector of Z2 is (1, 3, 6, 8, 6).

2) There is a short exact sequence

0→ J1
α−→ IZ1 → KZ2(−6)→ 0(6.3)

where KZ2 is the canonical module of Z2 (cf. [[56], Lemma 5.10 and Example
5.7,(iii)]).

3) Using the short exact sequence (6.3) and the resolutions (6.1) and (6.2), we can
compute the minimal free resolution of IZ2 as follows. Consider the commutative
diagram

0
↑

KZ2(−6)
↑

0 → R(−6)2 → R(−4)9 → R(−3)8 → IZ1 → 0

↑ α3 ↑ α2 ↑ α1 ↑ α

0 → R(−10) →


R(−6)

⊕
R(−7)2


 →


R(−3)2

⊕
R(−4)


 → J1 → 0

↑
0

where the maps αi are lifted from α.
Note that the two cubic generators of J1 are also minimal generators of IZ1 .

This means that the restriction of the map α1 to two copies of R(−3) is an isomor-
phism; we will use this fact shortly to split off some terms.

The mapping cone of the above diagram gives a free resolution (not minimal)
for KZ2(−6):

0→ R(−10)→


R(−6)3

⊕
R(−7)2


→


R(−3)2

⊕
R(−4)10


→ R(−3)8 → KZ2(−6)→ 0.

The observation above about α1 means that two copies of R(−3) split off, giving a
(what has to be) minimal free resolution

0→ R(−10)→


R(−6)3

⊕
R(−7)2


→ R(−4)10 → R(−3)6 → KZ2(−6)→ 0.
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Dualizing this resolution and twisting by −10 gives a minimal free resolution for
R/IZ2 , so we get the minimal free resolution

0→ R(−7)6 → R(−6)10 →


R(−3)2

⊕
R(−4)3


→ IZ2 → 0.

Now we choose a general regular sequence J2 of type (4, 4, 4) in IZ2 . In the
same way as above, we obtain a residual set of points, Z, with the desired h-vector,
(1, 3, 6, 10, 12, 6, 2), and free resolution given by the mapping cone obtained from
the diagram

0 → R(−7)6 → R(−6)10 →


R(−3)2

⊕
R(−4)3


 → IZ2 → 0

↑ ↑ ↑ ↑
0 → R(−12) → R(−8)3 → R(−4)3 → J2 → 0

and after splitting the three generators of degree 4, the mapping cone gives that
the residual, Z, has minimal free resolution

0 → R(−9)2 → R(−6)10 →


R(−4)3

⊕
R(−5)6


 → IZ → 0

as desired.
The difficult part of using liaison as a method of construction is to determine

in advance what object to start with (above we used 12 general points in P3) and
what sequence of links to use in order to obtain the desired result. Usually one
proceeds in reverse! One starts with the (hypothetical) desired object and tries to
find a sequence of links that, if it really exists, will result in a known object (above
it is a set of 12 points). Then one makes the actual computation, starting with the
known object and working backwards as above, and one verifies that at the end one
obtains the desired level algebra.

As described above, this is a somewhat “educated hit and miss” procedure. In
our case of socle degree 6, though, we have an incredibly powerful tool at our dis-
posal. Using the methods described earlier in this monograph, we had constructed
all possible level Artinian Hilbert functions of socle degree 6 explicitly as sums of
ideals of points in P2. Having these explicit constructions already, it is a very simple
matter to study them on the computer and look for “small” links. Applying this
idea enabled us to find examples of Hilbert functions of level point sets in P3 that
we were unable to find with any other method. It also resulted in some interesting
observations, noted below. First, though, we illustrate the idea.

Example 6.11. The compressed Hilbert function obtained in Example 6.10 is
obtained using the linked-sum method with points in P2, in the following way (in
this diagram, X corresponds to the points • and Y corresponds to the points ∗).

Z =




∗ • ∗
∗ ∗ ∗
∗ ∗ •
• ∗ ∗ • ∗ ∗
• • ∗ • • •
• • • ∗ • ∗



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Notice that this configuration does not lend itself to the use of Method 1 since the
two subsets X and Y do not satisfy the “nested” property.

The Hilbert functions of the various sets of points in the diagram are given by

∆H(R/IZ,−) : 1 3 6 10 15 21 25 27 →
∆H(R/IX,−) : 1 3 6 10 13 13 13 13 →
∆H(R/IY,−) : 1 3 6 10 14 14 14 14 →

∆H(R/(IX + IY),−) : 1 3 6 10 12 6 2 0 → .

The Artinian ideal IX + IY can be studied on the computer (we did it with
Macaulay [2]), and if we choose at each step the smallest complete intersection
possible, we obtain that the following sequence of links takes us from this algebra
to one with h-vector (1, 3, 6, 2):

(4, 4, 5), (4, 4, 4), (3, 4, 4), (3, 3, 4).

Now, noting that this last ideal has the Hilbert function and graded Betti numbers
of the Artinian reduction of a set of 12 general points, and noting that complete
intersection links of a hyperplane section (or Artinian reduction) lift (the proof of
[[53], Proposition 5.2.25] works also in the Artinian case), we get a level set of
points in P3 by starting with 12 general points and applying the above links in
reverse order.

Note that in Example 6.10 we were able to achieve our result with two links
rather than four.

Remark 6.12. 1) Watanabe [70] has shown that every height three Gorenstein
ideal is licci. Since Gorenstein ideals are level of type 1, it is natural to wonder
if all level algebras might be licci. Example 6.10 shows that this is not the case,
even for type 2. Indeed, the level algebra that we constructed is linked to a set
of 12 points in P3 with generic Hilbert function and minimal free resolution. The
defining ideal of these points has 8 minimal generators, all of degree 3. But Huneke
[42] has shown that if an ideal I, with height g and ν(I) generators all of degree d,
is licci then (

ν(I) + 1
2

)
≤

(
2d+ g − 1
g − 1

)
.

Since this inequality is violated with this example, we get that our set of points
with compressed Hilbert function is not licci.

On the other hand, Hartshorne [36] has shown that for any n, a general set of
n points on a smooth cubic surface in P3 is glicci. Thus, the points in Example 6.10
are at least glicci.

2) Let V be a subscheme of Pn. In order to find the “smallest” subscheme in the
liaison class of V (or to a complete intersection in case V is licci), a very natural
procedure to try is the one given above, namely at each step choose the small-
est complete intersection containing the subscheme. It is known in codimension
two that this works, and is the most efficient method, for arithmetically Cohen-
Macaulay subschemes.

We were quite surprised to see, as a result of our calculations, that this method
is sometimes not the best, and indeed sometimes does not work, in higher codimen-
sion.
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The first illustration is given above, where the set of points with compressed
Hilbert function can be linked to 12 general points in two steps, but the “minimal
link” procedure requires four steps.

But a more interesting example is the following. The h-vector (1, 3, 6, 8, 7, 6, 2)
can be constructed using the linked sum method for points in P2 as follows: in
the diagram below take X as the points represented by •’s and Y as the points
represented by ∗’s and let J = IX + IY. From (5.16) above, the set Z is a level set
of points in P2 with socle degree 7 and type 2.

Z =




• ∗ ∗ ∗
• • • •
∗ ∗ ∗ • ∗ ∗
∗ ∗ ∗ ∗ ∗ •
∗ ∗ ∗ • ∗ ∗



.

The Hilbert functions of the various sets of points involved are tabulated below:

∆H(R/IZ,−) : 1 3 6 10 15 20 24 26 →
∆H(R/IX,−) : 1 3 6 8 8 8 8 8 →
∆H(R/IY,−) : 1 3 6 10 14 18 18 18 →

∆H(R/IX + IY.−) : 1 3 6 8 7 6 2 0 → .

One can check, by explicitly forming the ideal J = IX + IY, that the least degrees
giving a regular sequence in it are (3, 4, 6), and choosing such a complete intersection
links J to some residual J ′. But the smallest link for J ′ is again of type (3, 4, 6), so
we link back to an ideal with the same Hilbert function and graded Betti numbers
as J . On the other hand, if one starts instead with the link (4, 4, 6) (which is not
the smallest possible), the sequence of links

(4, 4, 6), (4, 4, 5), (2, 2, 5), (1, 2, 2)

result in an ideal with h-vector (1). This can be lifted to a point in P3, and then
this sequence of links can be used backwards, to produce a level set of points V

with the desired h-vector, which is thus obviously licci but can not be linked to a
complete intersection via minimal links.

3) The method above consisted of explicitly constructing an Artinian level algebra
in k[x1, x2, x3], following the complete intersections that link it to a simple Artinian
algebra, lifting this to a set of points Z1, and then reversing the sequence of numer-
ical links to obtain our desired set of points Z with the right Hilbert function and
resolution. Note that since links lift, if the “simple Artinian algebra” is actually the
Artinian reduction of Z1 (as opposed to simply having the same numerical data),
then working backwards we can construct a set of points whose Artinian reduction
is actually the original algebra, rather than simply having the right Hilbert function
and graded Betti numbers. This is a much stronger conclusion!

6.3. Method 3: Union of suitable sets of points

Another natural way to try to produce sets of points in P3 is as a union of
smaller sets. This is done, for instance, to produce the pure configurations in P2

that are used to make sums of ideals of points and construct our height 3 level
algebras. We believe that there should be many such constructions, but here we
give just one (and a corollary).
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Lemma 6.13. Let Z1 ⊂ P3 be arithmetically Gorenstein with socle degree s.
Let C ⊂ P3 be a complete intersection curve containing Z1 (as schemes), with
IC = (F1, F2) and degF1 = d, degF2 = e. Let F be a general polynomial of degree
f . Assume that d+ e = s+ 3. Then the ideal

IZ = F · IZ1 + IC

is the saturated ideal of a scheme Z which is level of type two and has socle degree
s+ f .

Proof. This is a basic double link. See [27] or [48] for a more general version
that can be used in higher codimension. This gives that the ideal is saturated. We
have, from [[48], Lemma 4.8 (in the proof)], that there is an exact sequence

0→ IC(−f)→ IZ1(−f)⊕ IC → IZ → 0.

Suppose that we have a minimal free resolution

0→ R(−s− 3)→ F2 → F1 → IZ1 → 0

for IZ1 . Then we have

0
↓

0 R(−s− 3− f)⊕ 0
↓ ↓

R(−d− e− f) F2(−f)⊕R(−d− e)
↓ ↓

R(−d− f)⊕R(−e− f) F1(−f)⊕R(−d)⊕R(−e)
↓ ↓

0 → IC(−f) → IZ(−f)⊕ IC → IZ → 0
↓ ↓
0 0

A mapping cone gives a free resolution for IZ, and the assumption that d+e = s+3
gives the desired end of the resolution and in particular that Z is level. Some terms
may split off (for instance if the generators of IC are minimal generators of IZ1), but
neither summand from the end of the resolution can split off, for numerical reasons
(using the fact that IZ1 is Gorenstein). Hence we have type two.

We can get a union of two complete intersections to be level of type two as
follows.

Corollary 6.14. Let Z1 ⊂ P3 be a complete intersection of type (a, b, c) and
let C ⊂ P3 be a complete intersection curve of type (d, e) containing Z1. (Note that
Z1 need not be a hypersurface section of C.) Let Z2 be a degree f hypersurface
section of C. Assume that Z1 and Z2 have no common component.

If a + b + c = d + e then Z := Z1

⋃
Z2 is level of type two and socle degree

a+ b+ c+ f − 3 = d+ e+ f − 3.

Remark 6.15. Corollary 6.14 can easily be extended to higher socle type. Sup-
pose that Z1 is level of arbitrary type (rather than being of type 1 as in the Corol-
lary). Then the mapping cone in the proof of Lemma 6.13 adds one free summand
to the last free module of the minimal free resolution of Z1, and by suitable choice
of C we can guarantee that the resulting set Z is again level.
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Notice that in order to repeat the procedure indefinitely, the curve C has to
get progressively bigger. However, if we fix the desired socle type, we can also view
the procedure in reverse. From this point of view, we can give a codimension three
version of the “pure configuration” construction that is at the heart of the proce-
dure that gives most of the Artinian level algebras constructed in this monograph.
Furthermore, this approach gives an alternative way to view (and prove) the results
even in the codimension two case. We first consider the latter case from this point
of view. Note that in order to be consistent with the notation of the earlier parts
of this monograph, we must also reverse the roles of Z1 and Z2 in Corollary 6.14.

The pure configuration begins with a complete intersection Z1 in P2, namely a
box of size a× b (let us think of a as giving the number of columns, i.e. the width
of the box, and b as giving the number of rows, i.e. the height of the box). Then
we add a second complete intersection Z2 to it, namely a box of size c× d subject
to the conditions that b > d (i.e. the new box is “shorter” than the first one) and
c + d = b. Note that the value of a is not part of the hypotheses. The union of
these two boxes is level of type 2 and socle degree a+ b− 2. (Note that a+ b is the
sum of the dimensions of the first box.) This procedure can be repeated to produce
level algebras of higher socle type, which is the number of boxes.

In fact, Z1 is obtained as a hypersurface section of a curve containing Z2: one
can think of the b horizontal lines on which Z1 lies as being the curve and the a
vertical lines as giving the hypersurface section. The condition that b > d is just
so that the curve of horizontal lines contains Z2.

Corollary 6.14 gives a codimension three version of this construction. We start
with a box Z1, (now three dimensional) of size a × b × c. We then add a box of
size d× e× f , Z2. The constraints are that the complete intersection curve of type
(a, b) should contain Z2, which can be translated to a set of inequalities, and that
d+ e+ f = a+ b. Note that the value of c is not part of the hypotheses.

Again, this can be extended to higher socle type.

6.4. Method 4: General Sets of Points on Suitable curves

Sometimes we can find level sets of points by choosing appropriate (sometimes
general) points on a suitable curve, or simply with an appropriate configuration
(e.g. chosen generically in P3). To prove that this set of points has the desired
property, it can be useful to apply some of the above techniques. We illustrate with
an example, but see also Chapter 7.

Example 6.16. Consider the h-vector (1, 3, 5, 5, 5, 5, 2). Through degree 5 this
agrees with the first difference of the Hilbert function of an arithmetically Cohen-
Macaulay curve C of degree 5 and genus 2 in P3. This strongly suggests that a
general choice, Z, of 26 points on C will have the desired properties. This is not
hard to verify on the computer, but it can be checked directly.

Z can clearly be linked to something using a complete intersection of type
(2, 3, 6), but to what? The first two generators link C to a line, and the whole
complete intersection then links Z to a set Z1 with h-vector (1, 3, 3, 1, 1, 1) consisting
of 6 points on that line plus four other points. This set can then clearly be linked in a
complete intersection of type (2, 2, 6) to get a residual with h-vector (1, 3, 3, 3, 3, 1).
This is the h-vector of a set of 14 points on a twisted cubic curve, and such a set
of points is arithmetically Gorenstein.
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So we are led to the following. Let C′ be a twisted cubic curve in P3 containing
a point P . Let Z1 be an element of the linear system 5H − P on C′. It is not
hard to check that Z1 is arithmetically Gorenstein with h-vector (1, 3, 3, 3, 3, 1) and
minimal free resolution

0→ R(−8)→
R(−3)2

⊕
R(−6)3

→
R(−2)3

⊕
R(−5)2

→ IZ1 → 0.

Then applying, successively, links of type (2, 2, 6) and (2, 3, 6) and using the
mapping cone construction (with the corresponding splitting off of generators), we
verify the desired Hilbert function, and minimal free resolution is

0→ R(−9)2 →

R(−4)2

⊕
R(−7)4

⊕
R(−8)

→

R(−2)
⊕

R(−3)2

⊕
R(−6)3

→ IZ → 0.

In cases where we have level point sets on curves it is sometimes possible to
verify the WLP for an Artinian reduction of their homogeneous coordinate ring.
For example, we have the following proposition.

Proposition 6.17. Let C ⊂ Pn be a reduced arithmetically Cohen Macaulay
curve. Let X ⊂ C be a set of points. Let R = k[x0, . . . , xn], T = k[x1, . . . , xn]
(where we can assume, with no loss of generality, that no points of X nor any
component of C lies in the hyperplane defined by x0 – so x0 is not a zero-divisor
on either R/IX or R/IC). Let J = (IX + (x0))/(x0) ⊂ T be the ideal defining the
Artinian reduction of R/IX. Let d be the last degree for which (IX)d = (IC)d and
assume that deg C = ∆H(C, d).

Then T/J has the WLP.

Proof. Since X ⊂ C we have a surjection R/IC → R/IX. Furthermore, if we
let I = (IC + (x0))/(x0), we also have a surjection

η : T/I −→ T/J.

Note that T/I is a Cohen-Macaulay ring which is the homogeneous coordinate
ring of the points of the hyperplane section of C given by x0. Since T/J agrees with
T/I in all degrees ≤ d, it follows that for a general linear form L, the induced map
×L : (T/J)i → (T/J)i+1 is an injection, for all i < d. We also know, from the fact
that ∆H(C, d) = deg C, that (T/I)i

×L−→ (T/I)i+1 is an isomorphism for all i ≥ d.
We have to show that for a general linear form in T the multiplication map,

(T/J)i → (T/J)i+1

is a surjection, for all i ≥ d. For any linear form, L, in T1 we have a commutative
diagram:

(T/I)i
×L−→ (T/I)i+1

ηi
( (ηi+1

(T/J)i
×L−→ (T/J)i+1.

Assume that L is sufficiently general. As we noted above, the top row is an iso-
morphism, and the vertical maps are surjective. It follows that the bottom row is
a surjection, as claimed.
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Example 6.18. Let h = (1, 3, 6, 9, 11, 4). It is possible to show (we did this on
a computer) that this is the h-vector of a level set, X, of 34 points on a smooth
arithmetically Cohen-Macaulay curve, C, of degree 11 and genus 15 that is linked
to a line.

The curve C has Hilbert function

HC : 1 4 10 19 30 41 +11−→
and the set of points X has Hilbert function

HX : 1 4 10 19 30 34 −→ .

Now, since IX = IC for degrees ≤ 4 and C is ACM, multiplication by a general
linear form on the Artinian reduction of the homogeneous coordinate ring of X

(call it B) is an injection up to degree 4. By Proposition 6.17 we have that the
multiplication map of a general linear form, from B4 to B5 is surjective. Thus, B
is a level Artinian algebra with the WLP.



CHAPTER 7

Expected Behavior

In this chapter we discuss two situations of “expected” behavior of an ideal,
and the connections to level algebras.

First recall that Hochster and Laksov [40] proved that in a polynomial ring
R = k[x1, . . . , xn], a general set of polynomials F1, . . . , Fr of the same degree, d,
will span the maximum dimension possible in degree d+ 1. That is, the dimension
of the image of the multiplication map

〈F1, . . . , Fr〉 ⊗R1 → Rd+1

is min{n · r,dimRd+1} (the map is either injective or surjective).
Now let Z be a non-degenerate set of points in Pn−1 and let d be the degree

in which the Hilbert function of Z achieves the multiplicity of Z (or any degree
past this point), so H(Z, d) = H(Z, d + 1) = |Z|. Let r be an integer such that
r < |Z|. A general set of r polynomials F1, . . . , Fr of degree d will all be non-zero,
and in fact will be linearly independent, in (R/IZ)d. It is natural to ask under what
circumstances the type of behavior described by Hochster and Laksov continues to
hold in R/IZ. That is, when is it true that the image of the map

〈F1, . . . , Fr〉 ⊗ (R/IZ)1 → (R/IZ)d+1

has the “expected” dimension min{r ·n,dim(R/IZ)d+1}. Notice that we are forming
the Artinian algebra R/(IZ + (F1, . . . , Fr)) and asking for its Hilbert function.

Liaison provides an interesting connection between this question and the ques-
tion of the existence of level algebras with certain Hilbert functions. Indeed, it often
turns out that “expected” ideal generation behavior is linked (in both senses of
the word!!) to “expected” canonical module generation, which in turn often means
level algebras.

The connection between these questions is reflected in the proof of the follow-
ing result. The statement focuses on the existence of level algebras, and gives a
surprising geometric condition for this existence. For convenience we assume that
we have only three variables.

Proposition 7.1. Consider the sequence h = (1, 3, . . . , hs−1, hs), with hs ≤
hs−1, and 3 · hs ≥ hs−1. Assume that

(1, 3, . . . , hs−1, hs−1, . . . )

is the Hilbert function of a non-degenerate set of hs−1 points, Z, in P2.
Let V = 〈F1, . . . , Fhs〉 be the vector space spanned by a general set of hs forms

of degree s. Assume that Z imposes independent conditions on the linear system
|R1 · V | of hypersurfaces in projective space. Then

(a) R/(IZ + (F1, . . . , Fhs
)) has the expected Hilbert function

(1, 3, . . . , hs−1, (hs−1 − hs), 0).

64
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(b) h is a level sequence.
(c) There exists an example of an Artinian level algebra with Hilbert function

h, with WLP, that is a quotient of R/IZ.
Conversely, if Z does not impose independent conditions on |R1 · V | then

R/(IZ + (F1, . . . , Fhs)) does not have the expected Hilbert function. Furthermore,
no Artinian quotient of R/IZ is level with Hilbert function h.

Proof. We will consider ideals of the form J = IZ + (F1, . . . , Fk) for some
suitable polynomials F1, . . . , Fk of degree s. (We are not claiming that all level
algebras with Hilbert function h come from ideals of this form.) We first check
that if J is of this form then R/J has the WLP (whether or not it is level or has
Hilbert function h). The argument is almost identical to that in Proposition 6.17.
Indeed, let L be a general linear form. R/J agrees with R/IZ in degrees ≤ s − 1,
so ×L : (R/J)i → (R/J)i+1 is clearly injective for i ≤ s − 2. When i ≥ s − 1 we
have a commutative diagram

(R/IZ)i
×L−→ (R/IZ)i+1

↓ ↓
(R/J)i

×L−→ (R/J)i+1

↓ ↓
0 0

By our hypotheses, the top horizontal map is an isomorphism, so ×L : (R/J)i →
(R/J)i+1 is surjective, as desired.

Suppose now that Z imposes independent conditions on |R1 · V |, where V =
〈F1, . . . , Fhs

〉 is the vector space spanned by a sufficiently general set of hs polyno-
mials of degree s. Thanks to the assumption that 3 ·hs ≥ hs−1, and the theorem of
Hochster and Laksov [40], we have that the component Rs+1 in degree s+ 1 of the
ideal (F1, . . . , Fhs) has dimension ≥ hs−1. That is, dimk(R1 · V ) ≥ hs−1 = |Z| =
codimRs+1((IZ)s+1) (where |Z| is the number of points of Z). So it is numerically
possible for the points of Z to impose independent conditions on |R1 · V |.

We now claim that our assumption that Z does impose independent conditions
implies that the component of R/J = R/[IZ +(F1, . . . , Fhs

)] = R/[IZ +V ] in degree
s+1 has dimension 0. (Note that (IZ +V )s+1 = (R1 ·V )+(IZ)s+1.) This is because
independent conditions means that dim[(R1 · V )∩ (IZ)s+1] = dim(R1 · V )s+1 − |Z|,
so

dim(IZ + V )s+1 = dim(R1 · V ) + dim(IZ)s+1 − dim((R1 · V ) ∩ IZ)s+1

= dim(R1 · V ) + (dimRs+1 − |Z|)− (dim(R1 · V )− |Z|)
= dimRs+1

So under our assumptions, we have that the Hilbert function of R/J is

(1, 3, h2, . . . , hs−1, (hs−1 − hs), 0)(7.1)

proving (a). (What is at issue is the 0 in degree s + 1.) Note that without the
assumption on Z this is not true!! This proves the first part of the converse. See
Example 7.3.

Let X be a sufficiently general complete intersection containing Z, generated
by forms of degree s + 1 and s + 2 (remember that Z has codimension two). Let
Z′ be the residual to Z in X. Since Z is reduced and has regularity s, Z′ has no
component in common with Z. One can check with standard liaison methods that
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the first generator of IZ′ comes in degree s+ 1, and this generator comes from X.
The first additional generator comes in degree s+ 2.

Let I ′ = IZ + IZ′ . Note that R/I ′ is Gorenstein with Hilbert function

(1, 3, h2, . . . , hs−2, hs−1, hs−1, hs−1, hs−2, . . . , h2, 3, 1).

Note also that in degrees ≤ s + 1, I ′ agrees with IZ. Let J = I ′ + (F1, . . . , Fhs
).

Then we have

I ′ ⊂ J := I ′ + (F1, . . . , Fhs) = IZ + (F1, . . . , Fhs)

and R/J has Hilbert function (7.1). Consequently, by the theorem of Davis,
Geramita and Orecchia [15], the residual to J in I ′ has Hilbert function h. Let us
denote by J ′ this ideal. We claim that R/J ′ is level, and since it has the desired
Hilbert function, we will be done with (b).

To see this, we again turn to the mapping cone. We want to show that the
end of the minimal free resolution of R/J ′ has only one twist. Suppose that IZ has
minimal free resolution

0→ G2 → G1 → IZ → 0

where all the summands in G1 are of the form R(−t) for t ≤ s. Then J has minimal
free resolution of the form

· · · → G1 ⊕R(−s)hs → J → 0

and I ′ has minimal free resolution

· · · → G1 ⊕ F1 → I ′ → 0

where every summand of F1 is of the form R(−t) for some t ≥ s+ 2 (but it is not
necessarily the case that all summands have the same value of t).

We then have a diagram

. . . → G1 ⊕R(−s)hs → J → 0
↑ ↑

. . . → G1 ⊕ F1 → I ′ → 0

It is clear that the summands of G1 split after taking the mapping cone, and no
summand of F1 is of the form R(−s), so the mapping cone gives the residual J ′

with a minimal free resolution that ends with a twist of Rhs , i.e. R/J ′ is level.
The proof that R/J ′ has WLP is almost identical to the argument at the

beginning of this proof (but replacing R/IZ with R/I ′) and is omitted.
Finally, we have to prove that if J is an Artinian ideal containing IZ, with

Hilbert function h, then R/J is not level. Suppose otherwise. We know that
J = IZ + 〈G1, . . . , Gk〉, where the Gi include at least hs−1−hs generators of degree
s, and possibly some generators of degree s+1. But in a completely analogous way
to the construction of I ′ above, we can use liaison to find a Gorenstein ideal I ′ such
that J = I ′ + 〈G1, . . . , Gk〉, and so link J using I ′ to a residual J ′. The fact that
R/J is level with Hilbert function h implies that J ′ is of the form I ′ + 〈F1, . . . , Fhs〉
(from the mapping cone) with Hilbert function (1, 3, h2, . . . , hs−1, (hs−1 − hs), 0).
But we have just seen that R/J ′ can not have this expected Hilbert function.
Contradiction.

Remark 7.2. The above argument shows that the residual to the ideal
IZ + (F1, . . . , Fhs) is level in any case, as long as it is Artinian, and it is not hard
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to see that this will always be true under our hypotheses. However, it might not
have the right Hilbert function.

Example 7.3. As w will see in the appendices, one of the few Hilbert functions
of low socle degree that is not immediately covered by the methods and results of
the previous chapters is the sequence

1 3 4 5 6 2.

It was shown by Cho and Iarrobino [14] that this is not a level sequence. In fact,
they showed that any sequence (1, 3, 4, 5, 6, . . . , 2), where the missing entries are
all 6’s, is not a level sequence. In Example 5.9 we ruled out a similar sequence
using inverse systems, and on page 76 we will use inverse systems to show that
(1, 3, 4, 5, 6, 6, 2) is also not a level sequence. The purpose of this example is to
complement the result of Cho and Iarrobino with a geometric interpretation, not
to re-prove their result. In fact, this example will also show why we can’t hope for
a result like the conclusion of Proposition 7.1 without the assumption on imposing
independent conditions.

Consider the sequence h = (1, 3, 4, 5, 6, . . . , 2) as above, and say that the socle
degree is s ≥ 5. The sequence (1, 3, 4, 5, 6, 6, . . . ) is a differentiable O-sequence
corresponding to a zeroscheme Z of degree 6. Such a zeroscheme has saturated ideal
(LL1, LL2, F ) for some F of degree 5, where clearly L2 is not a scalar multiple of
L1. We have the following properties for this ideal:

a. We can assume without loss of generality that L2 is not a scalar multiple of
L. If L1 is a scalar multiple of L then Z is not reduced.

b. Let P be the point defined by 〈L1, L2〉. Then F vanishes at P .
c. Z has a subscheme of degree 5 that lies on the line L. This subscheme is the

complete intersection of F and L.
We want to explore the question of whether a quotient of R/IZ with Hilbert

function h can be level. Then we will explore the question of whether we can always
reduce to this situation.

We have s ≥ 5, hs = 2. Let V = (F1, F2) be the vector space spanned by two
forms of degree s that are not zero in R/IZ. We saw in Proposition 7.1 that if Z

does not impose independent conditions on |R1 · V | then no quotient of R/IZ is
level with Hilbert function h. But Z imposes independent conditions if and only if
dim(R1 · V ) ∩ (IZ)6 = 0. This, in turn, is true if and only if there is no non-trivial
relation of the form

A1(LL1) +A2(LL2) +A3F +A4F1 +A5F2 = 0

with degA1 = degA2 = 4 and degAi = 1 for i ≥ 3. But since (F1, F2) is a
pencil, there is some scalar linear combination λ1F1 +λ2F2 that vanishes on P . So
λ1LF1 + λ2LF2 is in IZ, and this provides the non-trivial syzygy. So no ideal of
the form IZ + 〈F1, F2〉 has Hilbert function (1, 3, 4, 5, 6, . . . , 4, 0). Consequently, no
quotient of R/IZ with Hilbert (1, 3, 4, 5, 6, . . . , 2) is level.

Finally, we briefly investigate to what extent this analysis can be used to show
that no level algebra exists with Hilbert function h. Suppose that A = R/I is
any Artinian level algebra with Hilbert function (1, 3, 4, 5, 6, . . . , 2) (where the dots
represent only 6’s, possibly none).

Case 1: Suppose that the desired level sequence is (1, 3, 4, 5, 6, 2) (i.e. s = 5).
Consider the ideal 〈I≤4〉 generated by the components of I of degrees ≤ 4. Because
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of the maximal growth in degrees 2, 3, and 4, 〈I≤4〉 has a linear GCD in degrees
2, 3 and 4, and no further generator. Hence it is of the form 〈LL1, LL2〉, where L2

may be a scalar multiple of L. Then there exists a zeroscheme Z in P2 whose ideal
agrees with I in degrees ≤ 4. Let P be the point defined by the ideal 〈L1, L2〉.

Because of the maximal growth condition, it follows that I has five minimal
generators in degree 5. The general element in I5 does not have a component in
common with either generator of I of degree 2. Now, inside the linear system |I5|
choose a general element F with the condition that F vanishes at P . Then the
ideal 〈I2, F 〉 is the saturated ideal of a zeroscheme of degree 6 with Hilbert function
(1, 3, 4, 5, 6, 6, . . . ), and the analysis above holds to show that A is not level.

Case 2: Suppose that the desired level sequence is (1, 3, 4, 5, 6, 6, 2) (resp.
(1, 3, 4, 5, 6, 6, 6, 2)). Then there is one generator in degree 5 (resp. one genera-
tor in degree 5 and possibly one in degree 6), and the number of generators in
degree 6 (resp. degree 7) depends on what this generator was. The analysis is te-
dious. We refer to page 76, and of course to [14], for a different argument that at
least the first one is not a level sequence.

Case 3: Suppose that the desired level sequence is (1, 3, 4, 5, 6, 6, 6, 6 . . . , 2) where
again the dots represent only 6’s (possibly none). Now maximal growth forces 〈I≤7〉
to be the saturated ideal of a degree 6 subscheme of P2, and the above geometric
analysis again applies.

We would also like to make a remark related to Section 6.4, which is the analog
of the discussion above, but to produce level point sets instead of level Artinian
algebras. Again for simplicity we consider the case of codimension three, but similar
discussions could be made in any codimension.

Let C ⊂ P3 be a reduced curve and let Z ⊂ C be “sufficiently many” points
on C, so that the Hilbert function of Z agrees with that of C in sufficiently large
degree. Consider the minimal free resolution of IC . If C is not arithmetically
Cohen-Macaulay, this minimal free resolution has length three rather than two:

0→ F3 → F2 → F1 → IC → 0.

If Z consists of “enough” points, there is a non-zero summand of F3 that also cor-
responds to a second syzygy for IZ, since up to the appropriate degree IZ coincides
with IC . This explains why, when looking for level sets of points on curves, it makes
sense to focus on arithmetically Cohen-Macaulay curves!

Let C ⊂ P3 be an integral arithmetically Cohen-Macaulay curve with regularity
of IC = s. The first difference of the Hilbert function of C has the form

(1, 3, h2, . . . , hs−2, hs−1, hs−1, . . . )(7.2)

where degC = hs−1. (Note the similarity to the above situation.) Choose a set Z

consisting of sufficiently many points on C, so that the first difference of the Hilbert
function of Z (i.e. its h-vector) is

(1, 3, h2, . . . , hs−2, hs−1, . . . , hs−1, a, 0).(7.3)

The reverse of this sequence is the Hilbert function of the canonical module of
the Artinian reduction of R/IZ. If 3 · a ≥ hs−1 (compare with the hypothesis
of Proposition 7.1), we can numerically hope that the canonical module will be
generated in the least degree, which means that Z is level. The type of obstruction
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evidenced in Proposition 7.1 should disappear thanks to the assumption that C is
integral. We thus make the following conjecture:

Conjecture 7.4. Let C be an integral arithmetically Cohen-Macaulay curve
whose Hilbert function has first difference (7.2), and let Z be a general set of points
on C with h-vector (7.3). Assume that 3 · a ≥ hs−1. Then Z is level.

This is really a part of the so-called Minimal Resolution Conjecture for points
on a Curve. Mustata [59] has studied this conjecture and proven it in certain cases,
but in private conversation with the third author he notes that his results do not
apply to this case. An example where this conjecture, if true, would apply is given
on page 88, where in fact we only verified it on the computer.

The reader will note that some examples in the appendix come from a general
set of points on a suitable (hyper)surface in P3 rather than an ACM curve in P3 (see
for example 53] on page 103). We expect a very rich theory to emerge in analogy
with the results related to the Minimal Resolution Conjecture of Lorenzini [50]
that have emerged in recent years. Above we have focused on curves since the best
work to date is in that context (as mentioned). However, we make the following
observations and questions.

The Minimal Resolution Conjecture is known to hold in small projective spaces
([22], [1]), and for “many” general points in any projective space ([69], [39]). It is
also known that the end of the resolution is the correct one for any number of general
points in any projective space ([49]), and it is still open whether the same holds for
the beginning of the resolution (the so-called “Ideal Generation Conjecture”). But
it is known that in any projective spaces of dimension ≥ 6 (except possibly P9),
the Minimal Resolution Conjecture fails “in the middle” of the resolution ([18]).

With this in mind, it is perhaps not likely that the Minimal Resolution Con-
jecture would hold for points on an arbitrary (or even general) ACM variety of
arbitrary dimension. But is there a bound, d, such that for a “general” ACM vari-
ety, X, of fixed Hilbert polynomial, of dimension ≤ d, a general set of points on X

has the expected resolution? We note that by “expected resolution” we mean the
sort described by Mustata, where the “new” syzygies come only in the bottom two
rows of the Betti diagram, and there are no “ghost” (i.e. redundant) terms in the
resolution.

Since we know the situation for projective space, we ask the following specific
question:

Question 7.5. If X is an integral ACM variety of dimension ≤ 5, and if Z is a
general set of points on X, then does Z have the expected resolution? In particular,
is it true that Z is level if it is numerically possible?

Furthermore, in line with the result of Lauze, on any ( or at least “general”)
integral ACM variety X, if Z is a general set of points on X, then if it is numerically
possible, does it follow that Z is level? And if it is numerically possible, does it
follow that the additional generators of Z (those that are not generators of X) are
the expected number?
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Part 2

Appendix: A Classification of
Codimension Three Level Algebras

of Low Socle Degree



APPENDIX A

Introduction and Notation

In this sequence of appendices, we record our investigations into what can be the
h-vector of a codimension 3 level algebra. We actually are interested in recording
a bit more – more precisely:

a) What can be the h-vector of a codimension 3 Artinian level algebra?
b) What can be the h-vector of a level set of points in P3?
c) What can be the h-vector of a codimension 3 Artinian level algebra with the

Weak Lefschetz Property (WLP)?
Obviously any h-vector which satisfies b) satisfies a) – and we wonder if the

answers to a), b) and c) are the same.
In this appendix we will consider all three questions for socle degree ≤ 4 (every

type) and also for socle degree 5, type 2, and socle degree 6, type 2. In the remaining
cases, i.e. socle degree 5 and every type other than 2, we consider only questions a)
and c).

• For socle degree ≤ 4 (any type), socle degree 5 (type 2) and socle degree 6
(type 2) we find that a), b) and c) have the same answers.

• For socle degree 5 (any type 
= 2) we find that a) and c) have the same answer
except for one case (which we cannot decide): see Table 5.7, item 30], where
we find an example for a) but cannot verify c) for this h-vector.

The appendix is organized by following the same procedure for each socle de-
gree and type. I.e. when we consider socle degree α and type β we first list (in
Table α.βA) all the h-vectors of Artinian algebras having socle degree α and last
entry β (and which also satisfy the addition simple condition of Theorem A, ii) of
the paper). We are extremely grateful to G. Dalzotto for the CoCoA programme
which produces such lists.

With this given list we proceed to use all known theorems and ad-hoc arguments
to eliminate h-vectors in this first table as the h-vector of a level algebra. All those
h-vectors which remain are then recollected in another list, which is always labeled
Table α.β. We then proceed to show that all the vectors listed in Table α.β exist
for a) (and then for either b) or c) or both).

It follows then that the h-vectors listed in tables labeled Table α.β are precisely
the lists of h-vectors of level Artinian algebras of embedding dimension three, socle
degree α and type β. We collect all such tables at the end of the appendix.
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APPENDIX B

Socle Degree 6 and Type 2

Table 6.2A
1] 1, 3, 2, 2, 2, 2, 2 2] 1, 3, 3, 2, 2, 2, 2 3] 1, 3, 3, 3, 2, 2, 2
4] 1, 3, 3, 3, 3, 2, 2 5] 1, 3, 3, 3, 3, 3, 2 6] 1, 3, 3, 4, 2, 2, 2
7] 1, 3, 3, 4, 3, 2, 2 8] 1, 3, 3, 4, 3, 3, 2 9] 1, 3, 3, 4, 4, 2, 2

10] 1, 3, 3, 4, 4, 3, 2 11] 1, 3, 3, 4, 4, 4, 2 12] 1, 3, 3, 4, 5, 2, 2
13] 1, 3, 3, 4, 5, 3, 2 14] 1, 3, 3, 4, 5, 4, 2 15] 1, 3, 3, 4, 5, 5, 2
16] 1, 3, 3, 4, 5, 6, 2 17] 1, 3, 4, 2, 2, 2, 2 18] 1, 3, 4, 3, 2, 2, 2
19] 1, 3, 4, 3, 3, 2, 2 20] 1, 3, 4, 3, 3, 3, 2 21] 1, 3, 4, 4, 2, 2, 2
22] 1, 3, 4, 4, 3, 2, 2 23] 1, 3, 4, 4, 3, 3, 2 24] 1, 3, 4, 4, 4, 2, 2
25] 1, 3, 4, 4, 4, 3, 2 26] 1, 3, 4, 4, 4, 4, 2 27] 1, 3, 4, 4, 5, 2, 2
28] 1, 3, 4, 4, 5, 3, 2 29] 1, 3, 4, 4, 5, 4, 2 30] 1, 3, 4, 4, 5, 5, 2
31] 1, 3, 4, 4, 5, 6, 2 32] 1, 3, 4, 5, 2, 2, 2 33] 1, 3, 4, 5, 3, 2, 2
34] 1, 3, 4, 5, 3, 3, 2 35] 1, 3, 4, 5, 4, 2, 2 36] 1, 3, 4, 5, 4, 3, 2
37] 1, 3, 4, 5, 4, 4, 2 38] 1, 3, 4, 5, 5, 2, 2 39] 1, 3, 4, 5, 5, 3, 2
40] 1, 3, 4, 5, 5, 4, 2 41] 1, 3, 4, 5, 5, 5, 2 42] 1, 3, 4, 5, 5, 6, 2
43] 1, 3, 4, 5, 6, 2, 2 44] 1, 3, 4, 5, 6, 3, 2 45] 1, 3, 4, 5, 6, 4, 2
46] 1, 3, 4, 5, 6, 5, 2 47] 1, 3, 4, 5, 6, 6, 2 48] 1, 3, 5, 2, 2, 2, 2
49] 1, 3, 5, 3, 2, 2, 2 50] 1, 3, 5, 3, 3, 2, 2 51] 1, 3, 5, 3, 3, 3, 2
52] 1, 3, 5, 4, 2, 2, 2 53] 1, 3, 5, 4, 3, 2, 2 54] 1, 3, 5, 4, 3, 3, 2
55] 1, 3, 5, 4, 4, 2, 2 56] 1, 3, 5, 4, 4, 3, 2 57] 1, 3, 5, 4, 4, 4, 2
58] 1, 3, 5, 4, 5, 2, 2 59] 1, 3, 5, 4, 5, 3, 2 60] 1, 3, 5, 4, 5, 4, 2
61] 1, 3, 5, 4, 5, 5, 2 62] 1, 3, 5, 4, 5, 6, 2 63] 1, 3, 5, 5, 2, 2, 2
64] 1, 3, 5, 5, 3, 2, 2 65] 1, 3, 5, 5, 3, 3, 2 66] 1, 3, 5, 5, 4, 2, 2
67] 1, 3, 5, 5, 4, 3, 2 68] 1, 3, 5, 5, 4, 4, 2 69] 1, 3, 5, 5, 5, 2, 2
70] 1, 3, 5, 5, 5, 3, 2 71] 1, 3, 5, 5, 5, 4, 2 72] 1, 3, 5, 5, 5, 5, 2
73] 1, 3, 5, 5, 5, 6, 2 74] 1, 3, 5, 5, 6, 2, 2 75] 1, 3, 5, 5, 6, 3, 2
76] 1, 3, 5, 5, 6, 4, 2 77] 1, 3, 5, 5, 6, 5, 2 78] 1, 3, 5, 5, 6, 6, 2
79] 1, 3, 5, 6, 2, 2, 2 80] 1, 3, 5, 6, 3, 2, 2 81] 1, 3, 5, 6, 3, 3, 2
82] 1, 3, 5, 6, 4, 2, 2 83] 1, 3, 5, 6, 4, 3, 2 84] 1, 3, 5, 6, 4, 4, 2
85] 1, 3, 5, 6, 5, 2, 2 86] 1, 3, 5, 6, 5, 3, 2 87] 1, 3, 5, 6, 5, 4, 2
88] 1, 3, 5, 6, 5, 5, 2 89] 1, 3, 5, 6, 5, 6, 2 90] 1, 3, 5, 6, 6, 2, 2
91] 1, 3, 5, 6, 6, 3, 2 92] 1, 3, 5, 6, 6, 4, 2 93] 1, 3, 5, 6, 6, 5, 2
94] 1, 3, 5, 6, 6, 6, 2 95] 1, 3, 5, 6, 7, 2, 2 96] 1, 3, 5, 6, 7, 3, 2
97] 1, 3, 5, 6, 7, 4, 2 98] 1, 3, 5, 6, 7, 5, 2 99] 1, 3, 5, 6, 7, 6, 2

100] 1, 3, 5, 7, 2, 2, 2 101] 1, 3, 5, 7, 3, 2, 2 102] 1, 3, 5, 7, 3, 3, 2
103] 1, 3, 5, 7, 4, 2, 2 104] 1, 3, 5, 7, 4, 3, 2 105] 1, 3, 5, 7, 4, 4, 2
106] 1, 3, 5, 7, 5, 2, 2 107] 1, 3, 5, 7, 5, 3, 2 108] 1, 3, 5, 7, 5, 4, 2
109] 1, 3, 5, 7, 5, 5, 2 110] 1, 3, 5, 7, 5, 6, 2 111] 1, 3, 5, 7, 6, 2, 2

73
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112] 1, 3, 5, 7, 6, 3, 2 113] 1, 3, 5, 7, 6, 4, 2 114] 1, 3, 5, 7, 6, 5, 2
115] 1, 3, 5, 7, 6, 6, 2 116] 1, 3, 5, 7, 7, 2, 2 117] 1, 3, 5, 7, 7, 3, 2
118] 1, 3, 5, 7, 7, 4, 2 119] 1, 3, 5, 7, 7, 5, 2 120] 1, 3, 5, 7, 7, 6, 2
121] 1, 3, 5, 7, 8, 2, 2 122] 1, 3, 5, 7, 8, 3, 2 123] 1, 3, 5, 7, 8, 4, 2
124] 1, 3, 5, 7, 8, 5, 2 125] 1, 3, 5, 7, 8, 6, 2 126] 1, 3, 5, 7, 9, 2, 2
127] 1, 3, 5, 7, 9, 3, 2 128] 1, 3, 5, 7, 9, 4, 2 129] 1, 3, 5, 7, 9, 5, 2
130] 1, 3, 5, 7, 9, 6, 2 131] 1, 3, 6, 2, 2, 2, 2 132] 1, 3, 6, 3, 2, 2, 2
133] 1, 3, 6, 3, 3, 2, 2 134] 1, 3, 6, 3, 3, 3, 2 135] 1, 3, 6, 4, 2, 2, 2
136] 1, 3, 6, 4, 3, 2, 2 137] 1, 3, 6, 4, 3, 3, 2 138] 1, 3, 6, 4, 4, 2, 2
139] 1, 3, 6, 4, 4, 3, 2 140] 1, 3, 6, 4, 4, 4, 2 141] 1, 3, 6, 4, 5, 2, 2
142] 1, 3, 6, 4, 5, 3, 2 143] 1, 3, 6, 4, 5, 4, 2 144] 1, 3, 6, 4, 5, 5, 2
145] 1, 3, 6, 4, 5, 6, 2 146] 1, 3, 6, 5, 2, 2, 2 147] 1, 3, 6, 5, 3, 2, 2
148] 1, 3, 6, 5, 3, 3, 2 149] 1, 3, 6, 5, 4, 2, 2 150] 1, 3, 6, 5, 4, 3, 2
151] 1, 3, 6, 5, 4, 4, 2 152] 1, 3, 6, 5, 5, 2, 2 153] 1, 3, 6, 5, 5, 3, 2
154] 1, 3, 6, 5, 5, 4, 2 155] 1, 3, 6, 5, 5, 5, 2 156] 1, 3, 6, 5, 5, 6, 2
157] 1, 3, 6, 5, 6, 2, 2 158] 1, 3, 6, 5, 6, 3, 2 159] 1, 3, 6, 5, 6, 4, 2
160] 1, 3, 6, 5, 6, 5, 2 161] 1, 3, 6, 5, 6, 6, 2 162] 1, 3, 6, 6, 2, 2, 2
163] 1, 3, 6, 6, 3, 2, 2 164] 1, 3, 6, 6, 3, 3, 2 165] 1, 3, 6, 6, 4, 2, 2
166] 1, 3, 6, 6, 4, 3, 2 167] 1, 3, 6, 6, 4, 4, 2 168] 1, 3, 6, 6, 5, 2, 2
169] 1, 3, 6, 6, 5, 3, 2 170] 1, 3, 6, 6, 5, 4, 2 171] 1, 3, 6, 6, 5, 5, 2
172] 1, 3, 6, 6, 5, 6, 2 173] 1, 3, 6, 6, 6, 2, 2 174] 1, 3, 6, 6, 6, 3, 2
175] 1, 3, 6, 6, 6, 4, 2 176] 1, 3, 6, 6, 6, 5, 2 177] 1, 3, 6, 6, 6, 6, 2
178] 1, 3, 6, 6, 7, 2, 2 179] 1, 3, 6, 6, 7, 3, 2 180] 1, 3, 6, 6, 7, 4, 2
181] 1, 3, 6, 6, 7, 5, 2 182] 1, 3, 6, 6, 7, 6, 2 183] 1, 3, 6, 7, 2, 2, 2
184] 1, 3, 6, 7, 3, 2, 2 185] 1, 3, 6, 7, 3, 3, 2 186] 1, 3, 6, 7, 4, 2, 2
187] 1, 3, 6, 7, 4, 3, 2 188] 1, 3, 6, 7, 4, 4, 2 189] 1, 3, 6, 7, 5, 2, 2
190] 1, 3, 6, 7, 5, 3, 2 191] 1, 3, 6, 7, 5, 4, 2 192] 1, 3, 6, 7, 5, 5, 2
193] 1, 3, 6, 7, 5, 6, 2 194] 1, 3, 6, 7, 6, 2, 2 195] 1, 3, 6, 7, 6, 3, 2
196] 1, 3, 6, 7, 6, 4, 2 197] 1, 3, 6, 7, 6, 5, 2 198] 1, 3, 6, 7, 6, 6, 2
199] 1, 3, 6, 7, 7, 2, 2 200] 1, 3, 6, 7, 7, 3, 2 201] 1, 3, 6, 7, 7, 4, 2
202] 1, 3, 6, 7, 7, 5, 2 203] 1, 3, 6, 7, 7, 6, 2 204] 1, 3, 6, 7, 8, 2, 2
205] 1, 3, 6, 7, 8, 3, 2 206] 1, 3, 6, 7, 8, 4, 2 207] 1, 3, 6, 7, 8, 5, 2
208] 1, 3, 6, 7, 8, 6, 2 209] 1, 3, 6, 7, 9, 2, 2 210] 1, 3, 6, 7, 9, 3, 2
211] 1, 3, 6, 7, 9, 4, 2 212] 1, 3, 6, 7, 9, 5, 2 213] 1, 3, 6, 7, 9, 6, 2
214] 1, 3, 6, 8, 2, 2, 2 215] 1, 3, 6, 8, 3, 2, 2 216] 1, 3, 6, 8, 3, 3, 2
217] 1, 3, 6, 8, 4, 2, 2 218] 1, 3, 6, 8, 4, 3, 2 219] 1, 3, 6, 8, 4, 4, 2
220] 1, 3, 6, 8, 5, 2, 2 221] 1, 3, 6, 8, 5, 3, 2 222] 1, 3, 6, 8, 5, 4, 2
223] 1, 3, 6, 8, 5, 5, 2 224] 1, 3, 6, 8, 5, 6, 2 225] 1, 3, 6, 8, 6, 2, 2
226] 1, 3, 6, 8, 6, 3, 2 227] 1, 3, 6, 8, 6, 4, 2 228] 1, 3, 6, 8, 6, 5, 2
229] 1, 3, 6, 8, 6, 6, 2 230] 1, 3, 6, 8, 7, 2, 2 231] 1, 3, 6, 8, 7, 3, 2
232] 1, 3, 6, 8, 7, 4, 2 233] 1, 3, 6, 8, 7, 5, 2 234] 1, 3, 6, 8, 7, 6, 2
235] 1, 3, 6, 8, 8, 2, 2 236] 1, 3, 6, 8, 8, 3, 2 237] 1, 3, 6, 8, 8, 4, 2
238] 1, 3, 6, 8, 8, 5, 2 239] 1, 3, 6, 8, 8, 6, 2 240] 1, 3, 6, 8, 9, 2, 2
241] 1, 3, 6, 8, 9, 3, 2 242] 1, 3, 6, 8, 9, 4, 2 243] 1, 3, 6, 8, 9, 5, 2
244] 1, 3, 6, 8, 9, 6, 2 245] 1, 3, 6, 8, 10, 2, 2 246] 1, 3, 6, 8, 10, 3, 2
247] 1, 3, 6, 8, 10, 4, 2 248] 1, 3, 6, 8, 10, 5, 2 249] 1, 3, 6, 8, 10, 6, 2
250] 1, 3, 6, 9, 2, 2, 2 251] 1, 3, 6, 9, 3, 2, 2 252] 1, 3, 6, 9, 3, 3, 2
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253] 1, 3, 6, 9, 4, 2, 2 254] 1, 3, 6, 9, 4, 3, 2 255] 1, 3, 6, 9, 4, 4, 2
256] 1, 3, 6, 9, 5, 2, 2 257] 1, 3, 6, 9, 5, 3, 2 258] 1, 3, 6, 9, 5, 4, 2
259] 1, 3, 6, 9, 5, 5, 2 260] 1, 3, 6, 9, 5, 6, 2 261] 1, 3, 6, 9, 6, 2, 2
262] 1, 3, 6, 9, 6, 3, 2 263] 1, 3, 6, 9, 6, 4, 2 264] 1, 3, 6, 9, 6, 5, 2
265] 1, 3, 6, 9, 6, 6, 2 266] 1, 3, 6, 9, 7, 2, 2 267] 1, 3, 6, 9, 7, 3, 2
268] 1, 3, 6, 9, 7, 4, 2 269] 1, 3, 6, 9, 7, 5, 2 270] 1, 3, 6, 9, 7, 6, 2
271] 1, 3, 6, 9, 8, 2, 2 272] 1, 3, 6, 9, 8, 3, 2 273] 1, 3, 6, 9, 8, 4, 2
274] 1, 3, 6, 9, 8, 5, 2 275] 1, 3, 6, 9, 8, 6, 2 276] 1, 3, 6, 9, 9, 2, 2
277] 1, 3, 6, 9, 9, 3, 2 278] 1, 3, 6, 9, 9, 4, 2 279] 1, 3, 6, 9, 9, 5, 2
280] 1, 3, 6, 9, 9, 6, 2 281] 1, 3, 6, 9, 10, 2, 2 282] 1, 3, 6, 9, 10, 3, 2
283] 1, 3, 6, 9, 10, 4, 2 284] 1, 3, 6, 9, 10, 5, 2 285] 1, 3, 6, 9, 10, 6, 2
286] 1, 3, 6, 9, 11, 2, 2 287] 1, 3, 6, 9, 11, 3, 2 288] 1, 3, 6, 9, 11, 4, 2
289] 1, 3, 6, 9, 11, 5, 2 290] 1, 3, 6, 9, 11, 6, 2 291] 1, 3, 6, 9, 12, 2, 2
292] 1, 3, 6, 9, 12, 3, 2 293] 1, 3, 6, 9, 12, 4, 2 294] 1, 3, 6, 9, 12, 5, 2
295] 1, 3, 6, 9, 12, 6, 2 296] 1, 3, 6, 10, 2, 2, 2 297] 1, 3, 6, 10, 3, 2, 2
298] 1, 3, 6, 10, 3, 3, 2 299] 1, 3, 6, 10, 4, 2, 2 300] 1, 3, 6, 10, 4, 3, 2
301] 1, 3, 6, 10, 4, 4, 2 302] 1, 3, 6, 10, 5, 2, 2 303] 1, 3, 6, 10, 5, 3, 2
304] 1, 3, 6, 10, 5, 4, 2 305] 1, 3, 6, 10, 5, 5, 2 306] 1, 3, 6, 10, 5, 6, 2
307] 1, 3, 6, 10, 6, 2, 2 308] 1, 3, 6, 10, 6, 3, 2 309] 1, 3, 6, 10, 6, 4, 2
310] 1, 3, 6, 10, 6, 5, 2 311] 1, 3, 6, 10, 6, 6, 2 312] 1, 3, 6, 10, 7, 2, 2
313] 1, 3, 6, 10, 7, 3, 2 314] 1, 3, 6, 10, 7, 4, 2 315] 1, 3, 6, 10, 7, 5, 2
316] 1, 3, 6, 10, 7, 6, 2 317] 1, 3, 6, 10, 8, 2, 2 318] 1, 3, 6, 10, 8, 3, 2
319] 1, 3, 6, 10, 8, 4, 2 320] 1, 3, 6, 10, 8, 5, 2 321] 1, 3, 6, 10, 8, 6, 2
322] 1, 3, 6, 10, 9, 2, 2 323] 1, 3, 6, 10, 9, 3, 2 324] 1, 3, 6, 10, 9, 4, 2
325] 1, 3, 6, 10, 9, 5, 2 326] 1, 3, 6, 10, 9, 6, 2 327] 1, 3, 6, 10, 10, 2, 2
328] 1, 3, 6, 10, 10, 3, 2 329] 1, 3, 6, 10, 10, 4, 2 330] 1, 3, 6, 10, 10, 5, 2
331] 1, 3, 6, 10, 10, 6, 2 332] 1, 3, 6, 10, 11, 2, 2 333] 1, 3, 6, 10, 11, 3, 2
334] 1, 3, 6, 10, 11, 4, 2 335] 1, 3, 6, 10, 11, 5, 2 336] 1, 3, 6, 10, 11, 6, 2
337] 1, 3, 6, 10, 12, 2, 2 338] 1, 3, 6, 10, 12, 3, 2 339] 1, 3, 6, 10, 12, 4, 2
340] 1, 3, 6, 10, 12, 5, 2 341] 1, 3, 6, 10, 12, 6, 2

The reader should note that we have already eliminated some O-sequences.
From our interpretation in terms of inverse systems we know that if we have a level
algebra of type 2 in socle degree s then a level h-vector (1, 3, . . . , hs−2, hs−1, 2) must
have hs−1 ≤ 6 and hs−2 ≤ 12, so we immediately eliminated all 7-tuples that didn’t
have that property. The resulting list, as one can see, has 341 possibilities.

Non-existence
Eliminated by Remark 2.12, b). (1,3, . . . ,2,2): 1], 2], 3], 4], 6], 7], 9], 12],

17], 18], 19], 21], 22], 24], 27], 32], 33], 35], 38], 43], 48], 49], 50], 52], 53], 55], 58],
63], 64], 66], 69], 74], 79], 80], 82], 85], 90], 95], 100], 101], 103], 106], 111], 116],
121], 126], 131], 132], 133], 135], 136], 138], 141], 146], 147], 149], 152], 157], 162],
163], 165], 168], 173], 178], 183], 184], 186], 189], 194], 199], 204], 209], 214], 215],
217], 220], 225], 230], 235], 240], 245], 250], 251], 253], 256], 261], 266], 271], 276],
281], 286], 291], 296], 297], 299], 302], 307], 312], 317], 322], 327], 332], 337].

(1,3, . . . ,≥ 8,4,2): 123], 128], 206], 211], 237], 242], 247], 273], 278], 283], 288],
293], 319], 324], 329], 334], 339].

(1,3, . . . ,≥ 10,5,2): 248], 284], 289], 294], 330], 335], 340].
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(1,3,6, . . . ,4,3,2): 150], 166], 187], 218], 254], 300].

(1,3,6,5,5,5,2): 155].

Eliminated by Example 2.13. (1,3, . . . ,5,3,2): 13], 28], 39], 59], 70], 86], 107],
142], 153], 169], 190], 221], 257], 303].

Eliminated by Example 3.1. (1,3,4,5,4,4,2): 37].

Eliminated by Corollary 3.5. 8], 10], 11], 14], 15], 16], 23], 29], 30], 31], 34],
42], 54], 60], 61], 62], 65], 73], 76], 77], 78], 81], 89], 102], 110], 137], 143], 144], 145],
148], 156], 159], 160], 161], 164], 172], 185], 193], 212], 213], 216], 224], 252], 260],
298], 306].

Eliminated by Proposition 3.8.
Part b): for d = 3: 20], 51], 134].
Part b): for d = 4: 68], 84], 105], 151], 167], 188], 219], 255], 301].
Part c): for d = 3: 56], 57], 139], 140].
Part c): for d = 4: 88], 109], 171], 192], 223], 259], 305].

Eliminated by Remark 3.10. (1,3, . . . ,≥ 6,3,2): 44], 75], 91], 96], 112], 117],
122], 127], 158], 174], 179], 195], 200], 205], 210], 226], 231], 236], 241], 246], 262],
267], 272], 277], 282], 287], 292], 308], 313], 318], 323], 328], 333], 338].

Eliminated by Example 3.11. 108], 115], 198], 228], 270], 309], 316].

Eliminated by Example 3.12. 129], 263], 315].

Eliminated by Example 5.7. (1,3,5, . . . ,4,3,2): 67], 83], 104].
(1,3,5, . . . ,7,4,2): 97], 118].
(1,3,6, . . . ,5,4,2): 154], 170], 191], 222], 258], 304].

Eliminated by Example 5.9. (1,3,4,5, . . . ,6,4,2): 45].

The following are eliminated by “non-cancelation”, but are not covered
by any of our theorems.

180] 1, 3, 6, 6, 7, 4, 2 (socle in degree 2)
181] 1, 3, 6, 6, 7, 5, 2 (socle in degree 2)
182] 1, 3, 6, 6, 7, 6, 2 (socle in degree 2)
229] 1, 3, 6, 8, 6, 6, 2 (socle in degree 3)
264] 1, 3, 6, 9, 6, 5, 2 (socle in degree 3)
265] 1, 3, 6, 9, 6, 6, 2 (socle in degree 3)
310] 1, 3, 6, 10, 6, 5, 2 (socle in degree 3)
311] 1, 3, 6, 10, 6, 6, 2 (socle in degree 3)

We now show that 47] does not exist either. Our proof is similar to that given in
[14], Proposition 2.7.

Proof. Suppose there were a level algebra A whose h-vector was:

h = H(A) = (1, 3, 4, 5, 6, 6, 2).

We will write A = R/I where R = k[x, y, z] and let S = k[X,Y, Z].
From the h-vector we see that the 2-dimensional space, I2, has to be generated

by two quadratic forms which (because of h3) must share a common factor. There
are two cases to consider:

Case 1. I2 = 〈xy, xz〉.
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Obviously I6 ⊇ R4I2 and so (I−1)6 ⊆ (R4I2)⊥. Notice that (R4I2)⊥ is gener-
ated by all the monomials of degree 6 in Y and Z plus X6.

Let F, G ∈ S6 generate I−1 then 〈F,G〉 ⊆ (R4I2)⊥. With no loss of generality
we can assume that only F involves X6. But then G is a polynomial in only two
variables and so can have, at most, 2 linearly independent first derivatives. Since
F can have at most 3 linearly independent first derivatives we see that F and G
can generate, at most, a subspace of S5 of dimension at most 5. But, h5 = 6 and
so this is impossible.

Case 2. I2 = 〈x2, xy〉.
This is very similar to Case 1. This time we note that (R4I2)⊥ is generated by

all the monomials in Y and Z of degree 6, plus XZ5. As in Case 1, we can assume
that at most F involves the monomial XZ5 and thus G is a polynomial in only two
variables. The proof goes as in Case 1 and so we obtain a contradiction also in this
Case.

Thus, such a level algebra does not exist.

Existence

We now turn to the existence question. We show that the remaining 58 h-
vectors are all the h-vectors of an Artinian level algebra of socle degree 6 and type
2. Those 58 h-vectors are:

Table 6.2
5] 1, 3, 3, 3, 3, 3, 2 25] 1, 3, 4, 4, 4, 3, 2 26] 1, 3, 4, 4, 4, 4, 2

36] 1, 3, 4, 5, 4, 3, 2 40] 1, 3, 4, 5, 5, 4, 2 41] 1, 3, 4, 5, 5, 5, 2
46] 1, 3, 4, 5, 6, 5, 2 71] 1, 3, 5, 5, 5, 4, 2 72] 1, 3, 5, 5, 5, 5, 2
87] 1, 3, 5, 6, 5, 4, 2 92] 1, 3, 5, 6, 6, 4, 2 93] 1, 3, 5, 6, 6, 5, 2
94] 1, 3, 5, 6, 6, 6, 2 98] 1, 3, 5, 6, 7, 5, 2 99] 1, 3, 5, 6, 7, 6, 2

113] 1, 3, 5, 7, 6, 4, 2 114] 1, 3, 5, 7, 6, 5, 2 119] 1, 3, 5, 7, 7, 5, 2
120] 1, 3, 5, 7, 7, 6, 2 124] 1, 3, 5, 7, 8, 5, 2 125] 1, 3, 5, 7, 8, 6, 2
130] 1, 3, 5, 7, 9, 6, 2 175] 1, 3, 6, 6, 6, 4, 2 176] 1, 3, 6, 6, 6, 5, 2
177] 1, 3, 6, 6, 6, 6, 2 196] 1, 3, 6, 7, 6, 4, 2 197] 1, 3, 6, 7, 6, 5, 2
201] 1, 3, 6, 7, 7, 4, 2 202] 1, 3, 6, 7, 7, 5, 2 203] 1, 3, 6, 7, 7, 6, 2
207] 1, 3, 6, 7, 8, 5, 2 208] 1, 3, 6, 7, 8, 6, 2 227] 1, 3, 6, 8, 6, 4, 2
232] 1, 3, 6, 8, 7, 4, 2 233] 1, 3, 6, 8, 7, 5, 2 234] 1, 3, 6, 8, 7, 6, 2
238] 1, 3, 6, 8, 8, 5, 2 239] 1, 3, 6, 8, 8, 6, 2 243] 1, 3, 6, 8, 9, 5, 2
244] 1, 3, 6, 8, 9, 6, 2 249] 1, 3, 6, 8, 10, 6, 2 268] 1, 3, 6, 9, 7, 4, 2
269] 1, 3, 6, 9, 7, 5, 2 274] 1, 3, 6, 9, 8, 5, 2 275] 1, 3, 6, 9, 8, 6, 2
279] 1, 3, 6, 9, 9, 5, 2 280] 1, 3, 6, 9, 9, 6, 2 285] 1, 3, 6, 9, 10, 6, 2
290] 1, 3, 6, 9, 11, 6, 2 295] 1, 3, 6, 9, 12, 6, 2 314] 1, 3, 6, 10, 7, 4, 2
320] 1, 3, 6, 10, 8, 5, 2 321] 1, 3, 6, 10, 8, 6, 2 325] 1, 3, 6, 10, 9, 5, 2
326] 1, 3, 6, 10, 9, 6, 2 331] 1, 3, 6, 10, 10, 6, 2 336] 1, 3, 6, 10, 11, 6, 2
341] 1, 3, 6, 10, 12, 6, 2

The Linked-Sum Construction. This was described in subsection 5.4. For
each example below we start with a level set of points (using Remark 5.26), Z,
in P2 (actually in A2 ⊂ P2) which we partition into two subsets X and Y. The
ring A = k[x0, x1, x2]/(IX + IY) is the level algebra with the desired h-vector. The
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points of X will be denoted with •’s and those of Y with ∗’s. Next to each diagram
we give the Hilbert functions of all the relevant rings.

Using the “linked-sum” construction we construct an Artinian k-algebra for
EVERY possible h-vector in Table 2 above.

5].

Z =




∗ ∗ • •
∗ ∗ ∗ • ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 3 3 3 3 3 3 →
H(Y,−) : 1 3 6 10 15 19 21 21 →
H(A,−) : 1 3 3 3 3 3 2 0 → .

25].

Z =




∗ • • •
∗ ∗ ∗ •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 4 4 4 4 4 4 →
H(Y,−) : 1 3 6 10 15 19 22 22 →
H(A,−) : 1 3 4 4 4 3 2 0 → .

26].

Z =




• • ∗ ∗
• • ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 4 4 4 4 4 4 →
H(Y,−) : 1 3 6 10 15 19 20 20 →
H(A,−) : 1 3 4 4 4 4 2 0 → .

36].

Z =




• • • •
• ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 4 5 5 5 5 5 →
H(Y,−) : 1 3 6 10 14 17 19 19 →
H(A,−) : 1 3 4 5 4 3 2 0 → .

40].

Z =




∗ ∗ ∗ •
∗ ∗ ∗ •
∗ ∗ ∗ • • •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 4 5 5 5 5 5 →
H(Y,−) : 1 3 6 10 15 19 21 21 →
H(A,−) : 1 3 4 5 5 4 2 0 → .

41].

Z =




∗ ∗ ∗ ∗
∗ ∗ ∗ •
∗ ∗ • • • •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 4 5 5 5 5 5 →
H(Y,−) : 1 3 6 10 15 20 21 21 →
H(A,−) : 1 3 4 5 5 5 2 0 → .

46].

Z =




• • ∗ ∗
• ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 4 5 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 19 20 20 →
H(A,−) : 1 3 4 5 6 5 2 0 → .
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71].

Z =




∗ ∗ ∗ •
∗ ∗ ∗ •
∗ ∗ ∗ • • •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 5 5 5 5 5 →
H(Y,−) : 1 3 6 10 15 19 21 21 →
H(A,−) : 1 3 5 5 5 4 2 0 → .

72].

Z =




∗ ∗ ∗ ∗
∗ ∗ ∗ • •
∗ ∗ • • •
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 5 5 5 5 5 5 →
H(Y,−) : 1 3 6 10 15 19 19 19 →
H(A,−) : 1 3 5 5 5 5 2 0 → .

87].

Z =




• • • •
• ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 14 18 20 20 →
H(A,−) : 1 3 5 6 5 4 2 0 → .

92].

Z =




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ • •
∗ ∗ ∗ • •
∗ ∗ ∗ • •




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 5 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 17 18 18 →
H(A,−) : 1 3 5 6 6 4 2 0 → .

93].

Z =




• • ∗ ∗
• • ∗ ∗ ∗
• • ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 5 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 18 18 18 →
H(A,−) : 1 3 5 6 6 5 2 0 → .

94].

Z =




• ∗ ∗ ∗
• ∗ ∗ •
• ∗ ∗ ∗ ∗ ∗
• ∗ • ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 20 20 20 →
H(A,−) : 1 3 5 6 6 6 2 0 → .

98].

Z =




• • ∗ ∗
• • ∗ ∗
• ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 6 7 7 7 7 →
H(Y,−) : 1 3 6 10 15 18 19 19 →
H(A,−) : 1 3 5 6 7 5 2 0 → .

99].

Z =




• • ∗ ∗
∗ • ∗ ∗
∗ • ∗ ∗ ∗ ∗
∗ • ∗ • ∗ ∗
∗ • ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 6 7 7 7 7 →
H(Y,−) : 1 3 6 10 15 19 19 19 →
H(A,−) : 1 3 5 6 7 6 2 0 → .
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113].

Z =




• • • •
• • • ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 5 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 14 16 17 17 →
H(A,−) : 1 3 5 7 6 4 2 0 → .

114].

Z =




• • • •
∗ ∗ ∗ •
∗ ∗ ∗ • ∗ ∗
∗ ∗ ∗ • ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 14 18 19 19 →
H(A,−) : 1 3 5 7 6 5 2 0 → .

119].

Z =




• • ∗ ∗
• • ∗ ∗ ∗
• • ∗ ∗ ∗
• ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 5 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 15 17 17 17 →
H(A,−) : 1 3 5 7 7 5 2 0 → .

120].

Z =




• ∗ ∗ •
• ∗ ∗ •
∗ ∗ ∗ • ∗ ∗
∗ ∗ ∗ • ∗ ∗
• ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 15 19 19 19 →
H(A,−) : 1 3 5 7 7 6 2 0 → .

124].

Z =




∗ •
∗ ∗
∗ •
∗ ∗ ∗ ∗ ∗
∗ • ∗ ∗ ∗
∗ • • • •
∗ • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 7 8 8 8 8 →
H(Y,−) : 1 3 6 10 15 17 18 18 →
H(A,−) : 1 3 5 7 8 5 2 0 → .

125].

Z =




• • ∗ ∗
• • ∗ ∗
• • ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 7 8 8 8 8 →
H(Y,−) : 1 3 6 10 15 18 18 18 →
H(A,−) : 1 3 5 7 8 6 2 0 → .

130].

Z =




∗ ∗ • ∗
∗ ∗ • ∗
∗ ∗ • ∗ ∗ ∗
• • • ∗ • •
∗ ∗ • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 5 7 9 9 9 9 →
H(Y,−) : 1 3 6 10 15 17 17 17 →
H(A,−) : 1 3 5 7 9 6 2 0 → .

175].

Z =




• ∗ • •
• ∗ ∗ •
• ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 18 20 20 →
H(A,−) : 1 3 6 6 6 4 2 0 → .
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176].

Z =




• ∗ ∗ ∗
∗ • ∗ ∗ •
∗ ∗ ∗ ∗ ∗
∗ ∗ • ∗ ∗
∗ • • ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 6 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 18 18 18 →
H(A,−) : 1 3 6 6 6 5 2 0 → .

177].

Z =




∗ ∗ ∗ ∗
∗ ∗ • ∗
∗ ∗ ∗ ∗ ∗ ∗
• ∗ ∗ • ∗ ∗
∗ ∗ • ∗ • •




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 20 20 20 →
H(A,−) : 1 3 6 6 6 6 2 0 → .

196].

Z =




• • ∗ •
• ∗ • •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 14 17 19 19 →
H(A,−) : 1 3 6 7 6 4 2 0 → .

197].

Z =




∗ ∗ • ∗
• • • •
∗ ∗ ∗ ∗ ∗ ∗
∗ • ∗ ∗ • ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 14 18 19 19 →
H(A,−) : 1 3 6 7 6 5 2 0 → .

201].

Z =




∗
∗
∗
∗ ∗ • •
∗ ∗ ∗ •
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
• • • •




H(Z,−) : 1 3 6 10 14 18 21 23 →
H(X,−) : 1 3 6 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 14 15 16 16 →
H(A,−) : 1 3 6 7 7 4 2 0 → .

202].

Z =




• ∗ ∗ ∗
∗ • ∗ ∗ •
∗ ∗ ∗ ∗ •
∗ ∗ • ∗ ∗
∗ • • ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 6 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 15 17 17 17 →
H(A,−) : 1 3 6 7 7 5 2 0 → .

203].

Z =




∗ ∗ • ∗
• ∗ ∗ ∗
∗ ∗ ∗ ∗ • ∗
∗ ∗ • ∗ • ∗
• ∗ • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 7 7 7 7 7 →
H(Y,−) : 1 3 6 10 15 19 19 19 →
H(A,−) : 1 3 6 7 7 6 2 0 → .

207].

Z =




∗ ∗ ∗ •
∗ ∗ • •
∗ • • • • •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 7 8 8 8 8 →
H(Y,−) : 1 3 6 10 15 17 18 18 →
H(A,−) : 1 3 6 7 8 5 2 0 → .
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208].

Z =




∗ ∗ ∗ ∗
• ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ • ∗ •
• • • • • ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 7 8 8 8 8 →
H(Y.−) : 1 3 6 10 15 18 18 18 →
H(A,−) : 1 3 6 7 8 6 2 0 → .

227].

Z =




∗ ∗
∗ ∗
∗ ∗ ∗ •
∗ ∗ ∗ ∗
∗ ∗ • •
∗ ∗ • •
∗ • • •




H(Z,−) : 1 3 6 10 14 18 22 24 →
H(X,−) : 1 3 6 8 8 8 8 8 →
H(Y,−) : 1 3 6 10 12 14 16 16 →
H(A,−) : 1 3 6 8 6 4 2 0 → .

232].

Z =




• ∗
∗ ∗
∗ ∗
∗ ∗ • ∗ ∗
∗ ∗ ∗ ∗ •
∗ ∗ ∗ • •
∗ ∗ • • •




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 8 8 8 8 8 →
H(Y,−) : 1 3 6 10 14 16 18 18 →
H(A,−) : 1 3 6 8 7 4 2 0 → .

233].

Z =




• • • •
• ∗ ∗ ∗
∗ • ∗ • ∗ •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 8 8 8 8 8 →
H(Y,−) : 1 3 6 10 14 17 18 18 →
H(A,−) : 1 3 6 8 7 5 2 0 → .

234].

Z =




• ∗ ∗ ∗
• • • •
∗ ∗ ∗ • ∗ ∗
∗ ∗ ∗ ∗ ∗ •
∗ ∗ ∗ • ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 8 8 8 8 8 →
H(Y,−) : 1 3 6 10 14 18 18 18 →
H(A,−) : 1 3 6 8 7 6 2 0 → .

238].

Z =




• • • ∗
• • • ∗ ∗
• • ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 6 8 8 8 8 8 →
H(Y,−) : 1 3 6 10 15 16 16 16 →
H(A,−) : 1 3 6 8 8 5 2 0 → .

239].

Z =




∗ ∗ ∗ ∗
∗ ∗ ∗ •
∗ ∗ • • • •
∗ ∗ ∗ • • •
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 8 8 8 8 8 →
H(Y,−) : 1 3 6 10 15 18 18 18 →
H(A,−) : 1 3 6 8 8 6 2 0 → .
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243].

Z =




∗
∗
∗
• • • •
• • • •
∗ ∗ ∗ •
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 21 23 →
H(X,−) : 1 3 6 8 9 9 9 9 →
H(Y,−) : 1 3 6 10 14 14 14 14 →
H(A,−) : 1 3 6 8 9 5 2 0 → .

244].

Z =




∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
• • • ∗ ∗ ∗
• • • ∗ ∗ ∗
• • • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 8 9 9 9 9 →
H(Y,−) : 1 3 6 10 15 17 17 17 →
H(A,−) : 1 3 6 8 9 6 2 0 → .

249].

Z =




∗ ∗ • •
∗ ∗ • •
∗ ∗ • • • ∗
∗ ∗ • • ∗ ∗
∗ ∗ ∗ • ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 8 10 10 10 10 →
H(Y,−) : 1 3 6 10 15 16 16 16 →
H(A,−) : 1 3 6 8 10 6 2 0 → .

268].

Z =




∗
∗
∗
∗ ∗ ∗ ∗
∗ ∗ ∗ •
∗ ∗ • •
∗ ∗ • •
• • • •




H(Z,−) : 1 3 6 10 14 18 21 23 →
H(X,−) : 1 3 6 9 9 9 9 9 →
H(Y,−) : 1 3 6 10 12 13 14 14 →
H(A,−) : 1 3 6 9 7 4 2 0 → .

269].

Z =




• • • •
∗ • • •
∗ ∗ • • ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 9 9 9 9 9 →
H(Y,−) : 1 3 6 10 13 16 17 17 →
H(A,−) : 1 3 6 9 7 5 2 0 → .

274].

Z =




∗ • • •
∗ ∗ • •
∗ ∗ • • • •
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 9 9 9 9 9 →
H(Y,−) : 1 3 6 10 14 16 17 17 →
H(A,−) : 1 3 6 9 8 5 2 0 → .

275].

Z =




• • • •
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ • ∗
∗ ∗ • ∗ ∗ ∗
∗ • • • ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 9 9 9 9 9 →
H(Y,−) : 1 3 6 10 14 17 17 17 →
H(A,−) : 1 3 6 9 8 6 2 0 → .
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279].

Z =




• • • ∗
• • • ∗ ∗
∗ • • ∗ ∗
∗ ∗ • ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 6 9 9 9 9 9 →
H(Y,−) : 1 3 6 10 15 15 15 15 →
H(A,−) : 1 3 6 9 9 5 2 0 → .

280].

Z =




∗ ∗ • ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ • • ∗
∗ • • ∗ • ∗
• ∗ ∗ • ∗ •




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 9 9 9 9 9 →
H(Y,−) : 1 3 6 10 15 17 17 17 →
H(A,−) : 1 3 6 9 9 6 2 0 → .

285].

Z =




• • • ∗
• • ∗ ∗
• • ∗ ∗ ∗ •
• • ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 9 10 10 10 10 →
H(Y,−) : 1 3 6 10 15 16 16 16 →
H(A,−) : 1 3 6 9 10 6 2 0 → .

290].

Z =




• • ∗ ∗
• • • ∗
• • • ∗ ∗ ∗
• • ∗ ∗ ∗ ∗
• ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 9 11 11 11 11 →
H(Y.−) : 1 3 6 10 15 15 15 15 →
H(A,−) : 1 3 6 9 11 6 2 0 → .

295].

Z =




∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
• • ∗ • • ∗
• • • ∗ ∗ •
• • ∗ ∗ • •




H(Z,−) : 1 3 6 10 15 21 25 27 →
H(X,−) : 1 3 6 9 12 12 12 12 →
H(Y,−) : 1 3 6 10 15 15 15 15 →
H(A,−) : 1 3 6 9 12 6 2 0 → .

314].

Z =




∗
∗
∗
• • • •
∗ • • •
∗ ∗ • •
∗ ∗ ∗ •
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 21 23 →
H(X,−) : 1 3 6 10 10 10 10 10 →
H(Y,−) : 1 3 6 10 11 12 13 13 →
H(A,−) : 1 3 6 10 7 4 2 0 → .

320].

Z =




∗
•
∗
∗ ∗ • ∗
∗ ∗ ∗ •
• ∗ • •
∗ ∗ • •
∗ • • ∗




H(Z,−) : 1 3 6 10 14 18 21 23 →
H(X,−) : 1 3 6 10 10 10 10 10 →
H(Y,−) : 1 3 6 10 12 13 13 13 →
H(A,−) : 1 3 6 10 8 5 2 0 → .
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321].

Z =




• ∗ • •
• • • •
∗ • ∗ ∗ ∗ ∗
∗ • • ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 10 10 10 10 10 →
H(Y,−) : 1 3 6 10 13 16 16 16 →
H(A,−) : 1 3 6 10 8 6 2 0 → .

325].

Z =




• • • •
• • • ∗ ∗
• • ∗ ∗ ∗
• ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 22 24 →
H(X,−) : 1 3 6 10 10 10 10 10 →
H(Y,−) : 1 3 6 10 14 14 14 14 →
H(A,−) : 1 3 6 10 9 5 2 0 → .

326].

Z =




• • • •
• ∗ ∗ ∗
• • • ∗ ∗ ∗
∗ ∗ ∗ • ∗ ∗
∗ ∗ • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 10 10 10 10 10 →
H(Y,−) : 1 3 6 10 14 16 16 16 →
H(A,−) : 1 3 6 10 9 6 2 0 → .

331].

Z =




• • • ∗
• • ∗ ∗
• • ∗ ∗ ∗ •
• ∗ ∗ ∗ ∗ •
∗ ∗ ∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 10 10 10 10 10 →
H(Y,−) : 1 3 6 10 15 16 16 16 →
H(A,−) : 1 3 6 10 10 6 2 0 → .

336].

Z =




∗ ∗ ∗ ∗
∗ ∗ ∗ •
∗ ∗ ∗ • • ∗
∗ ∗ • • • ∗
∗ • • • • •




H(Z,−) : 1 3 6 10 15 20 24 26 →
H(X,−) : 1 3 6 10 11 11 11 11 →
H(Y,−) : 1 3 6 10 15 15 15 15 →
H(A,−) : 1 3 6 10 11 6 2 0 → .

341].

Z =




∗ ∗ ∗
∗ ∗ ∗
∗ ∗ •
∗ ∗ • • ∗ ∗
∗ • • • • ∗
• • • • • ∗




H(Z,−) : 1 3 6 10 15 21 25 27 →
H(X,−) : 1 3 6 10 12 12 12 12 →
H(Y,−) : 1 3 6 10 15 15 15 15 →
H(A,−) : 1 3 6 10 12 6 2 0 → .

Points

We now show that all the h-vectors in Table 6.2 are also the h-vectors of a level
set of points in P3. This gives a positive answer (in this case) to our Question 6.1
as to whether every h-vector of an Artinian level algebra in codimension n is also
the h-vector of a level set of points in Pn.

In the body of the paper we have already given some examples for each of the
four methods we discussed.

Method 1. The higher dimensional “linked-sum” method.

From Example 6.8 we get that 36] is the h-vector of a level set of points in P3.
We can continue with Method 1, and the diagrams we used above, to also show
that: 5], 25], 26], 40], 41], 46], 71], 72], 87], 92], 93], 98], 113], 114], 119], 125], 175],
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201], 207], 227], 238], 239], 243], 249], 268], 269], 279], 314], 325] are the h-vectors
of level sets of points in P3.

Method 2. Liaison method.

From Example 6.10 we get 341]. From Remark 6.12, 2) we get 234], using this
method.

All the remaining examples we get will pretty much follow the same track as
outlined in Example 6.10 above.

94]. Let R = k[x0, x1, x2, x3] and consider 7 general points, Z1, in P3. The h-vector
or R/IZ1 is (1, 3, 3) and IZ1 has minimal free resolution

0→ R(−5)3 → R(−4)6 →
R(−2)3

⊕
R(−3)

→ IZ1 → 0.

Choose a complete intersection of type (2,3,6) inside IZ1 and call the ideal of the
complete intersection J1. This links the points Z1 to 29 points (Z2) in P3 for which
R/IZ2 has h-vector given by 94]. It remains to show that these 29 points are level.

As in Example 6.10, we have

0→ J1 → IZ1 → KZ2(−7)→ 0

and, following the procedure of Example 6.10, we get that a minimal free resolu-
tion of IZ2 is:

0→ R(−9)2 →
R(−5)
⊕

R(−7)6
→

R(−2)
⊕

R(−3)
⊕

R(−6)4

→ IZ2 → 0.

This resolution shows that Z2 is a level set of points.

99]. This is more complicated but uses the same ideas as above. We start with
1 point and perform general links of types (respectively): (1,3,3), (2,3,5), (2,4,5),
(2,4,6) and (2,5,6). We end up with a set of points Z with the appropriate h-vector
and with the (not necessarily minimal) free resolution:

0→ R(−9)2 →

R(−4)
⊕

R(−6)2

⊕
R(−7)5

→

R(−2)
⊕

R(−3)
⊕

R(−5)2

⊕
R(−6)3

→ IZ → 0

which shows that Z is a level set of points.

For the remaining examples we will just identify the links that can be made
and leave the details to the interested reader.

124]. Start with 2 points and perform general links of types (respectively): (1,3,3),
(2,3,3), (2,3,5) and (2,5,5).

203]. Start with 1 point and perform general links of types (respectively): (1,2,4),
(2,2,5) and (3,3,5).
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208]. Start with 1 point and perform general links of types (respectively): (1,3,3),
(2,3,5), (2,4,5), (3,4,5) and (3,5,5).

243]. Start with 2 points and perform general links of types (respectively): (1,3,3),
(2,3,3), (2,3,4), (2,4,4), (3,4,5) and (3,5,5).

295]. Start with 12 general points and perform general links of types (respectively):
(3,4,4) and (3,5,5).

320]. Start with 2 points and perform general links of types (respectively): (1,2,4),
(2,2,4), (3,3,4), (3,3,5), (4,4,5) and (4,4,6).

321]. Start with 3 collinear points and perform general links of types (respectively):
(1,2,4), (2,2,4), (3,3,4), (3,3,5), (4,4,5) and (4,4,6).

326]. Start with 9 general points on the twisted cubic and perform general links of
types (respectively): (3,3,4) and (4,4,4).

331]. Start with a complete intersection set of points of type (2,2,2) and perform
general links of types (respectively): (2,3,3), (3,3,4) and (4,4,4).

336]. Start with 7 general points and perform general links of types (respectively):
(2,3,3), (3,3,4) and (4,4,4).

Method 3. Unions

These are all obtained by using Lemma 6.13 and Corollary 6.14. We will
just indicate the method and leave the verifications to the interested reader.

120]. Use Lemma 6.13 starting with a set of 11 general points on a twisted cubic
in P3 (which is an arithmetically Gorenstein set of points since it has symmetric
h-vector and the points satisfy the Cayley-Bacharach property - see [15]) and then
apply the Lemma with d = 2, 3 = 5, f = 2.

130]. Start with an arithmetically Gorenstein set of points in P3 with h-vector
(1, 3, 5, 3, 1) and apply Lemma 6.13 with d = 2, e = 5, f = 2.

176]. Start with 14 general points on a twisted cubic in P3 (an arithmetically
Gorenstein set of points for the same reason as in 120]) and apply Lemma 6.13
with d = 3, e = 5, f = 1.

196]. Use Corollary 6.14 with a = b = 1, c = 5, d = 3, e = 4, f = 2.

197]. Start with 14 general points on an twisted cubic in P3 and apply Lemma 6.13
with d = 3 = 4, f = 1.

202]. Use Corollary 6.14 with a = b = 2, c = 4, d = 3, e = 5, f = 1.

232]. Use Corollary 6.14 with a = b = 1, c = 4, d = e = f = 3.

233]. Use Corollary 6.14 with a = b = 2, c = 4, d = e = 4, f = 1.

244]. Use Corollary 6.14 with a = b = c = 2, d = e = f = 3.

274]. Use Corollary 6.14 with a = 2, b = c = 3, c = e = 4, f = 1.

275]. Start with 11 general points on the twisted cubic in P3 and then apply
Lemma 6.13 with d = 3, e = 4, f = 2.

280]. Use Corollary 6.14 with a = b = 2, c = d = 3, e = 4, f = 2.

285]. Start with an arithmetically Gorenstein set of points in P3 with h-vector
(1, 3, 5, 3, 1) and then apply Lemma 6.13 with d = 3, e = 4. f = 2.
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290]. Start with an arithmetically Gorenstein set of points in P3 with h-vector
(1, 3, 6, 3, 1) and then apply Lemma 6.13 with d = 3, e = 4, f = 2.

Method 4. Points on Curves

The only case left to consider is 177], and this can be obtained by considering
30 general points on an arithmetically Cohen-Macaulay curve in P3 of degree 6 and
arithmetic genus 3.

The Weak Lefschetz Property
Each of the examples of a level algebra constructed above, using the Linked-

Sum Method, in fact already gives an Artinian algebra with the WLP. Indeed, each
of those examples gives a ring A which is a quotient of B = R/IX where A and B
satisfy the hypotheses of Proposition 5.15.



APPENDIX C

Socle Degree 5

Socle Degree 5 and Type 2

We begin by considering what can be the h-vector of a level sequence of type 2
(the Gorenstein case is well-known). In our paper, [23] we listed all the h-vectors
which can be the h-vector of a level sequence of type 2 and socle degree 5, and
promised to put our calculations in this appendix.

The following table lists all the 79 h-vectors of Artinian algebras of socle degree
5 which have last value 2. We start by eliminating from this list all the h-vectors
which cannot be the h-vector of a level algebra of type 2.

Table 5.2A
1] 1, 3, 2, 2, 2, 2 2] 1, 3, 3, 2, 2, 2 3] 1, 3, 3, 3, 2, 2
4] 1, 3, 3, 3, 3, 2 5] 1, 3, 3, 4, 2, 2 6] 1, 3, 3, 4, 3, 2
7] 1, 3, 3, 4, 4, 2 8] 1, 3, 3, 4, 5, 2 9] 1, 3, 4, 2, 2, 2

10] 1, 3, 4, 3, 2, 2 11] 1, 3, 4, 3, 3, 2 12] 1, 3, 4, 4, 2, 2
13] 1, 3, 4, 4, 3, 2 14] 1, 3, 4, 4, 4, 2 15] 1, 3, 4, 4, 5, 2
16] 1, 3, 4, 5, 2, 2 17] 1, 3, 4, 5, 3, 2 18] 1, 3, 4, 5, 4, 2
19] 1, 3, 4, 5, 5, 2 20] 1, 3, 4, 5, 6, 2 21] 1, 3, 5, 2, 2, 2
22] 1, 3, 5, 3, 2, 2 23] 1, 3, 5, 3, 3, 2 24] 1, 3, 5, 4, 2, 2
25] 1, 3, 5, 4, 3, 2 26] 1, 3, 5, 4, 4, 2 27] 1, 3, 5, 4, 5, 2
28] 1, 3, 5, 5, 2, 2 29] 1, 3, 5, 5, 3, 2 30] 1, 3, 5, 5, 4, 2
31] 1, 3, 5, 5, 5, 2 32] 1, 3, 5, 5, 6, 2 33] 1, 3, 5, 6, 2, 2
34] 1, 3, 5, 6, 3, 2 35] 1, 3, 5, 6, 4, 2 36] 1, 3, 5, 6, 5, 2
37] 1, 3, 5, 6, 6, 2 38] 1, 3, 5, 7, 2, 2 39] 1, 3, 5, 7, 3, 2
40] 1, 3, 5, 7, 4, 2 41] 1, 3, 5, 7, 5, 2 42] 1, 3, 5, 7, 6, 2
43] 1, 3, 6, 2, 2, 2 44] 1, 3, 6, 3, 2, 2 45] 1, 3, 6, 3, 3, 2
46] 1, 3, 6, 4, 2, 2 47] 1, 3, 6, 4, 3, 2 48] 1, 3, 6, 4, 4, 2
49] 1, 3, 6, 4, 5, 2 50] 1, 3, 6, 5, 2, 2 51] 1, 3, 6, 5, 3, 2
52] 1, 3, 6, 5, 4, 2 53] 1, 3, 6, 5, 5, 2 54] 1, 3, 6, 5, 6, 2
55] 1, 3, 6, 6, 2, 2 56] 1, 3, 6, 6, 3, 2 57] 1, 3, 6, 6, 4, 2
58] 1, 3, 6, 6, 5, 2 59] 1, 3, 6, 6, 6, 2 60] 1, 3, 6, 7, 2, 2
61] 1, 3, 6, 7, 3, 2 62] 1, 3, 6, 7, 4, 2 63] 1, 3, 6, 7, 5, 2
64] 1, 3, 6, 7, 6, 2 65] 1, 3, 6, 8, 2, 2 66] 1, 3, 6, 8, 3, 2
67] 1, 3, 6, 8, 4, 2 68] 1, 3, 6, 8, 5, 2 69] 1, 3, 6, 8, 6, 2
70] 1, 3, 6, 9, 2, 2 71] 1, 3, 6, 9, 3, 2 72] 1, 3, 6, 9, 4, 2
73] 1, 3, 6, 9, 5, 2 74] 1, 3, 6, 9, 6, 2 75] 1, 3, 6, 10, 2, 2
76] 1, 3, 6, 10, 3, 2 77] 1, 3, 6, 10, 4, 2 78] 1, 3, 6, 10, 5, 2
79] 1, 3, 6, 10, 6, 2

89
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Non-existence

Eliminated by Remark 2.12, b). (1,3, ...,2,2): 1], 2], 3], 5], 9], 10], 12],
16], 21], 22], 24], 28], 33], 38], 43], 44], 46], 50], 55], 60], 65], 70], 75].

(1,3, . . . ,8,4,2), (1,3, . . . ,9,4,2), (1,3, . . . ,10,4,2), (1,3, . . . ,10,5,2): 67], 72],
77], 78].

(1,3,6,4,3,2): 47].

Eliminated by Example 2.13. 17], 29], 51].

Eliminated by Corollary 3.5. 6], 7], 8], 15], 27], 32], 49], 54].
Eliminated by Proposition 3.8.
Part b): for d = 3: 11], 23], 45].
Part c): for d = 3: 26], 48].

Eliminated by Proposition 3.9. 34], 39], 56], 61], 66], 71], 76].

Eliminated by Example 5.7. 52] .

Eliminated by Example 3.11. In this case, we mean by the same argument as
in Example 3.11. 53].

Eliminated by Corollary 2.11.. 25], 40].

Not level, but not by using any of our theorems. 20] (see also Example 7.3
and [[14], Proposition 2.7]).

Existence

We now turn to the existence question. We show that the remaining 23 h-
vectors are all the h-vectors of an Artinian level algebra of socle degree 5 and type
2. Those 23 h-vectors are:

Table 5.2
4] 1, 3, 3, 3, 3, 2 13] 1, 3, 4, 4, 3, 2 14] 1, 3, 4, 4, 4, 2

18] 1, 3, 4, 5, 4, 2 19] 1, 3, 4, 5, 5, 2 30] 1, 3, 5, 5, 4, 2
31] 1, 3, 5, 5, 5, 2 35] 1, 3, 5, 6, 4, 2 36] 1, 3, 5, 6, 5, 2
37] 1, 3, 5, 6, 6, 2 41] 1, 3, 5, 7, 5, 2 42] 1, 3, 5, 7, 6, 2
57] 1, 3, 6, 6, 4, 2 58] 1, 3, 6, 6, 5, 2 59] 1, 3, 6, 6, 6, 2
62] 1, 3, 6, 7, 4, 2 63] 1, 3, 6, 7, 5, 2 64] 1, 3, 6, 7, 6, 2
68] 1, 3, 6, 8, 5, 2 69] 1, 3, 6, 8, 6, 2 73] 1, 3, 6, 9, 5, 2
74] 1, 3, 6, 9, 6, 2 79] 1, 3, 6, 10, 6, 2

Link-Sum Construction. We can use the Linked-Sum Method to construct
Artinian level algebras of socle degree and type 2 with each of the above h-vectors.
It is clear, from Proposition 5.15, that each example also satisfies the WLP. We
now do that: in all cases, let X be the set of all •’s in Z and Y be the set of all ∗’s
in Z. The ring A = R/(IX + IY) is the level algebra with the desired h-vector



C. SOCLE DEGREE 5 91

4]. Z =




∗ •
• ∗ •
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 3 3 3 3 3 →
H(Y,−) : 1 3 6 9 12 14 14 →
H(A,−) : 1 3 3 3 3 2 0 → .

13]. Z =




∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ •
∗ ∗ •
∗ • •




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 4 4 4 4 4 →
H(Y,−) : 1 3 6 9 11 13 13 →
H(A,−) : 1 3 4 4 3 2 0 → .

14]. Z =




∗ •
• ∗ •
∗ • ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 4 4 4 4 4 →
H(Y,−) : 1 3 6 9 12 13 13 →
H(A,−) : 1 3 4 4 4 2 0 → .

18]. Z =




• •
• ∗ ∗
• ∗ ∗
• ∗ ∗
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 4 5 5 5 5 →
H(Y,−) : 1 3 6 9 11 12 12 →
H(A,−) : 1 3 4 5 4 2 0 → .

19]. Z =




∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ •
• • • •




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 4 5 5 5 5 →
H(Y,−) : 1 3 6 10 14 15 15 →
H(A,−) : 1 3 4 5 5 2 0 → .

30]. Z =




• ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ •
∗ ∗ •
• ∗ •




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 5 5 5 5 5 →
H(Y,−) : 1 3 6 9 11 12 12 →
H(A,−) : 1 3 5 5 4 2 0 → .

31]. Z =




• •
• • ∗
• ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 5 5 5 5 5 →
H(Y,−) : 1 3 6 9 12 12 12 →
H(A,−) : 1 3 5 5 5 2 0 → .
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35]. Z =




∗ ∗
∗ ∗ ∗
• ∗ ∗
• ∗ ∗
• ∗ •
• ∗ •




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 5 6 6 6 6 →
H(Y,−) : 1 3 6 9 10 11 11 →
H(A,−) : 1 3 5 6 4 2 0 → .

36]. Z =




∗ ∗
∗ ∗ ∗
• ∗ ∗
• ∗ ∗
• • ∗
• • ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 5 6 6 6 6 →
H(Y,−) : 1 3 6 9 11 11 11 →
H(A,−) : 1 3 5 6 5 2 0 → .

37]. Z =




∗ • ∗
∗ ∗ ∗
• ∗ ∗ ∗ ∗
• • ∗ ∗ ∗
• • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 19 21 →
H(X,−) : 1 3 5 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 15 15 →
H(A,−) : 1 3 5 6 6 2 0 → .

41]. Z =




∗ ∗
∗ ∗ ∗
• ∗ ∗
• • ∗
• • ∗
• • ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 5 7 7 7 7 →
H(Y,−) : 1 3 6 9 10 10 10 →
H(A,−) : 1 3 5 7 5 2 0 → .

42]. Z =




∗ ∗
• ∗
∗ • ∗ ∗
∗ • • ∗
∗ ∗ • •
∗ ∗ ∗ •




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 5 7 7 7 7 →
H(Y,−) : 1 3 6 10 13 13 13 →
H(A,−) : 1 3 5 7 6 2 0 → .

57]. Z =




∗
∗
∗ ∗ ∗
• ∗ •
∗ • •
∗ ∗ •
∗ • ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 6 6 6 6 6 →
H(Y,−) : 1 3 6 9 10 11 11 →
H(A,−) : 1 3 6 6 4 2 0 → .

58]. Z =




• •
• • •
• ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 6 6 6 6 6 →
H(Y,−) : 1 3 6 9 11 11 11 →
H(A,−) : 1 3 6 6 5 2 0 → .
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59]. Z =




∗ • •
∗ ∗ •
∗ ∗ ∗ • •
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ •




H(Z,−) : 1 3 6 10 15 19 21 →
H(X,−) : 1 3 6 6 6 6 6 →
H(Y,−) : 1 3 6 10 15 15 15 →
H(A,−) : 1 3 6 6 6 2 0 → .

62]. Z =




∗
∗
∗
• ∗ ∗ ∗
∗ ∗ • •
∗ • • ∗
∗ • • ∗




H(Z,−) : 1 3 6 10 14 17 19 →
H(X,−) : 1 3 6 7 7 7 7 →
H(Y,−) : 1 3 6 10 11 12 12 →
H(A,−) : 1 3 6 7 4 2 0 → .

63]. Z =




∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ •
• • •
• • •




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 6 7 7 7 7 →
H(Y,−) : 1 3 6 9 10 10 10 →
H(A,−) : 1 3 6 7 5 2 0 → .

64]. Z =




∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ • ∗ •
∗ • ∗ •
• • ∗ •




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 6 7 7 7 7 →
H(Y,−) : 1 3 6 10 13 13 13 →
H(A,−) : 1 3 6 7 6 2 0 → .

68]. Z =




• •
• • •
• • ∗
• ∗ ∗
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 6 8 8 8 8 →
H(Y,−) : 1 3 6 9 9 9 9 →
H(A,−) : 1 3 6 8 5 2 0 → .

69]. Z =




• •
• •
• • • ∗
• ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 6 8 8 8 8 →
H(Y,−) : 1 3 6 10 12 12 12 →
H(A,−) : 1 3 6 8 6 2 0 → .

73]. Z =




• • •
• • • ∗
• • ∗ ∗
• ∗ ∗ ∗
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 17 19 →
H(X,−) : 1 3 6 9 9 9 9 →
H(Y,−) : 1 3 6 10 10 10 10 →
H(A,−) : 1 3 6 9 5 2 0 → .
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74]. Z =




• •
• •
∗ ∗ • •
∗ ∗ • •
∗ ∗ ∗ •
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 6 9 9 9 9 →
H(Y,−) : 1 3 6 10 11 11 11 →
H(A,−) : 1 3 6 9 6 2 0 → .

79]. Z =




• •
• •
∗ • • •
∗ ∗ ∗ •
∗ ∗ • •
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 6 10 10 10 10 →
H(Y,−) : 1 3 6 10 10 10 10 →
H(A,−) : 1 3 6 10 6 2 0 → .

Points

We now show that all the h-vectors in Table 5.2 are also the h-vectors of a level
set of points in P3. This gives a positive answer (in this case) to our Question 6.1
as to whether every h-vector of an Artinian level algebra in codimension n is also
the h-vector of a level set of points in Pn.
Method 1. The higher dimensional “linked-sum” method.

We can use Example 6.8 and the examples we made above to get that the
following are the h-vectors of level sets of points in P3: 13], 18], 19], 31], 58], 63],
68], 69], 73].

We can also use Example 6.8 with the following examples. This will give us
points for 30], 42], 57], and 62].

30]. Z =




• •
• • •
• • ∗
• • ∗
∗ • ∗
∗ • ∗




H(Z,−) : 1 3 6 9 12 15 17 →
H(X,−) : 1 3 6 8 10 11 11 →
H(Y,−) : 1 3 5 6 6 6 6 →
H(A,−) : 1 3 5 5 4 2 0 → .

42]. Z =




• •
• •
• • • •
• • • •
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 6 10 12 12 12 →
H(Y,−) : 1 3 5 7 8 8 8 →
H(A,−) : 1 3 5 7 6 2 0 → .

57]. Z =




• •
• •
• • • ∗
• • ∗ ∗
• • ∗ ∗
• ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 18 20 →
H(X,−) : 1 3 6 8 10 12 12 →
H(Y,−) : 1 3 6 8 8 8 8 →
H(A,−) : 1 3 6 6 4 2 0 → .
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62]. Z =




•
•
•
• • • ∗
• • ∗ ∗
• • ∗ ∗
∗ ∗ ∗ ∗




H(Z,−) : 1 3 6 10 14 17 19 →
H(X,−) : 1 3 6 8 9 10 10 →
H(Y,−) : 1 3 6 9 9 9 9 →
H(A,−) : 1 3 6 7 4 2 0 → .

Method 2. Liaison method
Using this method we can construct points in P3 for 35], 36], 37], 41], 64], 74],

and 79]. The procedure mostly follows that of Example 6.10, although some of
the constructions are surprisingly complicated. We indicate, for each example, the
procedure we followed.

35]. To obtain this h-vector for points in P3 one can start with three collinear points
and link using a general complete intersection of type (2, 3, 4).

36]. To obtain this h-vector for points in P3 one can start with a set of two points
and link using a general complete intersection of type (2, 3, 4).
37]. To obtain this h-vector for points in P3 one can start with 7 general points
and link using a general complete intersection of type (2, 3, 5).

41]. To obtain this h-vector for points in P3 one can start with a set, Z, of two points
and link using a general arithmetically Gorenstein set of points, G with h-vector
(1, 3, 5, 7, 5, 3, 1) containing Z. (Actually one would first choose G and then take
two points of G to give Z.) Note that the minimal generators of IZ have degrees
1, 1, 2, those of IG have degrees 2, 4, 4, 4, 4 and that the generator of degree 2 splits
off with the generator of IZ of degree 2 in the mapping cone. (If it did not then
the generator of IG of degree 2 would be a linear combination of the two generators
of IZ of degree 1, and hence the quadric surface containing G would contain the
line spanned by the two points of Z. But without loss of generality we can choose
Z ⊂ G to be two points whose span does not lie on this surface.

64]. To achieve this for points in P3, start with one point and apply a sequence of
complete intersection links, chosen generally, of the following types (in this order):
(1, 2, 3), (2, 2, 4), (2, 3, 4), (3, 4, 4), (3, 4, 5).

74]. To achieve this for points in P3, start with a set of two points and apply a
sequence of general complete intersection links of the following types (in this order):
(2, 2, 2), (2, 3, 3), (3, 3, 3), (3, 3, 4), (3, 4, 4).

79]. To achieve this for points in P3 is more complicated. We proceed in several
steps.

(a) It is easy to see that this h-vector can be obtained (numerically) as the
residual to the h-vector (1, 3, 4, 4) inside a Gorenstein h-vector (1, 3, 6, 10,
10, 6, 3, 1). The difficult part is to show that there exist sets of points Z ⊂ G
with G arithmetically Gorenstein, having these h-vectors.

(b) A general arithmetically Gorenstein G with the h-vector given in (a) has
generators of degree 4, 4, 4, 4, 4, 5, 5, 5, 5. We have to show that such a G
exists, containing Z. Furthermore, the four quartic generators of IZ have to
all be split off in the mapping cone. This guarantees that the residual will
be level, and liaison gives the right Hilbert function.
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(c) Rather than give a long argument for the existence of such a G, we produced
it on the computer program Macaulay [2]. First, choosing Z is straightfor-
ward: one simply starts with 8 general points, finds a complete intersection
curve C of type (2, 2) containing them, and adds a hyperplane section of C.
This gives 12 points that are “general enough”.

(d) To produce G containing Z, we used the method of taking sections of
Buchsbaum-Rim sheaves [58], [57] (see in particular [[58], Section 5.1] and
[[57], Section 6]. We start with a sufficiently general matrix of homogeneous
polynomials with degree matrix

1 1 1 1 2 2
1 1 1 1 2 2
1 1 1 1 2 2




This defines a map

OP3(−1)4 ⊕OP3(−2)2 → O3
P3 ,

whose kernel, B, is the Buchsbaum-Rim sheaf that we will use. Then a
general section of B ⊗ IZ(6) gives the arithmetically Gorenstein zeroscheme
G that contains Z and has the desired Hilbert function.

Method 4. Points on Curves
With this method we can construct the remaining three cases 4], 14], and 59].

4]. As points in P3, this can be realized by a set of 15 points on a twisted cubic
curve.

14]. As points in P3, this can be realized as a set of 18 points on a complete
intersection curve of type (2, 2).

59]. This is realized as points in P3 by taking 24 general points on a smooth
arithmetically Cohen-Macaulay curve of degree 6 and genus 3.

Socle Degree 5 and Type 3

After one eliminates a few trivial cases one is left with a list of 73 tuples which
could possibly be the h-vector of an Artinian level algebra of socle degree 5 and
type 3. They are in the list below.

Table 5.3A
1] 1, 3, 3, 3, 3, 3 2] 1, 3, 3, 4, 3, 3 3] 1, 3, 3, 4, 4, 3
4] 1, 3, 3, 4, 5, 3 5] 1, 3, 4, 3, 3, 3 6] 1, 3, 4, 4, 3, 3
7] 1, 3, 4, 4, 4, 3 8] 1, 3, 4, 4, 5, 3 9] 1, 3, 4, 5, 3, 3

10] 1, 3, 4, 5, 4, 3 11] 1, 3, 4, 5, 5, 3 12] 1, 3, 4, 5, 6, 3
13] 1, 3, 5, 3, 3, 3 14] 1, 3, 5, 4, 3, 3 15] 1, 3, 5, 4, 4, 3
16] 1, 3, 5, 4, 5, 3 17] 1, 3, 5, 5, 3, 3 18] 1, 3, 5, 5, 4, 3
19] 1, 3, 5, 5, 5, 3 20] 1, 3, 5, 5, 6, 3 21] 1, 3, 5, 6, 3, 3
22] 1, 3, 5, 6, 4, 3 23] 1, 3, 5, 6, 5, 3 24] 1, 3, 5, 6, 6, 3
25] 1, 3, 5, 6, 7, 3 26] 1, 3, 5, 7, 3, 3 27] 1, 3, 5, 7, 4, 3
28] 1, 3, 5, 7, 5, 3 29] 1, 3, 5, 7, 6, 3 30] 1, 3, 5, 7, 7, 3
31] 1, 3, 5, 7, 8, 3 32] 1, 3, 5, 7, 9, 3 33] 1, 3, 6, 3, 3, 3
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34] 1, 3, 6, 4, 3, 3 35] 1, 3, 6, 4, 4, 3 36] 1, 3, 6, 4, 5, 3
37] 1, 3, 6, 5, 3, 3 38] 1, 3, 6, 5, 4, 3 39] 1, 3, 6, 5, 5, 3
40] 1, 3, 6, 5, 6, 3 41] 1, 3, 6, 6, 3, 3 42] 1, 3, 6, 6, 4, 3
43] 1, 3, 6, 6, 5, 3 44] 1, 3, 6, 6, 6, 3 45] 1, 3, 6, 6, 7, 3
46] 1, 3, 6, 7, 3, 3 47] 1, 3, 6, 7, 4, 3 48] 1, 3, 6, 7, 5, 3
49] 1, 3, 6, 7, 6, 3 50] 1, 3, 6, 7, 7, 3 51] 1, 3, 6, 7, 8, 3
52] 1, 3, 6, 7, 9, 3 53] 1, 3, 6, 8, 3, 3 54] 1, 3, 6, 8, 4, 3
55] 1, 3, 6, 8, 5, 3 56] 1, 3, 6, 8, 6, 3 57] 1, 3, 6, 8, 7, 3
58] 1, 3, 6, 8, 8, 3 59] 1, 3, 6, 8, 9, 3 60] 1, 3, 6, 9, 3, 3
61] 1, 3, 6, 9, 4, 3 62] 1, 3, 6, 9, 5, 3 63] 1, 3, 6, 9, 6, 3
64] 1, 3, 6, 9, 7, 3 65] 1, 3, 6, 9, 8, 3 66] 1, 3, 6, 9, 9, 3
67] 1, 3, 6, 10, 3, 3 68] 1, 3, 6, 10, 4, 3 69] 1, 3, 6, 10, 5, 3
70] 1, 3, 6, 10, 6, 3 71] 1, 3, 6, 10, 7, 3 72] 1, 3, 6, 10, 8, 3
73] 1, 3, 6, 10, 9, 3

Non-existence

We first eliminate all sequences we know cannot be the h-vector of a level
algebra.

Eliminated by Example 2.13. Using the same sort of reasoning we can eliminate
anything of type

(1, 3, . . . ,≥ 8, 4, 3), (1, 3, . . . ,≥ 10, 5, 3).

(1,3, ...,≥ 8,4,3) : 54], 61], 68].

(1,3, . . . ,≥ 10,5,3) : 69].

Eliminated by Corollary 2.11. This corollary easily eliminates 5], 27], 33], 36],
and 39].

Eliminated by Corollary 3.5. 2], 3], 4], 6], 8], 9], 14], 16], 17], 20], 21], 26], 34],
37], 40], 41], 46], 52], 53], 60], 67].

Eliminated by Proposition 3.8. Part c): for d = 3: 15], 35].

Eliminated by Proposition 3.9. 13].

Not cancelable, but not covered by our theorems. 45], 47].

Eliminated by an argument completely analogous to that of Example 3.11.
22], 42], 62].

Eliminated by Example 3.13. 38].

Existence

All the rest of the h-vectors are the h-vector of a level Artinian algebra with
the WLP. There are 34 of them and they are:
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Table 5.3
1] 1, 3, 3, 3, 3, 3 7] 1, 3, 4, 4, 4, 3 10] 1, 3, 4, 5, 4, 3

11] 1, 3, 4, 5, 5, 3 12] 1, 3, 4, 5, 6, 3 18] 1, 3, 5, 5, 4, 3
19] 1, 3, 5, 5, 5, 3 23] 1, 3, 5, 6, 5, 3 24] 1, 3, 5, 6, 6, 3
25] 1, 3, 5, 6, 7, 3 28] 1, 3, 5, 7, 5, 3 29] 1, 3, 5, 7, 6, 3
30] 1, 3, 5, 7, 7, 3 31] 1, 3, 5, 7, 8, 3 32] 1, 3, 5, 7, 9, 3
43] 1, 3, 6, 6, 5, 3 44] 1, 3, 6, 6, 6, 3 48] 1, 3, 6, 7, 5, 3
49] 1, 3, 6, 7, 6, 3 50] 1, 3, 6, 7, 7, 3 51] 1, 3, 6, 7, 8, 3
55] 1, 3, 6, 8, 5, 3 56] 1, 3, 6, 8, 6, 3 57] 1, 3, 6, 8, 7, 3
58] 1, 3, 6, 8, 8, 3 59] 1, 3, 6, 8, 9, 3 63] 1, 3, 6, 9, 6, 3
64] 1, 3, 6, 9, 7, 3 65] 1, 3, 6, 9, 8, 3 66] 1, 3, 6, 9, 9, 3
70] 1, 3, 6, 10, 6, 3 71] 1, 3, 6, 10, 7, 3 72] 1, 3, 6, 10, 8, 3
73] 1, 3, 6, 10, 9, 3

We first take advantage of what we already know in socle degree 6.

Using Theorem 2.2, i) we get 1], 7], and 10] from, respectively, 5], 25] and
36] in socle degree 6. Thus, these h-vectors are also the h-vectors of level sets of
points in P3 and of Artinian level algebras with the WLP.

We can also apply Proposition 5.16 to show that 19], 23], 28], 44], 49] and
63] are the h-vectors of level sets of points in P3 and of Artinian level algebras with
the WLP.

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.2 for the following: 18] from 13], 24] from 19], 48] from 57], 50] from
59], 55] from 62], 56] from 41], 57] from 42], 64] from 69], 70] from 73], 71] from 74].

We will now use the Linked-Sum method to show that all the remaining h-
vectors arise as the h-vector of a level algebra. By applying Proposition 5.15 we
see that all the constructed examples also have the WLP. (We continue with the
notation employed above.)

11]. Z =




•
∗ •
∗ • •
∗ • •
• • •
∗ • ∗
• • •




H(Z,−) : 1 3 6 9 12 15 18 →
H(X,−) : 1 3 6 9 12 13 13 →
H(Y,−) : 1 3 4 5 5 5 5 →
H(A,−) : 1 3 4 5 5 3 0 → .

12]. Z =




∗
∗
∗ • •
∗ • • •
• • • •
∗ • • ∗
• • • •




H(Z,−) : 1 3 6 10 14 18 21 →
H(X,−) : 1 3 6 10 14 15 15 →
H(Y,−) : 1 3 4 5 6 6 6 →
H(A,−) : 1 3 4 5 6 3 0 → .
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25]. Z =




•
∗
• • •
∗ • ∗ •
∗ • • •
∗ ∗ • •
∗ • • •




H(Z,−) : 1 3 6 10 14 18 21 →
H(X,−) : 1 3 6 10 14 14 14 →
H(Y,−) : 1 3 5 6 7 7 7 →
H(A,−) : 1 3 5 6 7 3 0 → .

29]. Z =




∗
∗
• • •
• • • ∗
∗ • • •
∗ • • ∗
• • • ∗




H(Z,−) : 1 3 6 10 14 18 21 →
H(X,−) : 1 3 6 10 13 14 14 →
H(Y,−) : 1 3 5 7 7 7 7 →
H(A,−) : 1 3 5 7 6 3 0 → .

30]. Z =




∗
•
∗ ∗ •
• • • •
∗ ∗ • •
• • • •
∗ ∗ • •




H(Z,−) : 1 3 6 10 14 18 21 →
H(X,−) : 1 3 6 10 14 14 14 →
H(Y,−) : 1 3 5 7 7 7 7 →
H(A,−) : 1 3 5 7 7 3 0 → .

31]. Z =




•
•
• ∗ ∗
∗ • •
∗ • • • ∗
• • • • ∗
• • ∗ ∗ •




H(Z,−) : 1 3 6 10 15 20 23 →
H(X,−) : 1 3 6 10 15 15 15 →
H(Y,−) : 1 3 5 7 8 8 8 →
H(A,−) : 1 3 5 7 8 3 0 → .

32]. Z =




∗ ∗
• ∗
• ∗ ∗ •
• • • ∗
• ∗ • • ∗ •
• ∗ • • • •




H(Z,−) : 1 3 6 10 15 21 24 →
H(X,−) : 1 3 6 10 15 15 15 →
H(Y,−) : 1 3 5 7 9 9 9 →
H(A,−) : 1 3 5 7 9 3 0 → .

43]. Z =




•
•
• ∗ •
• • ∗ •
• • ∗ •
∗ ∗ • ∗
• • • •




H(Z,−) : 1 3 6 10 14 18 21 →
H(X,−) : 1 3 6 10 13 15 15 →
H(Y,−) : 1 3 6 6 6 6 6 →
H(A,−) : 1 3 6 6 5 3 0 → .
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51]. Z =




•
∗
∗ • •
• ∗ •
• • ∗ • ∗
• • ∗ ∗ •
• • • • ∗




H(Z,−) : 1 3 6 10 15 20 23 →
H(X,−) : 1 3 6 10 15 15 15 →
H(Y,−) : 1 3 6 7 8 8 8 →
H(A,−) : 1 3 6 7 8 3 0 → .

58]. Z =




∗
∗
• • •
• • •
• ∗ • • ∗
• ∗ ∗ ∗ •
• ∗ • • •




H(Z,−) : 1 3 6 10 15 20 23 →
H(X,−) : 1 3 6 10 15 15 15 →
H(Y,−) : 1 3 6 8 8 8 8 →
H(A,−) : 1 3 6 8 8 3 0 → .

59]. Z =




• ∗
• ∗
• • • •
∗ • • •
∗ ∗ ∗ • ∗ ∗
• • • ∗ • •




H(Z,−) : 1 3 6 10 15 21 24 →
H(X,−) : 1 3 6 10 15 15 15 →
H(Y,−) : 1 3 6 8 9 9 9 →
H(A,−) : 1 3 6 8 9 3 0 → .

65]. Z =




• ∗
∗ •
• ∗ • ∗
• • • ∗
∗ • • • • ∗
∗ ∗ • • • •




H(Z,−) : 1 3 6 10 15 21 24 →
H(X,−) : 1 3 6 10 14 15 15 →
H(Y,−) : 1 3 6 9 9 9 9 →
H(A,−) : 1 3 6 9 8 3 0 → .

66]. Z =




• •
∗ ∗
∗ ∗ • ∗
• • • •
• • • • • ∗
∗ • ∗ • • ∗




H(Z,−) : 1 3 6 10 15 21 24 →
H(X,−) : 1 3 6 10 15 15 15 →
H(Y,−) : 1 3 6 9 9 9 9 →
H(A,−) : 1 3 6 9 9 3 0 → .

72]. Z =




∗
•
• ∗ ∗
• ∗ •
∗ • • ∗ •
∗ ∗ ∗ • •
• • ∗ • •




H(Z,−) : 1 3 6 10 15 20 23 →
H(X,−) : 1 3 6 10 13 13 13 →
H(Y,−) : 1 3 6 10 10 10 10 →
H(A,−) : 1 3 6 10 8 3 0 → .
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73]. Z =




• •
∗ ∗
• • ∗ •
∗ ∗ • ∗
• ∗ ∗ • • •
∗ • • ∗ • •




H(Z,−) : 1 3 6 10 15 21 24 →
H(X,−) : 1 3 6 10 14 14 14 →
H(Y,−) : 1 3 6 10 10 10 10 →
H(A,−) : 1 3 6 10 9 3 0 → .

Socle Degree 5 and Type 4
After one eliminates a few trivial cases one is left with a list of 62 tuples which

could possibly be the h-vector of an Artinian level algebra of socle degree 5 and
type 4. They are in the list below.

Table 5.4A
1] 1, 3, 3, 4, 4, 4 2] 1, 3, 3, 4, 5, 4 3] 1, 3, 4, 4, 4, 4
4] 1, 3, 4, 4, 5, 4 5] 1, 3, 4, 5, 4, 4 6] 1, 3, 4, 5, 5, 4
7] 1, 3, 4, 5, 6, 4 8] 1, 3, 5, 4, 4, 4 9] 1, 3, 5, 4, 5, 4

10] 1, 3, 5, 5, 4, 4 11] 1, 3, 5, 5, 5, 4 12] 1, 3, 5, 5, 6, 4
13] 1, 3, 5, 6, 4, 4 14] 1, 3, 5, 6, 5, 4 15] 1, 3, 5, 6, 6, 4
16] 1, 3, 5, 6, 7, 4 17] 1, 3, 5, 7, 4, 4 18] 1, 3, 5, 7, 5, 4
19] 1, 3, 5, 7, 6, 4 20] 1, 3, 5, 7, 7, 4 21] 1, 3, 5, 7, 8, 4
22] 1, 3, 5, 7, 9, 4 23] 1, 3, 6, 4, 4, 4 24] 1, 3, 6, 4, 5, 4
25] 1, 3, 6, 5, 4, 4 26] 1, 3, 6, 5, 5, 4 27] 1, 3, 6, 5, 6, 4
28] 1, 3, 6, 6, 4, 4 29] 1, 3, 6, 6, 5, 4 30] 1, 3, 6, 6, 6, 4
31] 1, 3, 6, 6, 7, 4 32] 1, 3, 6, 7, 4, 4 33] 1, 3, 6, 7, 5, 4
34] 1, 3, 6, 7, 6, 4 35] 1, 3, 6, 7, 7, 4 36] 1, 3, 6, 7, 8, 4
37] 1, 3, 6, 7, 9, 4 38] 1, 3, 6, 8, 4, 4 39] 1, 3, 6, 8, 5, 4
40] 1, 3, 6, 8, 6, 4 41] 1, 3, 6, 8, 7, 4 42] 1, 3, 6, 8, 8, 4
43] 1, 3, 6, 8, 9, 4 44] 1, 3, 6, 8, 10, 4 45] 1, 3, 6, 9, 4, 4
46] 1, 3, 6, 9, 5, 4 47] 1, 3, 6, 9, 6, 4 48] 1, 3, 6, 9, 7, 4
49] 1, 3, 6, 9, 8, 4 50] 1, 3, 6, 9, 9, 4 51] 1, 3, 6, 9, 10, 4
52] 1, 3, 6, 9, 11, 4 53] 1, 3, 6, 9, 12, 4 54] 1, 3, 6, 10, 4, 4
55] 1, 3, 6, 10, 5, 4 56] 1, 3, 6, 10, 6, 4 57] 1, 3, 6, 10, 7, 4
58] 1, 3, 6, 10, 8, 4 59] 1, 3, 6, 10, 9, 4 60] 1, 3, 6, 10, 10, 4
61] 1, 3, 6, 10, 11, 4 62] 1, 3, 6, 10, 12, 4

Non-existence

Eliminate by Corollary 3.5. 1], 2], 4], 9], 12], 24], 27], and 37].

Eliminated by Proposition 3.8.
Part b): for h4 = 4 = h5 and h3 > 4: 5], 10], 13], 17], 25], 28], 32], 38], 45], and 54].
Part c): for h3 = h4 = 4 and h2 > 4: 8] and 23].

By arguments very similar to those of Example 3.11, we can eliminate
18], 26], 33], and 56].

The following are not cancelable, but this is not a consequence of any of
our theorems 31], 39], 46], and 55].
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Existence

This leaves the following 34 possibilities.

Table 5.4
3] 1, 3, 4, 4, 4, 4 6] 1, 3, 4, 5, 5, 4 7] 1, 3, 4, 5, 6, 4

11] 1, 3, 5, 5, 5, 4 14] 1, 3, 5, 6, 5, 4 15] 1, 3, 5, 6, 6, 4
16] 1, 3, 5, 6, 7, 4 19] 1, 3, 5, 7, 6, 4 20] 1, 3, 5, 7, 7, 4
21] 1, 3, 5, 7, 8, 4 22] 1, 3, 5, 7, 9, 4 29] 1, 3, 6, 6, 5, 4
30] 1, 3, 6, 6, 6, 4 34] 1, 3, 6, 7, 6, 4 35] 1, 3, 6, 7, 7, 4
36] 1, 3, 6, 7, 8, 4 40] 1, 3, 6, 8, 6, 4 41] 1, 3, 6, 8, 7, 4
42] 1, 3, 6, 8, 8, 4 43] 1, 3, 6, 8, 9, 4 44] 1, 3, 6, 8, 10, 4
47] 1, 3, 6, 9, 6, 4 48] 1, 3, 6, 9, 7, 4 49] 1, 3, 6, 9, 8, 4
50] 1, 3, 6, 9, 9, 4 51] 1, 3, 6, 9, 10, 4 52] 1, 3, 6, 9, 11, 4
53] 1, 3, 6, 9, 12, 4 57] 1, 3, 6, 10, 7, 4 58] 1, 3, 6, 10, 8, 4
59] 1, 3, 6, 10, 9, 4 60] 1, 3, 6, 10, 10, 4 61] 1, 3, 6, 10, 11, 4
62] 1, 3, 6, 10, 12, 4

The following come from examples we made for socle degree 6 and type 2 (by
truncation) and so are also the h-vectors of Artinian level algebras with the WLP:
3], 6], 11], 14], 15], 19], 30], 34], 35], 40], 41], 48], and 57].

We can apply Proposition 5.24 to get level Artinian algebras with the WLP from
Table 5.3 for the following: 16] from 12], 29] from 18], 36] from 25], 42] from 50],
43] from 51], 44] from 32], 47] from 55], 49] from 57], 50] from 58], 51] from 59], 58]
from 64], 59] from 65], 60] from 66].

52]. We get a level Artinian algebra with the WLP from Example 6.18.

The following can be constructed with the linked-sum method. All those con-
structed with the linked-sum method can also be seen (via Proposition 5.15) to
satisfy the WLP. (The notation for the linked-sum constructions is as above.)

7].

Z =




∗
∗ •
∗ • •
• • • •
∗ • ∗ •
∗ • • •
• • • •




H(Z,−) : 1 3 6 10 14 18 22 →
H(X,−) : 1 3 6 10 14 16 16 →
H(Y,−) : 1 3 4 5 6 6 6 →
H(A,−) : 1 3 4 5 6 4 0 → .

20].

Z =




•
∗ ∗
∗ ∗ •
• • • •
∗ • • •
∗ ∗ • •
• • • •




H(Z,−) : 1 3 6 10 14 18 22 →
H(X,−) : 1 3 6 10 14 15 15 →
H(Y,−) : 1 3 5 7 7 7 7 →
H(A,−) : 1 3 5 7 7 4 0 → .
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21].

Z =




•
∗ •
∗ • •
• ∗ ∗ ∗
∗ • • •
∗ • • •
∗ • • •




H(Z,−) : 1 3 6 10 14 18 22 →
H(X,−) : 1 3 6 10 14 14 14 →
H(Y,−) : 1 3 5 7 8 8 8 →
H(A,−) : 1 3 5 7 8 4 0 → .

22].

Z =




• ∗
∗ ∗
• ∗ • •
• ∗ ∗ •
• ∗ • ∗ • •
• • • • ∗ • •




H(Z,−) : 1 3 6 10 15 21 25 →
H(X,−) : 1 3 6 10 15 16 16 →
H(Y,−) : 1 3 5 7 9 9 9 →
H(A,−) : 1 3 5 7 9 4 0 → .

The cases still remaining are 53], 61], and 62]. None of these can be constructed
using the linked-sum method (see Remark 5.32). We use some results of Iarrobino
[43] to construct 62] and 61].

53]. This is the h-vector of 35 general points on a smooth cubic surface in P3.

61]. This can be constructed using an Inverse System generated by the following 4
forms of degree 5:

F1 =
∑3

i=1 L
5
i F2 =

∑3
i=1M

5
i F3 =

∑3
i=1N

5
i F4 = H5

1 +H5
2

where the Li, Mi, Ni and Hi are generic linear forms.

62]. This can be constructed using the Inverse System generated by 4 generic forms
of degree 5. This is a compressed level algebra.

It remains to find level examples with the WLP for 53], 61] and 62].

53]. One shows that the 35 points on a smooth cubic surface (mentioned above)
actually has the property that the Artinian reduction of its coordinate ring also
satisfies the WLP.

61] and 62]. As in Example 6.18 we could find (using a computer) an example
(in each case) of a set of points on an ACM curve whose homogeneous coordinate
ring had the property that its Artinian reduction was level and had the WLP.

Socle Degree 5 and Type 5

In this case there are 51 possible tuples which could be the h-vector of such a
level algebra. We begin by eliminating those we can.
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Table 5.5A
1] 1, 3, 3, 4, 5, 5 2] 1, 3, 4, 4, 5, 5 3] 1, 3, 4, 5, 5, 5
4] 1, 3, 4, 5, 6, 5 5] 1, 3, 5, 4, 5, 5 6] 1, 3, 5, 5, 5, 5
7] 1, 3, 5, 5, 6, 5 8] 1, 3, 5, 6, 5, 5 9] 1, 3, 5, 6, 6, 5

10] 1, 3, 5, 6, 7, 5 11] 1, 3, 5, 7, 5, 5 12] 1, 3, 5, 7, 6, 5
13] 1, 3, 5, 7, 7, 5 14] 1, 3, 5, 7, 8, 5 15] 1, 3, 5, 7, 9, 5
16] 1, 3, 6, 4, 5, 5 17] 1, 3, 6, 5, 5, 5 18] 1, 3, 6, 5, 6, 5
19] 1, 3, 6, 6, 5, 5 20] 1, 3, 6, 6, 6, 5 21] 1, 3, 6, 6, 7, 5
22] 1, 3, 6, 7, 5, 5 23] 1, 3, 6, 7, 6, 5 24] 1, 3, 6, 7, 7, 5
25] 1, 3, 6, 7, 8, 5 26] 1, 3, 6, 7, 9, 5 27] 1, 3, 6, 8, 5, 5
28] 1, 3, 6, 8, 6, 5 29] 1, 3, 6, 8, 7, 5 30] 1, 3, 6, 8, 8, 5
31] 1, 3, 6, 8, 9, 5 32] 1, 3, 6, 8, 10, 5 33] 1, 3, 6, 9, 5, 5
34] 1, 3, 6, 9, 6, 5 35] 1, 3, 6, 9, 7, 5 36] 1, 3, 6, 9, 8, 5
37] 1, 3, 6, 9, 9, 5 38] 1, 3, 6, 9, 10, 5 39] 1, 3, 6, 9, 11, 5
40] 1, 3, 6, 9, 12, 5 41] 1, 3, 6, 10, 5, 5 42] 1, 3, 6, 10, 6, 5
43] 1, 3, 6, 10, 7, 5 44] 1, 3, 6, 10, 8, 5 45] 1, 3, 6, 10, 9, 5
46] 1, 3, 6, 10, 10, 5 47] 1, 3, 6, 10, 11, 5 48] 1, 3, 6, 10, 12, 5
49] 1, 3, 6, 10, 13, 5 50] 1, 3, 6, 10, 14, 5 51] 1, 3, 6, 10, 15, 5

Non-existence

Eliminated by Corollary 3.5. 1], 2], 5], 7], 16], 18], 26].

Eliminated by Proposition 3.8, c). h4 = h5 = 5 and h3 > 5: 8], 11], 19], 22],
27], 33], 41].

Eliminated by an argument completely analogous to that of Example 3.11.
17], [28].

The following are not cancelable, but not from any of our theorems. 21],
34], 42].

Existence
This leaves the following as possible h-vectors of level algebras.

Table 5.5
3] 1, 3, 4, 5, 5, 5 4] 1, 3, 4, 5, 6, 5 6] 1, 3, 5, 5, 5, 5
9] 1, 3, 5, 6, 6, 5 10] 1, 3, 5, 6, 7, 5 12] 1, 3, 5, 7, 6, 5

13] 1, 3, 5, 7, 7, 5 14] 1, 3, 5, 7, 8, 5 15] 1, 3, 5, 7, 9, 5
20] 1, 3, 6, 6, 6, 5 23] 1, 3, 6, 7, 6, 5 24] 1, 3, 6, 7, 7, 5
25] 1, 3, 6, 7, 8, 5 29] 1, 3, 6, 8, 7, 5 30] 1, 3, 6, 8, 8, 5
31] 1, 3, 6, 8, 9, 5 32] 1, 3, 6, 8, 10, 5 35] 1, 3, 6, 9, 7, 5
36] 1, 3, 6, 9, 8, 5 37] 1, 3, 6, 9, 9, 5 38] 1, 3, 6, 9, 10, 5
39] 1, 3, 6, 9, 11, 5 40] 1, 3, 6, 9, 12, 5 43] 1, 3, 6, 10, 7, 5
44] 1, 3, 6, 10, 8, 5 45] 1, 3, 6, 10, 9, 5 46] 1, 3, 6, 10, 10, 5
47] 1, 3, 6, 10, 11, 5 48] 1, 3, 6, 10, 12, 5 49] 1, 3, 6, 10, 13, 5
50] 1, 3, 6, 10, 14, 5 51] 1, 3, 6, 10, 15, 5

Of these, the following come from socle degree 6 and type 2 (by truncation)
and so are also the h-vectors of level Artinian algebras with the WLP: 3], 4], 6], 9],
10], 12], 13], 14], 20], 23], 24], 25], 29], 30], 31], 35], 36], 37], 44], 45].
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We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.4 for the following: 32] from 22], 38] from 43], 39] from 44], 43] from
47], 46] from 50], 47] from 51], 48] from 52], 49] from 62].

51] is the h-vector of a compressed level algebra. By Proposition 5.22 any level
algebra with this h-vector has the WLP.

15] can be constructed using the linked-sum method. It is easily seen to satisfy the
WLP (Proposition 5.15).

15]. Z =




∗
∗ •
∗ ∗ •
• • • •
∗ ∗ • • •
∗ ∗ • • •
• ∗ • • •




H(Z,−) : 1 3 6 10 15 20 25 →
H(X,−) : 1 3 6 10 15 16 16 →
H(Y,−) : 1 3 5 7 9 9 9 →
H(A,−) : 1 3 5 7 9 5 0 → .

The cases still remaining are: 40] and 50]. Neither can be constructed using the
linked-sum method. We now construct examples for each of these cases by other
means.

40]. This is the h-vector of 36 points on a smooth cubic surface in P3.

50]. We can construct this using Inverse Systems by choosing 5 forms of degree 5
of the type

F1 =
∑3

i=1 L
5
i F2 =

∑3
i=1M

5
i F3 =

∑3
i=1N

5
i F4 =

∑3
i=1H

5
i F5 = G5

1 +G5
2

where the Li,Mi, Ni, Hi and Gi are generic linear forms.

It remains to find level examples with the WLP for 40] and 50].

40]. As in earlier cases, we can take 36 general points on a smooth cubic surface in
P3, whose homogeneous coordinate ring has Artinian reduction with the WLP.

50]. As in Example 6.18 we can find (with a computer) a set of 39 points on
an sufficiently general ACM curve of degree 14 and genus 23 whose homogeneous
coordinate ring has a level Artinian reduction with the WLP.

Socle Degree 5 and Type 6

From the 51 possible h-vectors in Table 5.6A we first eliminate those we can.
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Table 5.6A
1] 1, 3, 3, 4, 5, 6 2] 1, 3, 4, 4, 5, 6 3] 1, 3, 4, 5, 5, 6
4] 1, 3, 4, 5, 6, 6 5] 1, 3, 5, 4, 5, 6 6] 1, 3, 5, 5, 5, 6
7] 1, 3, 5, 5, 6, 6 8] 1, 3, 5, 6, 5, 6 9] 1, 3, 5, 6, 6, 6

10] 1, 3, 5, 6, 7, 6 11] 1, 3, 5, 7, 5, 6 12] 1, 3, 5, 7, 6, 6
13] 1, 3, 5, 7, 7, 6 14] 1, 3, 5, 7, 8, 6 15] 1, 3, 5, 7, 9, 6
16] 1, 3, 6, 4, 5, 6 17] 1, 3, 6, 5, 5, 6 18] 1, 3, 6, 5, 6, 6
19] 1, 3, 6, 6, 5, 6 20] 1, 3, 6, 6, 6, 6 21] 1, 3, 6, 6, 7, 6
22] 1, 3, 6, 7, 5, 6 23] 1, 3, 6, 7, 6, 6 24] 1, 3, 6, 7, 7, 6
25] 1, 3, 6, 7, 8, 6 26] 1, 3, 6, 7, 9, 6 27] 1, 3, 6, 8, 5, 6
28] 1, 3, 6, 8, 6, 6 29] 1, 3, 6, 8, 7, 6 30] 1, 3, 6, 8, 8, 6
31] 1, 3, 6, 8, 9, 6 32] 1, 3, 6, 8, 10, 6 33] 1, 3, 6, 9, 5, 6
34] 1, 3, 6, 9, 6, 6 35] 1, 3, 6, 9, 7, 6 36] 1, 3, 6, 9, 8, 6
37] 1, 3, 6, 9, 9, 6 38] 1, 3, 6, 9, 10, 6 39] 1, 3, 6, 9, 11, 6
40] 1, 3, 6, 9, 12, 6 41] 1, 3, 6, 10, 5, 6 42] 1, 3, 6, 10, 6, 6
43] 1, 3, 6, 10, 7, 6 44] 1, 3, 6, 10, 8, 6 45] 1, 3, 6, 10, 9, 6
46] 1, 3, 6, 10, 10, 6 47] 1, 3, 6, 10, 11, 6 48] 1, 3, 6, 10, 12, 6
49] 1, 3, 6, 10, 13, 6 50] 1, 3, 6, 10, 14, 6 51] 1, 3, 6, 10, 15, 6

Non-existence

Eliminated by Corollary 3.5. 1], 2], 3], 5], 6], 7], 8], 11], 16], 17], 18], 19], 22],
26], 27], 33], 41].

Eliminated by Proposition 3.9. 28], 34], 42].

Eliminated by an argument completely analogous to that of Example 3.11.
12], 23], 43].

Eliminated by an argument similar to that of Example 3.12. 35].

Not cancelable but not because of any of our theorems. 21].

Existence

This leaves the following as possible h-vectors of level artinian algebras.

Table 5.6
4] 1, 3, 4, 5, 6, 6 9] 1, 3, 5, 6, 6, 6 10] 1, 3, 5, 6, 7, 6

13] 1, 3, 5, 7, 7, 6 14] 1, 3, 5, 7, 8, 6 15] 1, 3, 5, 7, 9, 6
20] 1, 3, 6, 6, 6, 6 24] 1, 3, 6, 7, 7, 6 25] 1, 3, 6, 7, 8, 6
29] 1, 3, 6, 8, 7, 6 30] 1, 3, 6, 8, 8, 6 31] 1, 3, 6, 8, 9, 6
32] 1, 3, 6, 8, 10, 6 36] 1, 3, 6, 9, 8, 6 37] 1, 3, 6, 9, 9, 6
38] 1, 3, 6, 9, 10, 6 39] 1, 3, 6, 9, 11, 6 40] 1, 3, 6, 9, 12, 6
44] 1, 3, 6, 10, 8, 6 45] 1, 3, 6, 10, 9, 6 46] 1, 3, 6, 10, 10, 6
47] 1, 3, 6, 10, 11, 6 48] 1, 3, 6, 10, 12, 6 49] 1, 3, 6, 10, 13, 6
50] 1, 3, 6, 10, 14, 6 51] 1, 3, 6, 10, 15, 6

Of the h-vectors in the table above we can obtain the following from socle
degree 6 and type 2 (by truncation). Consequently these h-vectors correspond to
Artinian level algebras with the WLP: 9], 10], 13], 14], 15], 20], 24], 25], 29], 30],
31], 32], 36], 37], 38], 39], 40], 44], 45], 46], 47], 48].
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4] corresponds to an Artinian level algebra with the WLP, using Proposition 5.16.

49], 50], and 51] come, respectively (using Proposition 5.24) from 48], 49], and
51] in Table 5.5.

Socle Degree 5 and Type 7

In this case we have 37 possible h-vectors given in Table 5.7A.

Table 5.7A
1] 1, 3, 4, 5, 6, 7 2] 1, 3, 5, 5, 6, 7 3] 1, 3, 5, 6, 6, 7
4] 1, 3, 5, 6, 7, 7 5] 1, 3, 5, 7, 6, 7 6] 1, 3, 5, 7, 7, 7
7] 1, 3, 5, 7, 8, 7 8] 1, 3, 5, 7, 9, 7 9] 1, 3, 6, 5, 6, 7

10] 1, 3, 6, 6, 6, 7 11] 1, 3, 6, 6, 7, 7 12] 1, 3, 6, 7, 6, 7
13] 1, 3, 6, 7, 7, 7 14] 1, 3, 6, 7, 8, 7 15] 1, 3, 6, 7, 9, 7
16] 1, 3, 6, 8, 6, 7 17] 1, 3, 6, 8, 7, 7 18] 1, 3, 6, 8, 8, 7
19] 1, 3, 6, 8, 9, 7 20] 1, 3, 6, 8, 10, 7 21] 1, 3, 6, 9, 6, 7
22] 1, 3, 6, 9, 7, 7 23] 1, 3, 6, 9, 8, 7 24] 1, 3, 6, 9, 9, 7
25] 1, 3, 6, 9, 10, 7 26] 1, 3, 6, 9, 11, 7 27] 1, 3, 6, 9, 12, 7
28] 1, 3, 6, 10, 6, 7 29] 1, 3, 6, 10, 7, 7 30] 1, 3, 6, 10, 8, 7
31] 1, 3, 6, 10, 9, 7 32] 1, 3, 6, 10, 10, 7 33] 1, 3, 6, 10, 11, 7
34] 1, 3, 6, 10, 12, 7 35] 1, 3, 6, 10, 13, 7 36] 1, 3, 6, 10, 14, 7
37] 1, 3, 6, 10, 15, 7

Non-existence

Eliminated by Corollary 3.5. 2], 3], 5], 9], 10], 12], 15], 16], 21], 28].

Eliminated by Proposition 3.9. 22], 29].

Eliminated by methods analogous to Example 3.11. 17].

Eliminated since not cancelable, but not by any of our theorems. 11].

Existence

This leaves the following as possible h-vectors of level Artinian algebras.

Table 5.7
1] 1, 3, 4, 5, 6, 7 4] 1, 3, 5, 6, 7, 7 6] 1, 3, 5, 7, 7, 7
7] 1, 3, 5, 7, 8, 7 8] 1, 3, 5, 7, 9, 7 13] 1, 3, 6, 7, 7, 7

14] 1, 3, 6, 7, 8, 7 18] 1, 3, 6, 8, 8, 7 19] 1, 3, 6, 8, 9, 7
20] 1, 3, 6, 8, 10, 7 23] 1, 3, 6, 9, 8, 7 24] 1, 3, 6, 9, 9, 7
25] 1, 3, 6, 9, 10, 7 26] 1, 3, 6, 9, 11, 7 27] 1, 3, 6, 9, 12, 7
30] 1, 3, 6, 10, 8, 7 31] 1, 3, 6, 10, 9, 7 32] 1, 3, 6, 10, 10, 7
33] 1, 3, 6, 10, 11, 7 34] 1, 3, 6, 10, 12, 7 35] 1, 3, 6, 10, 13, 7
36] 1, 3, 6, 10, 14, 7 37] 1, 3, 6, 10, 15, 7

Using Proposition 5.16 we find examples satisfying the WLP for: 1], 4], 6],
7], 8], 13], and 14].

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.6 for the following: 18] from 24], 19] from 25], 20] from 15], 23] from
29], 24] from 30], 25] from 31], 26] from 32], 31] from 36], 32] from 45], 33] from
46], 34] from 47], 35] from 48], 36] from 49], 37] from 51].
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27] can be constructed by the linked-sum method. From Proposition 5.15 we see
it also satisfies the WLP.

Z =




•
∗ ∗
∗ • ∗
• • • •
• ∗ • ∗ •
• • ∗ • • •
∗ ∗ • ∗ • ∗ ∗




H(Z,−) : 1 3 6 10 15 21 28 →
H(X,−) : 1 3 6 10 15 16 16 →
H(Y,−) : 1 3 6 9 12 12 12 →
H(A,−) : 1 3 6 9 12 7 0 → .

30] can be constructed as follows. Let J be an Artinian Gorenstein codimension
three ideal with Hilbert function (1, 3, 6, 3, 1). Let L be a general linear form and
let A be the vector space of all forms of degree 6. Then I = LJ +A can be checked
to give a level algebra with the desired Hilbert function. This ideal does not have
WLP, though, and we do not know if such an ideal exists with WLP.

Socle Degree 5 and Type 8

There are 27 possible h-vectors we have to consider. They are in the table
below:

Table 5.8A
1] 1, 3, 5, 6, 7, 8 2] 1, 3, 5, 7, 7, 8 3] 1, 3, 5, 7, 8, 8
4] 1, 3, 5, 7, 9, 8 5] 1, 3, 6, 6, 7, 8 6] 1, 3, 6, 7, 7, 8
7] 1, 3, 6, 7, 8, 8 8] 1, 3, 6, 7, 9, 8 9] 1, 3, 6, 8, 7, 8

10] 1, 3, 6, 8, 8, 8 11] 1, 3, 6, 8, 9, 8 12] 1, 3, 6, 8, 10, 8
13] 1, 3, 6, 9, 7, 8 14] 1, 3, 6, 9, 8, 8 15] 1, 3, 6, 9, 9, 8
16] 1, 3, 6, 9, 10, 8 17] 1, 3, 6, 9, 11, 8 18] 1, 3, 6, 9, 12, 8
19] 1, 3, 6, 10, 7, 8 20] 1, 3, 6, 10, 8, 8 21] 1, 3, 6, 10, 9, 8
22] 1, 3, 6, 10, 10, 8 23] 1, 3, 6, 10, 11, 8 24] 1, 3, 6, 10, 12, 8
25] 1, 3, 6, 10, 13, 8 26] 1, 3, 6, 10, 14, 8 27] 1, 3, 6, 10, 15, 8

Non-existence

Eliminated using Corollary 3.5. 2], 6], 8], 9], 13], 19].

Eliminated using an argument completely analogous to Example 3.11.
14].

These are not cancelable, but not because of any of our theorems. 5], 20].

Existence

This leaves the following as possible h-vectors of level algebras:

Table 5.8
1] 1, 3, 5, 6, 7, 8 3] 1, 3, 5, 7, 8, 8 4] 1, 3, 5, 7, 9, 8
7] 1, 3, 6, 7, 8, 8 10] 1, 3, 6, 8, 8, 8 11] 1, 3, 6, 8, 9, 8

12] 1, 3, 6, 8, 10, 8 15] 1, 3, 6, 9, 9, 8 16] 1, 3, 6, 9, 10, 8
17] 1, 3, 6, 9, 11, 8 18] 1, 3, 6, 9, 12, 8 21] 1, 3, 6, 10, 9, 8
22] 1, 3, 6, 10, 10, 8 23] 1, 3, 6, 10, 11, 8 24] 1, 3, 6, 10, 12, 8
25] 1, 3, 6, 10, 13, 8 26] 1, 3, 6, 10, 14, 8 27] 1, 3, 6, 10, 15, 8
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1]. The lex segment ideal with this h-vector defines a level algebra. This is an
example of a “minimal” level algebra (see [5]).

Notice that by Corollary 5.17 1], 3], 7], and 10] are the h-vectors of Artinian level
algebras with the WLP.

We can apply Proposition 5.24 to get level Artinian algebras with the WLP from
Table 5.7 for the following: 11] from 7], 12] from 8], 15] from 18], 16] from 19],
17] from 20], 21] from 23], 22] from 24], 23] from 25], 24] from 26], 25] from 27], 26]
from 35], 27] from 36].

4] arises as the h-vector of 33 general points on a smooth ACM curve of degree
9 whose Hilbert function has first difference (1, 3, 5, 7, 9, 9, . . . ). Using Proposi-
tion 6.17 (see Example 6.18) its Artinian reduction has the WLP.

The last remaining case, 18] arose as the h-vector of 39 points on a smooth cu-
bic surface in P3. A computer check revealed that the Artinian reduction of the
homogeneous coordinate ring of this example also satisfies the WLP.

Socle Degree 5 and Type 9

There are 20 examples in this case. They are in the table below.

Table 5.9A
1] 1, 3, 5, 7, 8, 9 2] 1, 3, 5, 7, 9, 9 3] 1, 3, 6, 7, 8, 9
4] 1, 3, 6, 7, 9, 9 5] 1, 3, 6, 8, 8, 9 6] 1, 3, 6, 8, 9, 9
7] 1, 3, 6, 8, 10, 9 8] 1, 3, 6, 9, 8, 9 9] 1, 3, 6, 9, 9, 9

10] 1, 3, 6, 9, 10, 9 11] 1, 3, 6, 9, 11, 9 12] 1, 3, 6, 9, 12, 9
13] 1, 3, 6, 10, 8, 9 14] 1, 3, 6, 10, 9, 9 15] 1, 3, 6, 10, 10, 9
16] 1, 3, 6, 10, 11, 9 17] 1, 3, 6, 10, 12, 9 18] 1, 3, 6, 10, 13, 9
19] 1, 3, 6, 10, 14, 9 20] 1, 3, 6, 10, 15, 9

Non-existence

Eliminated using Corollary 3.5. 4].

Not cancelable, but not using any of our theorems. 5], 8], 13].

Eliminated using an argument completely analogous to Example 3.11.
14].

Existence

This leaves the following possible h-vectors.

Table 5.9
1] 1, 3, 5, 7, 8, 9 2] 1, 3, 5, 7, 9, 9 3] 1, 3, 6, 7, 8, 9
6] 1, 3, 6, 8, 9, 9 7] 1, 3, 6, 8, 10, 9 9] 1, 3, 6, 9, 9, 9

10] 1, 3, 6, 9, 10, 9 11] 1, 3, 6, 9, 11, 9 12] 1, 3, 6, 9, 12, 9
15] 1, 3, 6, 10, 10, 9 16] 1, 3, 6, 10, 11, 9 17] 1, 3, 6, 10, 12, 9
18] 1, 3, 6, 10, 13, 9 19] 1, 3, 6, 10, 14, 9 20] 1, 3, 6, 10, 15, 9

1]. This is the h-vector of a minimal level algebra, so the lex-segment ideal with
this h-vector already describes a level algebra.
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Notice that, by Corollary 5.17, 1], 2], 3], 6] and 9] are the h-vectors of Artinian
level algebras with the WLP. By Proposition 5.16, 12] is also the h-vector of an
Artinian level algebra with the WLP.

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.8 for the following: 7] from 4], 10] from 11], 11] from 12], 15] from
21], 16] from 22], 17] from 23], 18] from 24], 19] from 25], 20] from 26].

Socle Degree 5 and Type 10

There are 15 possible h-vectors. They are:

Table 5.10A
1] 1, 3, 5, 7, 9, 10 2] 1, 3, 6, 7, 9, 10 3] 1, 3, 6, 8, 9, 10
4] 1, 3, 6, 8, 10, 10 5] 1, 3, 6, 9, 9, 10 6] 1, 3, 6, 9, 10, 10
7] 1, 3, 6, 9, 11, 10 8] 1, 3, 6, 9, 12, 10 9] 1, 3, 6, 10, 9, 10

10] 1, 3, 6, 10, 10, 10 11] 1, 3, 6, 10, 11, 10 12] 1, 3, 6, 10, 12, 10
13] 1, 3, 6, 10, 13, 10 14] 1, 3, 6, 10, 14, 10 15] 1, 3, 6, 10, 15, 10

Non-existence

Eliminated using Corollary 3.5. 2].
Eliminated because not cancelable, but not using any of our theorems.
5].

We can eliminate 9] by using Proposition 5.24 and the fact that 10] of Table
5.11A does not exist.

Existence

This leaves the following as the possible h-vectors of level artinian algebras.

Table 5.10
1] 1, 3, 5, 7, 9, 10 3] 1, 3, 6, 8, 9, 10 4] 1, 3, 6, 8, 10, 10
6] 1, 3, 6, 9, 10, 10 7] 1, 3, 6, 9, 11, 10 8] 1, 3, 6, 9, 12, 10

10] 1, 3, 6, 10, 10, 10 11] 1, 3, 6, 10, 11, 10 12] 1, 3, 6, 10, 12, 10
13] 1, 3, 6, 10, 13, 10 14] 1, 3, 6, 10, 14, 10 15] 1, 3, 6, 10, 15, 10

1]. This is the h-vector of a minimal level algebra, so the lex-segment ideal with
this h-vector already describes a level algebra.

Notice that Corollary 5.17 shows that 1], 3], 4], 6] and 10] are the h-vectors
of Artinian level algebras with the WLP, while Proposition 5.16 gives the same
result for 11], 12], 13] and 14].

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.9 for the following: 7] from 7], 15] from 19].

The last remaining case, 8], arises as the h-vector of 41 points on a smooth cubic
surface in P3. A computer check showed the Artinian reduction of the homogeneous
coordinate ring of these points also satisfies the WLP.
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Socle Degree 5 and Type 11

In this case there are 15 possible h-vectors to consider.

Table 5.11A
1] 1, 3, 5, 7, 9, 11 2] 1, 3, 6, 7, 9, 11 3] 1, 3, 6, 8, 9, 11
4] 1, 3, 6, 8, 10, 11 5] 1, 3, 6, 9, 9, 11 6] 1, 3, 6, 9, 10, 11
7] 1, 3, 6, 9, 11, 11 8] 1, 3, 6, 9, 12, 11 9] 1, 3, 6, 10, 9, 11

10] 1, 3, 6, 10, 10, 11 11] 1, 3, 6, 10, 11, 11 12] 1, 3, 6, 10, 12, 11
13] 1, 3, 6, 10, 13, 11 14] 1, 3, 6, 10, 14, 11 15] 1, 3, 6, 10, 15, 11

Non-existence

Eliminated using Corollary 3.5. 2], 3], 5], 9].
Eliminated by an argument completely analogous to that of Example 3.11.
10].

Existence

This leaves the following to consider.

Table 5.11
1] 1, 3, 5, 7, 9, 11 4] 1, 3, 6, 8, 10, 11 6] 1, 3, 6, 9, 10, 11
7] 1, 3, 6, 9, 11, 11 8] 1, 3, 6, 9, 12, 11 11] 1, 3, 6, 10, 11, 11

12] 1, 3, 6, 10, 12, 11 13] 1, 3, 6, 10, 13, 11 14] 1, 3, 6, 10, 14, 11
15] 1, 3, 6, 10, 15, 11

1] This is the h-vector of a minimal level algebra, so the lex-segment ideal with this
h-vector already describes a level algebra.

Notice that Corollary 5.17 shows that 1], 4], 6], 7] and 11] are the h-vectors
of Artinian level algebras with the WLP.

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.10 for the following: 12] from 11], 13] from 12], 14] from 13], 15]
from 14].

The last remaining case, 8], corresponds to 42 points on a smooth cubic surface
in P3. We showed, using a computer, that the Artinian reduction of the homoge-
neous coordinate ring of these points also satisfies the WLP.

Socle Degree 5 and Type 12

There are 10 possible h-vectors to consider.

Table 5.12A
1] 1, 3, 6, 8, 10, 12 2] 1, 3, 6, 9, 10, 12 3] 1, 3, 6, 9, 11, 12
4] 1, 3, 6, 9, 12, 12 5] 1, 3, 6, 10, 10, 12 6] 1, 3, 6, 10, 11, 12
7] 1, 3, 6, 10, 12, 12 8] 1, 3, 6, 10, 13, 12 9] 1, 3, 6, 10, 14, 12

10] 1, 3, 6, 10, 15, 12

Non-existence

Eliminated by Corollary 3.5. 2], 5].
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Existence

This leaves the following as the possible h-vector of a level algebra.

Table 5.12
1] 1, 3, 6, 8, 10, 12 3] 1, 3, 6, 9, 11, 12 4] 1, 3, 6, 9, 12, 12
6] 1, 3, 6, 10, 11, 12 7] 1, 3, 6, 10, 12, 12 8] 1, 3, 6, 10, 13, 12
9] 1, 3, 6, 10, 14, 12 10] 1, 3, 6, 10, 15, 12

1]. This is the h-vector of a minimal level algebra, so the lex-segment ideal with
this h-vector already describes a level algebra.

Notice that Corollary 5.17 gives that 1], 3], 4], 6] and 7] are the h-vectors
of Artinian level algebras with the WLP.

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.11 for the three remaining examples as follows: 8] from 12], 9] from
13], 10] from 14].

Socle Degree 5 and Type 13

In this case we have 7 vectors to consider.
Table 5.13A

1] 1, 3, 6, 9, 11, 13 2] 1, 3, 6, 9, 12, 13 3] 1, 3, 6, 10, 11, 13
4] 1, 3, 6, 10, 12, 13 5] 1, 3, 6, 10, 13, 13 6] 1, 3, 6, 10, 14, 13
7] 1, 3, 6, 10, 15, 13

Non-existence

Eliminated because not cancelable, but not by any of our theorems. 3].

Existence

This leaves the following as the possible h-vectors of a level algebra.

Table 5.13
1] 1, 3, 6, 9, 11, 13 2] 1, 3, 6, 9, 12, 13 4] 1 ,3, 6, 10, 12, 13
5] 1, 3, 6, 10, 13, 13 6] 1, 3, 6, 10, 14, 13 7] 1, 3, 6, 10, 15, 13

1]. This is the h-vector of a minimal level algebra, so the lex-segment ideal with
this h-vector already describes a level algebra.

Notice that by Corollary 5.17, 1], 2], 4] and 5] are the h-vectors of Artinian
level algebras with the WLP.

We can apply Proposition 5.24 to get level Artinian algebras with the WLP
from Table 5.12 for the remaining two cases as follows: 6] from 8], 7] from 9].
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Socle Degree 5 and Type 14

There are 5 vectors to consider. None can be eliminated
Table 5.14

1] 1, 3, 6, 9, 12, 14 2] 1, 3, 6, 10, 12, 14 3] 1, 3, 6, 10, 13, 14
4] 1, 3, 6, 10, 14, 14 5] 1, 3, 6, 10, 15, 14

1]. This is the h-vector of a minimal level algebra, so the lex-segment ideal with
this h-vector already describes a level algebra.

Notice that by Corollary 5.17, 1], 2], 3] and 4] are the h-vectors of Artinian
level algebras with the WLP.

The last remaining case 5], arises as the h-vector of an Artinian level algebra
with the WLP by using Proposition 5.24 on 6] in Table 5.13.

Socle Degree 5 and Type 15

There are 5 vectors to consider.
Table 5.15A

1] 1, 3, 6, 9, 12, 15 2] 1, 3, 6, 10, 12, 15 3] 1, 3, 6, 10, 13, 15
4] 1, 3, 6, 10, 14, 15 5] 1, 3, 6, 10, 15, 15

Non-existence

Eliminated by Corollary 3.5. 2].

Existence

This leaves the following as the possible h-vector of a level algebra.

Table 5.15
1] 1, 3, 6, 9, 12, 15 3] 1, 3, 6, 10, 13, 15 4] 1, 3, 6, 10, 14, 15
5] 1, 3, 6, 10, 15, 15

1]. This is the h-vector of a minimal level algebra, so the lex-segment ideal with
this h-vector already describes a level algebra. By Corollary 5.17, all can be
constructed as the h-vectors of Artinian level algebras with the WLP.

Socle Degree 5 and Type 16

There are only 3 possible vectors to consider. None can be eliminated.

Table 5.16
1] 1, 3, 6, 10, 13, 16 2] 1, 3, 6, 10, 14, 16 3] 1, 3, 6, 10, 15, 16

By Corollary 5.17, each is the h-vector of an Artinian level algebra with the
WLP.

Socle Degree 5 and Type 17

There are only two possible h-vectors of level algebras. They are:

Table 5.17
1] 1, 3, 6, 10, 14, 17 2] 1, 3, 6, 10, 15, 17

By Corollary 5.17 both are the h-vector of an Artinian level algebra with the
WLP.
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Socle Degree 5 and Type 18

There are only two possible h-vectors of level algebras. They are:

Table 5.18
1] 1, 3, 6, 10, 14, 18 2] 1, 3, 6, 10, 15, 18

By Corollary 5.17, both are the h-vectors of an Artinian level algebra with
the WLP.

Socle Degree 5 and Type 19

There is only one h-vector possible here. It is the h-vector of both the com-
pressed and minimal level algebra of its type. It is:

Table 5.19
1] 1, 3, 6, 10, 15, 19

and by Corollary 5.17 is the h-vector of an Artinian level algebra with the WLP.

Socle Degree 5 and Type 20

There is only one h-vector possible here. It is the h-vector of both the com-
pressed and minimal level algebra of its type. It is:

Table 5.20
1] 1, 3, 6, 10, 15, 20

and by Corollary 5.17 is the h-vector of an Artinian level algebra with the WLP.

Socle Degree 5 and Type 21

There is only one h-vector possible here. It is the h-vector of both the com-
pressed and minimal level algebra of its type. It is:

Table 5.21
1] 1, 3, 6, 10, 15, 21

and by Corollary 5.17 is the h-vector of an Artinian level algebra with the WLP.



APPENDIX D

Socle Degree 4

Socle Degree 4 and Type 2

This case was treated in our paper [23]. We showed that the following are the
h-vectors of level Artinian algebras of socle degree 4 and type 2.

Table 4.2
1] 1, 3, 3, 3, 2 2] 1, 3, 4, 3, 2 3] 1, 3, 4, 4, 2 4] 1, 3, 4, 5, 2
5] 1, 3, 5, 4, 2 6] 1, 3, 5, 5, 2 7] 1, 3, 5, 6, 2 8] 1, 3, 6, 4, 2
9] 1, 3, 6, 5, 2 10] 1, 3, 6, 6, 2

Of the examples found in [[23], Example 3.18] one easily sees that 2], 3], 5],
7] and 8] also have the WLP by applying Proposition 5.15. The remaining 5
h-vectors can also be shown to be the h-vectors of level Artinian algebras with the
WLP by applying Proposition 5.18 to the appropriate examples from Table 5.2.

Points

We show that each of the h-vectors in Table 4.2 is also the h-vector of a set of
level points in P3.

1] This is the h-vector of 12 points on a twisted cubic curve in P3. That is a
level set of points.

2] Start with 4 collinear points and perform general links of type (respectively)
(3, 3, 4) and (3, 3, 5).

3] Start with two points and perform a general link of type (2, 2, 4).
4] Start with two points and perform general links of type (respectively) (1, 3, 3),

(2, 3, 4), (2, 4, 4).
5] The diagram in [[23], Example 3.18] lifts, since the points have the “nested”

property.
6] Start with two points in P3 and link in a general complete intersection of

type (2, 3, 3).
7] Start with 3 general points and link in general complete intersections of type

(respectively) (2, 3, 3), (2, 4, 4).
8] Start with 3 collinear points and link in complete intersections of type (re-

spectively) (2, 2, 3), (2, 2, 4), (3, 3, 4), (3, 3, 5).
9] Start with a complete intersection of type (1, 2, 2) and link with general

complete intersections of type (respectively) (2, 2, 3), (3, 3, 3), (3, 3, 4).
10] Take 18 general points on a general arithmetically Cohen-Macaulay curve of

degree 6 and genus 3.
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Socle Degree 4 and Type 3

There are 17 possible Artinian h-vectors, listed in Table 4.3A.

Table 4.3A
1] 1, 3, 3, 3, 3 2] 1, 3, 3, 4, 3 3] 1, 3, 4, 3, 3 4] 1, 3, 4, 4, 3
5] 1, 3, 4, 5, 3 6] 1, 3, 5, 3, 3 7] 1, 3, 5, 4, 3 8] 1, 3, 5, 5, 3
9] 1, 3, 5, 6, 3 10] 1, 3, 5, 7, 3 11] 1, 3, 6, 3, 3 12] 1, 3, 6, 4, 3

13] 1, 3, 6, 5, 3 14] 1, 3, 6, 6, 3 15] 1, 3, 6, 7, 3 16] 1, 3, 6, 8, 3
17] 1, 3, 6, 9, 3

Non-existence

Eliminated by Corollary 3.5. 2].
Eliminated by Proposition 3.8, b). d = 3, 3], 6], 11].

Eliminated by an argument completely analogous to Example 3.11. 12].

Existence

This leaves us with the h-vectors in Table 4.3, which we show are all the h-
vectors of Artinian level algebras with the WLP and the h-vectors of level sets of
points in P3.

Table 4.3
1] 1, 3, 3, 3, 3 4] 1, 3, 4, 4, 3 5] 1, 3, 4, 5, 3 7] 1, 3, 5, 4, 3
8] 1, 3, 5, 5, 3 9] 1, 3, 5, 6, 3 10] 1, 3, 5, 7, 3 13] 1, 3, 6, 5, 3

14] 1, 3, 6, 6, 3 15] 1, 3, 6, 7, 3 16] 1, 3, 6, 8, 3 17] 1, 3, 6, 9, 3

Note that 1] and 4] come from socle degree 5 and type 2 (by truncation) and so are
already known to be the h-vectors of level sets of points in P3 and also of Artinian
level algebras with the WLP. The same is true for 8] and 14] by Proposition 5.16.

The Link-Sum Construction All the remaining examples (except 17]) can be
made by the linked-sum method. All of these cases (except 7] and 13]) satisfy
the WLP by Proposition 5.15. But, 7], 13] and 17] can be shown to be the
h-vectors of level Artinian algebras with the WLP by using Proposition 5.18 on
the appropriate examples in Table 5.3. We use the (by now) usual linked-sum
notation.

5]. Z =




∗
∗ ∗
∗ • •
∗ • •
• • •
• • •




H(Z,−) : 1 3 6 9 12 15 →
H(X,−) : 1 3 6 9 10 10 →
H(Y,−) : 1 3 4 5 5 5 →
H(A,−) : 1 3 4 5 3 0 → .
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7]. Z =




•
• •
• • •
• • ∗
• • ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 →
H(X,−) : 1 3 6 8 10 10 →
H(Y,−) : 1 3 5 5 5 5 →
H(A,−) : 1 3 5 4 3 0 → .

9]. Z =




•
• •
• • •
• • •
∗ ∗ ∗
∗ ∗ ∗




H(Z,−) : 1 3 6 9 12 15 →
H(X,−) : 1 3 6 9 9 9 →
H(Y,−) : 1 3 5 6 6 6 →
H(A,−) : 1 3 5 6 3 0 → .

10]. Z =




•
∗
∗ • •
• ∗ • •
∗ ∗ • •
∗ ∗ • •




H(Z,−) : 1 3 6 10 14 17 →
H(X,−) : 1 3 6 10 10 10 →
H(Y,−) : 1 3 5 7 7 7 →
H(A,−) : 1 3 5 7 3 0 → .

13]. Z =




•
• •
∗ • ∗
• ∗ ∗
• • •
• ∗ ∗




H(Z,−) : 1 3 6 9 12 15 →
H(X,−) : 1 3 6 8 9 9 →
H(Y,−) : 1 3 6 6 6 6 →
H(A,−) : 1 3 6 5 3 0 → .

15]. Z =



• • •
• ∗ ∗ ∗
• ∗ ∗ • •
• • ∗ ∗ •




H(Z,−) : 1 3 6 10 14 17 →
H(X,−) : 1 3 6 10 10 10 →
H(Y,−) : 1 3 6 7 7 7 →
H(A,−) : 1 3 6 7 3 0 → .

16]. Z =




• •
∗ •
• ∗ • ∗
∗ • ∗ • •
• • ∗ ∗ ∗




H(Z,−) : 1 3 6 10 15 18 →
H(X,−) : 1 3 6 10 10 10 →
H(Y,−) : 1 3 6 8 8 8 →
H(A,−) : 1 3 6 8 3 0 → .

17]. This is the h-vector of a compressed level algebra.

Points

5]. As points in P3, this can be obtained by lifting the above diagram.
7]. As points in P3, this can be obtained by lifting the above diagram.
9]. As points in P3, this can be obtained by lifting the above diagram.

10]. As points in P3, this can be obtained as a set of 19 general points on a
smooth curve of type (3, 4) on a smooth quadric surface.
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13]. As points in P3, this can be obtained by starting with three collinear points
and linking with general complete intersections of type (respectively) (2, 2, 3),
(2, 3, 4), (3, 3, 4), (3, 4, 4), (3, 3, 5).

For the next three cases we follow the following construction. Consider a general
arithmetically Gorenstein set of points, X, with h-vector (1, 3, 6, a, 6, 3, 1) where
a = 7, 8 or 9. (The case a = 7 is a complete intersection of type (3, 3, 3).) One can
find inside X a set of points, Z, with h-vector (1, 3, 3) which, furthermore, has three
generators in degree 2 and precisely one in degree 3. When we link Z using the
arithmetically Gorenstein set of points X, we split off a summand corresponding
to the cubic generator of Z, and the residual set of points is level with the desired
h-vector for cases 15], 16], and 17].

Socle Degree 4 and Type 4

There are 14 possible h-vectors, listed in Table 4.4A.

Table 4.4A
1] 1, 3, 3, 4, 4 2] 1, 3, 4, 4, 4 3] 1, 3, 4, 5, 4 4] 1, 3, 5, 4, 4
5] 1, 3, 5, 5, 4 6] 1, 3, 5, 6, 4 7] 1, 3, 5, 7, 4 8] 1, 3, 6, 4, 4
9] 1, 3, 6, 5, 4 10] 1, 3, 6, 6, 4 11] 1, 3, 6, 7, 4 12] 1, 3, 6, 8, 4

13] 1, 3, 6, 9, 4 14] 1, 3, 6, 10, 4

Non-existence

Eliminated by Corollary 3.5. 1].

Eliminated by Proposition 3.8, c). d+ 1 = 4, 4], 8].

Existence

This leaves the h-vectors in Table 4.4. We show that all of them are the h-
vectors of level Artinian algebras with the WLP and also the h-vectors of level sets
of points in P3.

Table 4.4
2] 1, 3, 4, 4, 4 3] 1, 3, 4, 5, 4 5] 1, 3, 5, 5, 4 6] 1, 3, 5, 6, 4
7] 1, 3, 5, 7, 4 9] 1, 3, 6, 5, 4 10] 1, 3, 6, 6, 4 11] 1, 3, 6, 7, 4

12] 1, 3, 6, 8, 4 13] 1, 3, 6, 9, 4 14] 1, 3, 6, 10, 4

Note that 2], 3], 5], 6], 10], and 11] all come from socle degree 5 and type 2 (by
truncation) and so are automatically the h-vectors of level Artinian algebras with
the WLP and also of level sets of points in P3.

The Link-Sum Construction We make all the remaining cases (except 14]) using
the linked sum method (with the standard notation). By Proposition 5.15 we
can see that all the examples satisfy the WLP. To see that 14] is also the h-vector
of a level Artinian algebra with the WLP we apply Proposition 5.18 to the
appropriate example in Table 5.4.
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7]. Z =




∗
• •
• • ∗
∗ • ∗ •
∗ • • •
∗ • ∗ •




H(Z,−) : 1 3 6 10 14 18 →
H(X,−) : 1 3 6 10 11 11 →
H(Y,−) : 1 3 5 7 7 7 →
H(A,−) : 1 3 5 7 4 0 → .

9]. Z =




∗
• •
• • ∗
• • • ∗
• • • ∗
• ∗ • ∗




H(Z,−) : 1 3 6 10 14 18 →
H(X,−) : 1 3 6 9 12 12 →
H(Y,−) : 1 3 6 6 6 6 →
H(A,−) : 1 3 6 5 4 0 → .

12]. Z =




•
∗ ∗
∗ • ∗
• ∗ • •
∗ • • •
∗ • ∗ •




H(Z,−) : 1 3 6 10 14 18 →
H(X,−) : 1 3 6 10 10 10 →
H(Y,−) : 1 3 6 8 8 8 →
H(A,−) : 1 3 6 8 4 0 → .

13]. Z =




• ∗
• • ∗
• • •
∗ ∗ ∗ • ∗
∗ • ∗ • ∗ •




H(Z,−) : 1 3 6 10 15 19 →
H(X,−) : 1 3 6 10 10 10 →
H(Y,−) : 1 3 6 9 9 9 →
H(A,−) : 1 3 6 9 4 0 → .

14]. This is the h-vector of a compressed level algebra.

Points

7]. As points in P3 this can be obtained by starting with the union, Z, of three
collinear points and three general points, and then linking using complete
intersections of type (respectively) (2, 3, 3), (2, 4, 4).

9]. As points inn P3, this can be obtained by starting with the union, Z, of 4
collinear points and two more general points, and then linking using complete
intersections of type (respectively) (2, 2, 4), (3, 3, 4), (3, 3, 5).

12]. As points in P3, this can be obtained by taking 22 general points on a general
arithmetically Cohen-Macaulay curve of degree 8 and genus 7.

13]. As points in P3, this can be obtained by taking 23 general points on a general
arithmetically Cohen-Macaulay curve of degree 9 and genus 9.

14]. As points in P3, this can be obtained by taking 24 general points in P3.

Socle Degree 4 and Type 5

The fourteen possible h-vectors in this case, are listed in Table 4.5A.
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Table 4.5A
1] 1, 3, 3, 4, 5 2] 1, 3, 4, 4, 5 3] 1, 3, 4, 5, 5 4] 1, 3, 5, 4, 5
5] 1, 3, 5, 5, 5 6] 1, 3, 5, 6, 5 7] 1, 3, 5, 7, 5 8] 1, 3, 6, 4, 5
9] 1, 3, 6, 5, 5 10] 1, 3, 6, 6, 5 11] 1, 3, 6, 7, 5 12] 1, 3, 6, 8, 5

13] 1, 3, 6, 9, 5 14] 1, 3, 6, 10, 5

Non-existence

Eliminated by Corollary 3.5. 1], 2], 4], 8].
Eliminated by an argument completely analogous to Example 3.11. 9].

Existence

All the remaining h-vectors (listed in Table 4.5) are the h-vectors of Artinian
level algebras with the WLP and also of level sets of points in P3.

Table 4.5
3] 1, 3, 4, 5, 5 5] 1, 3, 5, 5, 5 6] 1, 3, 5, 6, 5 7] 1, 3, 5, 7, 5

10] 1, 3, 6, 6, 5 11] 1, 3, 6, 7, 5 12] 1, 3, 6, 8, 5 13] 1, 3, 6, 9, 5
14] 1, 3, 6, 10, 5

Of the h-vectors listed in Table 4.5, we can obtain almost all from socle degree
5 and type 2 (by truncation). The h-vectors so obtained are: 3], 5], 6], 7], 10], 11],
12], 13]. These, then, are automatically the h-vectors of Artinian level algebras
with the WLP and also of level sets of points in P3.

This leaves only:
14]. This is the h-vector of a compressed level algebra and the h-vector of 25 general
points in P3. The fact that this is also the h-vector of a level Artinian algebra with
the WLP comes by applying Proposition 5.18 to the appropriate example in
Table 5.5.

Socle Degree 4 and Type 6

There are 10 possible h-vectors in this case and they are listed in Table 4.6A.

Table 4.6A
1] 1, 3, 4, 5, 6 2] 1, 3, 5, 5, 6 3] 1, 3, 5, 6, 6 4] 1, 3, 5, 7, 6
5] 1, 3, 6, 5, 6 6] 1, 3, 6, 6, 6 7] 1, 3, 6, 7, 6 8] 1, 3, 6, 8, 6
9] 1, 3, 6, 9, 6 10] 1, 3, 6, 10, 6

Non-existence

Eliminated by Corollary 3.5. 2], 5].

Existence

This leaves the h-vectors in Table 4.6.
Table 4.6

1] 1, 3, 4, 5, 6 3] 1, 3, 5, 6, 6 4] 1, 3, 5, 7, 6 6] 1, 3, 6, 6, 6
7] 1, 3, 6, 7, 6 8] 1, 3, 6, 8, 6 9] 1, 3, 6, 9, 6 10] 1, 3, 6, 10, 6

Now 1] comes from socle degree 6 and type 2 (by truncation) and all the others
come from socle degree 5 and type 2 (by truncation). Thus, these are the h-vectors
of level Artinian algebras with the WLP and also of level sets of points in P3.
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Socle Degree 4 and Type 7

In this case we only have 7 possible h-vectors, given in Table 4.7A.

Table 4.7A
1] 1, 3, 5, 6, 7 2] 1, 3, 5, 7, 7 3] 1, 3, 6, 6, 7 4] 1, 3, 6, 7, 7
5] 1, 3, 6, 8, 7 6] 1, 3, 6, 9, 7 7] 1, 3, 6, 10, 7

Non-existence

Not cancelable, but not using any of our theorems. 3].

Existence

All the remaining h-vectors are the h-vector of Artinian level algebras with the
WLP and h-vectors of level sets of points in P3, and are listed in Table 4.7.

Table 4.7
1] 1, 3, 5, 6, 7 2] 1, 3, 5, 7, 7 4] 1, 3, 6, 7, 7
5] 1, 3, 6, 8, 7 6] 1, 3, 6, 9, 7 7] 1, 3, 6, 10, 7

All of these examples come from socle degree 6 and type 2 (by truncation).

Socle Degree 4 and Type 8

All the 5 possible h-vectors are listed in Table 4.8 and all of them are the
h-vectors of level Artinian algebras with the WLP and the h-vectors of level sets of
points in P3. All of these come from socle degree 6 and type 2 (by truncation).

Table 4.8
1] 1, 3, 5, 7, 8 2] 1, 3, 6, 7, 8 3] 1, 3, 6, 8, 8 4] 1, 3, 6, 9, 8
5] 1, 3, 6, 10, 8

Socle Degree 4 and Type 9

The 5 possible h-vectors are listed in Table 4.9A.

Table 4.9A
1] 1, 3, 5, 7, 9 2] 1, 3, 6, 7, 9 3] 1, 3, 6, 8, 9 4] 1, 3, 6, 9, 9
5] 1, 3, 6, 10, 9

Non-existence

Eliminated by Corollary 3.5. 2].

Existence

The remaining h-vectors, listed in Table 4.9, are all the h-vectors of level
Artinian algebras with the WLP and the h-vectors of level sets of point in P3. All
can be obtained from the examples in socle degree 6 and type 2 (by truncation).

Table 4.9
1] 1, 3, 5, 7, 9 3] 1, 3, 6, 8, 9 4] 1, 3, 6, 9, 9 5] 1, 3, 6, 10, 9
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Socle Degree 4 and Type 10

There are only 3 possible h-vectors and all of these are the h-vectors of level
Artinian algebras with the WLP and the h-vectors of level sets of point in P3. All
can be obtained from the examples in socle degree 6 and type 2 (by truncation).
These are listed in Table 4.10.

Table 4.10
1] 1, 3, 6, 8, 10 2] 1, 3, 6, 9, 10 3] 1, 3, 6, 10, 10

Socle Degree 4 and Type 11

There are only 2 possible h-vectors and both of these are the h-vectors of level
Artinian algebras with the WLP and the h-vectors of level sets of point in P3. All
can be obtained from the examples in socle degree 6 and type 2 (by truncation).
These are listed in Table 4.11.

Table 4.11
1] 1, 3, 6, 9, 11 2] 1, 3, 6, 10, 11

Socle Degree 4 and Type 12

There are only 2 possible h-vectors and both of these are the h-vectors of level
Artinian algebras with the WLP and the h-vectors of level sets of point in P3. Both
can be obtained from the examples in socle degree 6 and type 2 (by truncation).
These are listed in Table 4.12.

Table 4.12
1] 1, 3, 6, 9, 12 2] 1, 3, 6, 10, 12

Socle Degree 4 and Type 13

There is only one possible h-vector in this case and it is:

Table 4.13
1] 1, 3, 6, 10, 13

This is the h-vector of a minimal level algebra and hence the lex-segment ideal
with this h-vector gives a level ring. The lift of that monomial ideal to points also
gives us an example with points in P3. It is easy to find an example with the WLP.

Socle Degree 4 and Type 14

The discussion is exactly as in the previous case and we have only one example.

Table 4.14
1] 1, 3, 6, 10, 14

Socle Degree 4 and Type 15

The discussion is exactly as in the previous case and we have only one example.

Table 4.15
1] 1, 3, 6, 10, 15
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Socle Degree 3

Socle Degree 3 and Type 2

In this case there are exactly 4 level h-vectors (this case was treated in [[23],
Example 3.18]). They are:

Table 3.2
1] 1, 3, 3, 2 2] 1, 3, 4, 2 3] 1, 3, 5, 2 4] 1, 3, 6, 2

Artinian level algebras for each of these cases was constructed in [[23], Example
3.18]. It is easy to check that all have the WLP, using Proposition 5.15.

Points

1]. Take 9 points on a twisted cubic in P3.
2]. Take 10 general points on a complete intersection curve of P3 of type (2, 2).
3]. Start with 7 general points in P3 and link in a complete intersection of type

(2, 3, 3).
4]. Take 12 general points in P3.

Socle Degree 3 and Type 3

In this case there are exactly 4 possible Artinian h-vectors and they are each
the h-vector of a level algebra.

Table 3.3
1] 1, 3, 3, 3 2] 1, 3, 4, 3 3] 1, 3, 5, 3 4] 1, 3, 6, 3

Notice that by Proposition 5.16 all of these are the h-vectors of Artinian
level algebras with the WLP and also the h-vectors of level sets of points in P3.

Socle Degree 3 and Type 4

There are 4 Artinian h-vectors. They are:

Table 3.4A
1] 1, 3, 3, 4 2] 1, 3, 4, 4 3] 1, 3, 5, 4 4] 1, 3, 6, 4

Non-existence

Eliminated by Corollary 3.5. 1].

123
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Existence

The remaining are the h-vectors of level Artinian algebras with the WLP and
also the h-vectors of points in P3. They can all be obtained from the examples in
socle degree 4 and type 2 (by truncation).

Table 3.4
2] 1, 3, 4, 4 3] 1, 3, 5, 4 4] 1, 3, 6, 4

Socle Degree 3 and Type 5

In this case there are only three possible Artinian h-vectors and all are the
h-vectors of level algebras.

Table 3.5
1] 1, 3, 4, 5 2] 1, 3, 5, 5 3] 1, 3, 6, 5

These can all be derived from the examples in socle degree 4 and type 2 (by
truncation) and hence are the h-vectors of both level Artinian algebras with the
WLP and of level sets of points in P3.

Socle Degree 3 and Type 6

In this case there are only two possible Artinian h-vectors.

Table 3.6
1] 1, 3, 5, 6 2] 1, 3, 6, 6

These can both be obtained from the examples in socle degree 6 and type 2
(by truncation). So, we have these both as the h-vectors of Artinian level algebras
with the WLP and also as the h-vectors of level sets of points in P3.

Socle Degree 3 and Type 7

In this case there are only two possible Artinian h-vectors.

Table 3.7
1] 1, 3, 5, 7 2] 1, 3, 6, 7

These can both be obtained from the examples in socle degree 6 and type 2
(by truncation). So, we have these both as the h-vectors of Artinian level algebras
with the WLP and also as the h-vectors of level sets of points in P3.

Socle Degree 3 and Type 8

In this case there is only one possible Artinian h-vector.

Table 3.8
1] 1, 3, 6, 8

This can be obtained from the examples in socle degree 6 and type 2 (by
truncation). So, we have this as the h-vector of an Artinian level algebra with the
WLP and also as the h-vector of a level set of points in P3.
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Socle Degree 3 and Type 9

In this case there is only one possible Artinian h-vector.

Table 3.9
1] 1, 3, 6, 9

This can be obtained from the examples in socle degree 6 and type 2 (by
truncation). So, we have this as the h-vector of an Artinian level algebra with the
WLP and also as the h-vector of a level set of points in P3.

Socle Degree 3 and Type 10

In this case there is only one possible Artinian h-vector.

Table 3.10
1] 1, 3, 6, 10

This can be obtained from the examples in socle degree 6 and type 2 (by
truncation). So, we have this as the h-vector of an Artinian level algebra with the
WLP and also as the h-vector of a level set of points in P3.



APPENDIX F

Summary

We now summarize the work we did in this appendix by listing the type vectors
of all level h-vectors (of type > 1) in socle degree ≤ 5 and also of type 2 and socle
degree 6.

Table 3.2
1, 3, 3, 2 1, 3, 4, 2 1, 3, 5, 2 1, 3, 6, 2

Table 3.3
1, 3, 3, 3 1, 3, 4, 3 1, 3, 5, 3 1, 3, 6, 3

Table 3.4
1, 3, 4, 4 1, 3, 5, 4 1, 3, 6, 4

Table 3.5
1, 3, 4, 5 1, 3, 5, 5 1, 3, 6, 5

Table 3.6
1, 3, 5, 6 1, 3, 6, 6

Table 3.7
1, 3, 5, 7 1, 3, 6, 7

Table 3.8
1, 3, 6, 8

Table 3.9
1, 3, 6, 9

Table 3.10
1, 3, 6, 10

Table 4.2
1, 3, 3, 3, 2 1, 3, 4, 3, 2 1, 3, 4, 4, 2 1, 3, 4, 5, 2 1, 3, 5, 4, 2
1, 3, 5, 5, 2 1, 3, 5, 6, 2 1, 3, 6, 4, 2 1, 3, 6, 5, 2 1, 3, 6, 6, 2

Table 4.3
1, 3, 3, 3, 3 1, 3, 4, 4, 3 1, 3, 4, 5, 3 1, 3, 5, 4, 3 1, 3, 5, 5, 3 1, 3, 5, 6, 3
1, 3, 5, 7, 3 1, 3, 6, 5, 3 1, 3, 6, 6, 3 1, 3, 6, 7, 3 1, 3, 6, 8, 3 1, 3, 6, 9, 3

Table 4.4
1, 3, 4, 4, 4 1, 3, 4, 5, 4 1, 3, 5, 5, 4 1, 3, 5, 6, 4 1, 3, 5, 7, 4
1, 3, 6, 5, 4 1, 3, 6, 6, 4 1, 3, 6, 7, 4 1, 3, 6, 8, 4 1, 3, 6, 9, 4
1, 3, 6, 10, 4

Table 4.5
1, 3, 4, 5, 5 1, 3, 5, 5, 5 1, 3, 5, 6, 5 1, 3, 5, 7, 5 1, 3, 6, 6, 5
1, 3, 6, 7, 5 1, 3, 6, 8, 5 1, 3, 6, 9, 5 1, 3, 6, 10, 5

Table 4.6
1, 3, 4, 5, 6 1, 3, 5, 6, 6 1, 3, 5, 7, 6 1, 3, 6, 6, 6 1, 3, 6, 7, 6
1, 3, 6, 8, 6 1, 3, 6, 9, 6 1, 3, 6, 10, 6

Table 4.7
1, 3, 5, 6, 7 1, 3, 5, 7, 7
1, 3, 6, 7, 7 1, 3, 6, 8, 7
1, 3, 6, 9, 7 1, 3, 6, 10, 7

Table 4.8
1, 3, 5, 7, 8 1, 3, 6, 7, 8
1, 3, 6, 8, 8 1, 3, 6, 9, 8
1, 3, 6, 10, 8
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Table 4.9
1, 3, 5, 7, 9 1, 3, 6, 8, 9
1, 3, 6, 9, 9 1, 3, 6, 10, 9

Table 4.10
1, 3, 6, 8, 10 1, 3, 6, 9, 10
1, 3, 6, 10, 10

Table 4.11
1, 3, 6, 9, 11 1, 3, 6, 10, 11

Table 4.12
1, 3, 6, 9, 12 1, 3, 6, 10, 12

Table 4.13
1, 3, 6, 10, 13

Table 4.14
1, 3, 6, 10, 14

Table 4.15
1, 3, 6, 10, 15

Table 5.2
1, 3, 3, 3, 3, 2 1, 3, 4, 4, 3, 2 1, 3, 4, 4, 4, 2 1, 3, 4, 5, 4, 2 1, 3, 4, 5, 5, 2
1, 3, 5, 5, 4, 2 1, 3, 5, 5, 5, 2 1, 3, 5, 6, 4, 2 1, 3, 5, 6, 5, 2 1, 3, 5, 6, 6, 2
1, 3, 5, 7, 5, 2 1, 3, 5, 7, 6, 2 1, 3, 6, 6, 4, 2 1, 3, 6, 6, 5, 2 1, 3, 6, 6, 6, 2
1, 3, 6, 7, 4, 2 1, 3, 6, 7, 5, 2 1, 3, 6, 7, 6, 2 1, 3, 6, 8, 5, 2 1, 3, 6, 8, 6, 2
1, 3, 6, 9, 5, 2 1, 3, 6, 9, 6, 2 1, 3, 6, 10, 6, 2

Table 5.3
1, 3, 3, 3, 3, 3 1, 3, 4, 4, 4, 3 1, 3, 4, 5, 4, 3 1, 3, 4, 5, 5, 3
1, 3, 4, 5, 6, 3 1, 3, 5, 5, 4, 3 1, 3, 5, 5, 5, 3 1, 3, 5, 6, 5, 3
1, 3, 5, 6, 6, 3 1, 3, 5, 6, 7, 3 1, 3, 5, 7, 5, 3 1, 3, 5, 7, 6, 3
1, 3, 5, 7, 7, 3 1, 3, 5, 7, 8, 3 1, 3, 5, 7, 9, 3 1, 3, 6, 6, 5, 3
1, 3, 6, 6, 6, 3 1, 3, 6, 7, 5, 3 1, 3, 6, 7, 6, 3 1, 3, 6, 7, 7, 3
1, 3, 6, 7, 8, 3 1, 3, 6, 8, 5, 3 1, 3, 6, 8, 6, 3 1, 3, 6, 8, 7, 3
1, 3, 6, 8, 8, 3 1, 3, 6, 8, 9, 3 1, 3, 6, 9, 6, 3 1, 3, 6, 9, 7, 3
1, 3, 6, 9, 8, 3 1, 3, 6, 9, 9, 3 1, 3, 6, 10, 6, 3 1, 3, 6, 10, 7, 3
1, 3, 6, 10, 8, 3 1, 3, 6, 10, 9, 3

Table 5.4
1, 3, 4, 4, 4, 4 1, 3, 4, 5, 5, 4 1, 3, 4, 5, 6, 4 1, 3, 5, 5, 5, 4
1, 3, 5, 6, 5, 4 1, 3, 5, 6, 6, 4 1, 3, 5, 6, 7, 4 1, 3, 5, 7, 6, 4
1, 3, 5, 7, 7, 4 1, 3, 5, 7, 8, 4 1, 3, 5, 7, 9, 4 1, 3, 6, 6, 5, 4
1, 3, 6, 6, 6, 4 1, 3, 6, 7, 6, 4 1, 3, 6, 7, 7, 4 1, 3, 6, 7, 8, 4
1, 3, 6, 8, 6, 4 1, 3, 6, 8, 7, 4 1, 3, 6, 8, 8, 4 1, 3, 6, 8, 9, 4
1, 3, 6, 8, 10, 4 1, 3, 6, 9, 6, 4 1, 3, 6, 9, 7, 4 1, 3, 6, 9, 8, 4
1, 3, 6, 9, 9, 4 1, 3, 6, 9, 10, 4 1, 3, 6, 9, 11, 4 1, 3, 6, 9, 12, 4
1, 3, 6, 10, 7, 4 1, 3, 6, 10, 8, 4 1, 3, 6, 10, 9, 4 1, 3, 6, 10, 10, 4
1, 3, 6, 10, 11, 4 1, 3, 6, 10, 12, 4

Table 5.5
1, 3, 4, 5, 5, 5 1, 3, 4, 5, 6, 5 1, 3, 5, 5, 5, 5 1, 3, 5, 6, 6, 5
1, 3, 5, 6, 7, 5 1, 3, 5, 7, 6, 5 1, 3, 5, 7, 7, 5 1, 3, 5, 7, 8, 5
1, 3, 5, 7, 9, 5 1, 3, 6, 6, 6, 5 1, 3, 6, 7, 6, 5 1, 3, 6, 7, 7, 5
1, 3, 6, 7, 8, 5 1, 3, 6, 8, 7, 5 1, 3, 6, 8, 8, 5 1, 3, 6, 8, 9, 5
1, 3, 6, 8, 10, 5 1, 3, 6, 9, 7, 5 1, 3, 6, 9, 8, 5 1, 3, 6, 9, 9, 5
1, 3, 6, 9, 10, 5 1, 3, 6, 9, 11, 5 1, 3, 6, 9, 12, 5 1, 3, 6, 10, 7, 5
1, 3, 6, 10, 8, 5 1, 3, 6, 10, 9, 5 1, 3, 6, 10, 10, 5 1, 3, 6, 10, 11, 5
1, 3, 6, 10, 12, 5 1, 3, 6, 10, 13, 5 1, 3, 6, 10, 14, 5 1, 3, 6, 10, 15, 5
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Table 5.6
1, 3, 4, 5, 6, 6 1, 3, 5, 6, 6, 6 1, 3, 5, 6, 7, 6 1, 3, 5, 7, 7, 6
1, 3, 5, 7, 8, 6 1, 3, 5, 7, 9, 6 1, 3, 6, 6, 6, 6 1, 3, 6, 7, 7, 6
1, 3, 6, 7, 8, 6 1, 3, 6, 8, 7, 6 1, 3, 6, 8, 8, 6 1, 3, 6, 8, 9, 6
1, 3, 6, 8, 10, 6 1, 3, 6, 9, 8, 6 1, 3, 6, 9, 9, 6 1, 3, 6, 9, 10, 6
1, 3, 6, 9, 11, 6 1, 3, 6, 9, 12, 6 1, 3, 6, 10, 8, 6 1, 3, 6, 10, 9, 6
1, 3, 6, 10, 10, 6 1, 3, 6, 10, 11, 6 1, 3, 6, 10, 12, 6 1, 3, 6, 10, 13, 6
1, 3, 6, 10, 14, 6 1, 3, 6, 10, 15, 6

Table 5.7
1, 3, 4, 5, 6, 7 1, 3, 5, 6, 7, 7 1, 3, 5, 7, 7, 7 1, 3, 5, 7, 8, 7
1, 3, 5, 7, 9, 7 1, 3, 6, 7, 7, 7 1, 3, 6, 7, 8, 7 1, 3, 6, 8, 8, 7
1, 3, 6, 8, 9, 7 1, 3, 6, 8, 10, 7 1, 3, 6, 9, 8, 7 1, 3, 6, 9, 9, 7
1, 3, 6, 9, 10, 7 1, 3, 6, 9, 11, 7 1, 3, 6, 9, 12, 7 1, 3, 6, 10, 9, 7
1, 3, 6, 10, 10, 7 1, 3, 6, 10, 11, 7 1, 3, 6, 10, 12, 7 1, 3, 6, 10, 13, 7
1, 3, 6, 10, 14, 7 1, 3, 6, 10, 15, 7

Table 5.8
1, 3, 5, 6, 7, 8 1, 3, 5, 7, 8, 8 1, 3, 5, 7, 9, 8 1, 3, 6, 7, 8, 8
1, 3, 6, 8, 8, 8 1, 3, 6, 8, 9, 8 1, 3, 6, 8, 10, 8 1, 3, 6, 9, 9, 8
1, 3, 6, 9, 10, 8 1, 3, 6, 9, 11, 8 1, 3, 6, 9, 12, 8 1, 3, 6, 10, 9, 8
1, 3, 6, 10, 10, 8 1, 3, 6, 10, 11, 8 1, 3, 6, 10, 12, 8 1, 3, 6, 10, 13, 8
1, 3, 6, 10, 14, 8 1, 3, 6, 10, 15, 8

Table 5.9
1, 3, 5, 7, 8, 9 1, 3, 5, 7, 9, 9 1, 3, 6, 7, 8, 9 1, 3, 6, 8, 9, 9
1, 3, 6, 8, 10, 9 1, 3, 6, 9, 9, 9 1, 3, 6, 9, 10, 9 1, 3, 6, 9, 11, 9
1, 3, 6, 9, 12, 9 1, 3, 6, 10, 10, 9 1, 3, 6, 10, 11, 9 1, 3, 6, 10, 12, 9
1, 3, 6, 10, 13, 9 1, 3, 6, 10, 14, 9 1, 3, 6, 10, 15, 9

Table 5.10
1, 3, 5, 7, 9, 10 1, 3, 6, 8, 9, 10 1, 3, 6, 8, 10, 10 1, 3, 6, 9, 10, 10
1, 3, 6, 9, 11, 10 1, 3, 6, 9, 12, 10 1, 3, 6, 10, 10, 10 1, 3, 6, 10, 11, 10
1, 3, 6, 10, 12, 10 1, 3, 6, 10, 13, 10 1, 3, 6, 10, 14, 10 1, 3, 6, 10, 15, 10

Table 5.11
1, 3, 5, 7, 9, 11 1, 3, 6, 8, 10, 11 1, 3, 6, 9, 10, 11 1, 3, 6, 9, 11, 11
1, 3, 6, 9, 12, 11 1, 3, 6, 10, 11, 11 1, 3, 6, 10, 12, 11 1, 3, 6, 10, 13, 11
1, 3, 6, 10, 14, 11 1, 3, 6, 10, 15, 11

Table 5.12
1, 3, 6, 8, 10, 12 1, 3, 6, 9, 11, 12 1, 3, 6, 9, 12, 12 1, 3, 6, 10, 11, 12
1, 3, 6, 10, 12, 12 1, 3, 6, 10, 13, 12 1, 3, 6, 10, 14, 12 1, 3, 6, 10, 15, 12

Table 5.13
1, 3, 6, 9, 11, 13 1, 3, 6, 9, 12, 13 1, 3, 6, 10, 13, 13
1, 3, 6, 10, 14, 13 1, 3, 6, 10, 15, 13
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Table 5.14
1, 3, 6, 9, 12, 14 1, 3, 6, 10, 12, 14 1, 3, 6, 10, 13, 14
1, 3, 6, 10, 14, 14 1, 3, 6, 10, 15, 14

Table 5.15
1, 3, 6, 9, 12, 15 1, 3, 6, 10, 13, 15 1, 3, 6, 10, 14, 15 1, 3, 6, 10, 15, 15

Table 5.16
1, 3, 6, 10, 13, 16 1, 3, 6, 10, 14, 16 1, 3, 6, 10, 15, 16

Table 5.17
1, 3, 6, 10, 14, 17
1, 3, 6, 10, 15, 17

Table 5.18
1, 3, 6, 10, 14, 18
1, 3, 6, 10, 15, 18

Table 5.19
1, 3, 6, 10, 15, 19

Table 5.20
1, 3, 6, 10, 15, 20

Table 5.21
1, 3, 6, 10, 15, 21

Table 6.2
1, 3, 3, 3, 3, 3, 2 1, 3, 4, 4, 4, 3, 2 1, 3, 4, 4, 4, 4, 2
1, 3, 4, 5, 4, 3, 2 1, 3, 4, 5, 5, 4, 2 1, 3, 4, 5, 5, 5, 2
1, 3, 4, 5, 6, 5, 2 1, 3, 5, 5, 5, 4, 2 1, 3, 5, 5, 5, 5, 2
1, 3, 5, 6, 5, 4, 2 1, 3, 5, 6, 6, 4, 2 1, 3, 5, 6, 6, 5, 2
1, 3, 5, 6, 6, 6, 2 1, 3, 5, 6, 7, 5, 2 1, 3, 5, 6, 7, 6, 2
1, 3, 5, 7, 6, 4, 2 1, 3, 5, 7, 6, 5, 2 1, 3, 5, 7, 7, 5, 2
1, 3, 5, 7, 7, 6, 2 1, 3, 5, 7, 8, 5, 2 1, 3, 5, 7, 8, 6, 2
1, 3, 5, 7, 9, 6, 2 1, 3, 6, 6, 6, 4, 2 1, 3, 6, 6, 6, 5, 2
1, 3, 6, 6, 6, 6, 2 1, 3, 6, 7, 6, 4, 2 1, 3, 6, 7, 6, 5, 2
1, 3, 6, 7, 7, 4, 2 1, 3, 6, 7, 7, 5, 2 1, 3, 6, 7, 7, 6, 2
1, 3, 6, 7, 8, 5, 2 1, 3, 6, 7, 8, 6, 2 1, 3, 6, 8, 6, 4, 2
1, 3, 6, 8, 7, 4, 2 1, 3, 6, 8, 7, 5, 2 1, 3, 6, 8, 7, 6, 2
1, 3, 6, 8, 8, 5, 2 1, 3, 6, 8, 8, 6, 2 1, 3, 6, 8, 9, 5, 2
1, 3, 6, 8, 9, 6, 2 1, 3, 6, 8, 10, 6, 2 1, 3, 6, 9, 7, 4, 2
1, 3, 6, 9, 7, 5, 2 1, 3, 6, 9, 8, 5, 2 1, 3, 6, 9, 8, 6, 2
1, 3, 6, 9, 9, 5, 2 1, 3, 6, 9, 9, 6, 2 1, 3, 6, 9, 10, 6, 2
1, 3, 6, 9, 11, 6, 2 1, 3, 6, 9, 12, 6, 2 1, 3, 6, 10, 7, 4, 2
1, 3, 6, 10, 8, 5, 2 1, 3, 6, 10, 8, 6, 2 1, 3, 6, 10, 9, 5, 2
1, 3, 6, 10, 9, 6, 2 1, 3, 6, 10, 10, 6, 2 1, 3, 6, 10, 11, 6, 2
1, 3, 6, 10, 12, 6, 2
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in Math. 165 (1988), 224 pp.
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Geom. 44(1):285–302 (2003).

[63] R. Stanley, Cohen-Macaulay Complexes. In: Higher combinatorics (Proc. NATO Advanced
Study Inst., Berlin, 1976), pp. 51–62. NATO Adv. Study Inst. Ser., Ser. C: Math. and Phys.
Sci., 31. Reidel, Dordrecht, 1977.

[64] R. Stanley, Hilbert Functions of Graded Algebras. Adv. Math., 28:57–83 (1978).
[65] R. Stanley, On the Hilbert function of a graded Cohen-Macaulay domain. J. Pure Appl.

Algebra 73:307–314 (1991).
[66] R. Stanley, Cohen-Macaulay rings and constructible polytopes. Bull. Amer. Math. Soc.

81:133–135 (1975).
[67] R. Stanley, The number of faces of a simplicial convex polytope, Advances in Math. 35 (1980),

236–238,
[68] R. Stanley, The number of faces of simplicial polytopes and spheres. In: Discrete geometry

and convexity (New York, 1982), 212–223, Ann. New York Acad. Sci., 440, New York Acad.
Sci., New York, 1985

[69] C. Walter, The minimal free resolution of the homogeneous ideal of s general points in P
4.

Math. Zeit. 219(2):231–234 (1995).
[70] J. Watanabe, A note on Gorenstein rings of embedding codimension 3. Nagoya Math. J.

50:227–282 (1973).
[71] J. Watanabe, The Dilworth number of Artinian rings and finite posets with rank function.

Avd. Stud. Pure Math. 11:303–312 (1973).
[72] J. Watanabe, A Note on Complete intersections of Height Three. Proc. Amer. Math. Soc.

126:3161–3168 (1973).


