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Abstract While healthcare has traditionally existed within the confines of formal
clinical environments, the emergence of population health initiatives has given rise
to a new and diverse set of community interventions. As the number of interven-
tions continues to grow, the ability to quickly and accurately identify those most
relevant to an individual’s specific need has become essential in the care process.
Howeyver, due to the diverse nature of the interventions, the determination need often
requires non-clinical social and behavioral information that must be collected from
the individuals themselves. Although survey tools have demonstrated success in the
collection of this data, time restrictions and diminishing respondent interest have pre-
sented barriers to obtaining up-to-date information on a regular basis. In response,
researchers have turned to analytical approaches to optimize surveys and quantify the
importance of each question. To date, the majority of these works have approached
the task from a univariate standpoint, identifying the next most important question
to ask. However, such an approach fails to address the interconnected nature of the
health conditions inherently captured by the broader set of survey questions. Utilizing
data mining and machine learning methodology, this work demonstrates the value of
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capturing these relations. We present a novel framework that identifies a variable-
length subset of survey questions most relevant in determining the need for a
particular health intervention for a given individual. We evaluate the framework using
a large national longitudinal dataset centered on aging, demonstrating the ability to
identify the questions with the highest impact across a variety of interventions.

Keywords Healthcare informatics - Personalized health - Community health -
Data mining

1 Introduction

Marked by the notion that we can no longer reactively treat the sick, society is under-
going a major shift in our approach to healthcare. Over the past decade, clinicians
and researchers have demonstrated the value of preemptively addressing and improv-
ing the sundry of conditions that impact an individual’s health. However, to do so
has required a transformation of both the assessment and delivery of care. Whereas
health services have traditionally centered on a limited number of formal care enti-
ties, such as hospitals and primary care providers, recent methods have adopted a
more population health perspective. In turn fostering an explosion of community
health interventions that represent a spectrum of care from clinical specialists to
social programs [27, 32].

Unfortunately, due to the increasing scale and breath of interventions available,
the identification of services aligned with an individual’s need presents a non-trivial
task. Contributing in large part to this difficulty is the fact that clinical factors avail-
able through medical records account for only about 10% of an individual’s overall
health condition, with the remainder comprised of socioeconomic, environmental,
and social factors commonly known as the social determinants of health [8, 26].

Although there exists strong support for the use of survey tools to collect data
on these factors, the fluid nature of an individual’s health can quickly out-date the
collected information [4]. As a result, frequent re-administration of surveys is often
required to ensure an accurate assessment of need. Beyond the obvious inconve-
nience, the repeated administration of surveys has been shown to decrease response
rates and reduce data quality, a well-documented experience known as response
fatigue [31]. Understanding the need to balance participant experience and data qual-
ity with the value of up-to-date information, the work presented in this manuscript
is built upon the notion that developing a successful survey framework requires the
identification of those questions “which are critical to reduce decisional uncertainty
and minimize gaps in the current knowledge base” [42].

Much of the early research into survey tools focused on elements of their con-
struction and administration, including collection mediums, response formats, and
cogitative aspects of bias related to how questions are written and presented [10, 22,
25, 28, 29, 36, 37, 39]. However, the need to identify highly informative questions
has presented an opportunity to utilize analytical approaches to improve the use of
surveys for assessment tasks. Utilizing metrics such as Bayesian variance measures,
gain ratio, maximum information criterion, and other estimation methods, current
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analytical techniques have drawn on the idea of item response theory to quantify
the impact of questions related to an outcome [11, 16, 21, 41]. These works have
ultimately led to the dynamic optimization of the questions within a survey based on
the set of previous answers to construct an optimal test for each examinee, a concept
broadly known as adaptive testing [33, 40, 43].

To date, the majority of these works operate in what can be viewed as a sequential
or univariate manner, evaluating the importance of each remaining question or cate-
gory to select the next most informative with respect to some desired outcome. Yet,
such an approach fails to capture a vital source of information found in the relations
between the questions themselves. It is important to remember that survey questions
do not exist in isolation. Rather, the elements on which their questions collect data
are often highly interdependent. Thus, it stands to reason that more than simply iden-
tifying a ranked list of the most important questions, there is tremendous value in
identifying the ser of most informative questions in relation to the desired outcome.

Healthcare data remains among the most prominent examples of these relations,
with numerous works having established how an individual’s health conditions are
deeply intertwined across all aspects of their social determinants [5, 45]. Recognizing
this, community interventions have begun to develop more comprehensive surveys in
an effort to identify these relations in the profile of individuals they serve. However,
the rising number of factors for which they screen presents a significant barrier to
identifying these relations in an efficient manner. Moreover, it is clear the presence
of specific relations may differ with respect the outcome being evaluated, resulting
in the need to develop and maintain numerous models.

In the face of such complexity, our work aims to demonstrate how data mining
and machine learning techniques can be utilized to capture these latent relations,
providing the ability to answer the question: What is the set of most relevant ques-
tions that aid in determining an individual’s need of a particular health intervention?
To this end, we present TIQS, the Targeted Iterative Question Selection framework
(pronounced ticks) designed to identify a personalized subset of survey questions
whose combined response maximizes an estimation of need for a user-defined health
intervention.

The manuscript begins with a detailed review of each step of the TIQS framework
methodology. Once defined, we then evaluate the framework using three real-world
interventions of varying size and service area drawn from a national longitudinal
aging study in Ireland. For each intervention, we contextualize the observed perfor-
mance with respect to the set of survey questions selected, the ability of the final
question-set to provide the maximal probability estimate of need for an individ-
ual, and the ability to generate the question-set quickly. Finally we conclude with a
discussion of the frameworks’ future development goals and potential use cases.

2 Data
The data for this study were drawn from The Irish LongituDinal Study on Ageing

(TILDA) provided by Trinity College in Dublin, Ireland [19]. The TILDA dataset
was collected between October 2009 and July 2011, as part of a national study on
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aging conducted across the Republic of Ireland aimed at understanding the physical,
social, and emotional attributes of individuals age 50 and above.

Composed of three parts, TILDA represents a unique and comprehensive data
source. Each participant was asked to undergo an extensive data collection exer-
cise, including a structured Computer Aided Personal Interview (CAPI) in their own
home with a trained interviewer, an optional physical health assessment, and a “self-
completion questionnaire” that includes potentially sensitive questions not asked
during the CAPI [7, 44]. For this work, we focus specifically on the survey data collected.

The TILDA survey represents one of the most robust publicly available health
surveys, and has been utilized in numerous academic publications. It is a large and
representative data from a longitudinal study on aging in Ireland. The questions com-
prising the questionnaire encompass a breadth of economic (pensions, employment,
living standards), health (physical, mental, service needs), and social (contact with
friends and kin, social participation) characteristics of an individual’s life. Together,
these attributes result in a rich real-world dataset that we use to evaluate the inter-
related nature of survey questions and of the complex social/physical aspects of an
individual’s health conditions.

In particular, this work employs a specific subset of survey questions that have
been manually extracted by a team at IBM. Each unique question-answer pair in the
survey was encoded as a unique entity and will simply be referred to as the “ques-
tions” to be optimized though the remainder of the manuscript. In total, 137 questions
were encoded to provide a representative set across the economic, health, and social
survey sections. The questions were encoded using DBPedia [23], and a small subset
of Freebase and ICD10 codes were utilized as a unique identifier to map DBPedia
terms to an indexed vocabulary.

In total, 8175 individuals from 6279 households participated in the study. In addition,
329 interviews were also conducted with younger spouses or partners of participants.
This resulted in a final dataset of 137 questions collected across 8504 individuals.

3 Framework Details

The TIQS framework can be broken down into three district components, identifying
data, generating candidate questions, and evaluating question-sets. Beginning with a
discussion of the inputs required at runtime, detailed methodology of each component
is provided in the sections to follow. Further, a visual overview of the framework can
be found in Fig. 1.

3.1 Runtime Inputs

In an effort to provide the user with a high degree of flexibility, three execution
parameters must be provided prior to execution. These include the number of ques-
tions to generate (requested question-set size), the individual for which the survey
will be generated (target individual), and the intervention on which to assess need
(target intervention).
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Fig. 1 Visual representation of the TIQS framework
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Requested Question-Set Size Beyond minimizing response fatigue, appropriate
survey length is particularly important when time is limited. As available time with
each individual may vary due to a number of factors, the length of the question-
set returned can be determined at runtime. This parameter may range from a single
question, to the full length of the survey.

Target Individual A central component of the TIQS framework is the ability to
generate personalized questions. This is achieved in large part by utilizing the target
individual’s historical survey responses. Although, as we will see below, the frame-
work can be utilized even in the case where the target individual is previously unseen,
and no existing survey answers are available.

Target Intervention Finally, Fowler reminds us “we are not interested in the
answers for their own rake. Rather we are interested in what the answers tell us about
something else” [14]. As such, the TIQS framework is designed to not only provide
personalized question-sets, but also to target a specific intervention an individual may
utilize based on their current health and social conditions.

3.2 Identifying Data

The TIQS framework begins by extracting all individuals whose survey history indi-
cated the target intervention from the data repository. This filtering was done to
reduce noise and computational complexity, as those individuals without the target
intervention cannot be used to generate viable candidate questions about its use. A
detailed examination of the process to generate these questions will be discussed in
Section 3.3. Once extracted, 5% of the individuals are randomly selected as a valida-
tion set, held out to facilitate the ranking of question-sets returned to the user, while
the remaining 95% are labeled as training individuals. The use of the validation set
is discussed in full in Section 3.4.

Next, to aid in personalizing the final question-set, we identify a subset of
individuals from the training data who are highly similar to the target individ-
ual with respect to their prior survey responses. Computing this similarity presents
the challenge of comparing the survey history of two individuals. However, due
to the breath of topics and specific nature of the questions in the TILDA study,
this data is extremely sparse. Individuals in our study ranged from 2 to 61 ques-
tion responses with a mean of 15.27, median of 14, and a standard deviation of
5.8. Although such sparsity can be expected from any survey data, it presents a
notable obstacle in the computation of a metric which sufficiently differentiates
individuals. To address this concern, we turn to an established technique from the
information retrieval domain and identify similar individuals utilizing a vector space
model.

In the context of information retrieval, vector space models formalize the rela-
tion between documents and the terms that comprise them. By projecting the terms
for each document into a set feature space, basic vector operations can be applied
to determine how well a document aligns with a specific query, or to another doc-
ument projected into the same space [2]. Our decision to compute the similarity
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between individuals utilizing these models was twofold. Firstly, the implementation
of the model requires only a document-term matrix that can be easily constructed
from the set of survey responses. In our case, each individual represents a docu-
ment, and the question responses from their survey represent the terms. Secondly,
vector space models are commonly utilized on large sparse datasets and have
demonstrated repeated success in the healthcare domain, deriving similarity between
diagnosis histories and constructing meaningful vector mappings of clinical elements
for use in statistical modeling and deep learning applications [6, 9, 30].

Employing the vector space model to compute a similarity with the target indi-
vidual begins by feeding the survey histories of the training individuals through an
inverse document frequency (IDF) transformation [35]. Through this transformation,
we first obtain a standardized feature vector for each individual that indicate the pres-
ence or absence of every survey response, while also providing higher feature values
for infrequent responses with respect to their occurrence across the training individu-
als. Next, the target individual is transformed into the same IDF space, dropping any
responses not seen in the training data. From here, a cosine similarity is computed
between the IDF vectors of the target individual and each of the training individu-
als. Cosine similarity was chosen as it accounts for both the matching items and their
magnitude. This results in a higher ranking not only for those individuals with the
largest percentage of overlapping answers, but also for those who indicated similar
infrequent answers. Finally, those individuals with the top 20% of similarity scores
are labeled as the “similar individuals” and are carried forward to the generating
candidate questions step.

Unfortunately, the survey history on which this similarity is calculated is not
always available. Particularly in the healthcare domain, cases where the individual
has relocated, enters a new medical system, or has simply never taken the particu-
lar survey are in fact quite common. This lack of a survey history presents an issue,
as the vector model constructed would be empty, in turn making the identification
of similar individuals impossible. This represents a well-established phenomenon
known as the cold start problem [34]. To account for this scenario, the complete set
of training individuals is also carried forward to the generating candidate question
step. Although inevitably nosier, carrying these individuals forward will allow the
framework to generate question-sets even in the case where similar patients cannot
be identified. Further, as an additional benefit, the complete training data may cap-
ture population-level associations that may not be well defined when looking at only
the subset of similar individuals.

3.3 Generating Candidate Questions

Once the sets of training and similar individual’s has been identified, the second step
of the TIQS framework moves to identify the patterns of questions connected with the
occurrence of the target intervention. However, it is important to note that, due to the
large number of possible questions, the number of distinct combinations can quickly
become intractable to evaluate. As such, we turn to a set of techniques focused on
the efficient identification of item occurrence patterns, namely the use of frequent
itemset generation.
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Ranging from the analysis of purchasing patterns for online shoppers to similarity
searches of complex structured data, frequent itemsets form the basis of numerous
works that have shown success in identifying relationships within large transac-
tional databases [17]. These techniques have also been utilized for a wide variety of
applications in the healthcare domain, uncovering underlying relationships among
symptoms, health conditions, diseases, and drugs [38, 47]. The work presented in
this manuscript will demonstrate how such methodology can be employed to sys-
tematically identify a set of high-value “candidate questions” from which a final
question-set will be created.

Formally, frequent itemsets are defined as the set of questions (Q) for which the
number of individuals containing Q is equal or above a predefined support value
[24]. From this definition, we note that, although the mining process is mathemati-
cally straightforward, the extraction of meaningful itemsets is highly dependent on
the selection of an appropriate support parameter. While oftentimes this value is set
experimentally, using techniques such as cross validation, the tuning process assumes
the parameter is estimated on data representing a single underlying population. How-
ever, in the scenario addressed by this work, the target intervention is dynamic,
potentially requiring a significant tuning effort for each target intervention.

To account for this variability, frequent itemsets are mined in an iterative fashion,
by sweeping the parameter space with decrementing support values from 1 to 0.1, at a
step size of 0.1. Beyond identifying the questions themselves, the use of support allows us
to associate a measure of “strength” to a questions occurrence with the target intervention.

The process of generating candidate questions can be broken down into four pri-
mary steps, each discussed in detail below. For the reader’s convenience, the numeric
label associated with each step corresponds to the framework numbers found within
the generating candidate questions section in Fig. 1.

1. Utilizing an individual’s survey question responses as a “basket”, frequent
itemsets are mined separately on both the training and similar individuals (if
applicable) using the open source pattern mining library SPMF [13].

2. The itemsets that contain the target intervention are then extracted, and the ques-
tions comprising each (excluding the target intervention) are flattened into a
single set.

3. If data from both the training and similar individuals is present, the set of
questions generated by each are aggregated and labeled as candidates. These
candidate questions are then associated with the support value of the iteration.
However, if a question has been labeled as a candidate at a previous iteration, it
is ignored and remains associated with the prior (higher) support value.

4. If the total number of unique candidate questions generated is less than the
requested question-set size, the support value is decremented, and the process is
repeated. Otherwise, the mining process is terminated, and the framework con-
tinues to the next step. As a caveat, in the case of requested question-set sizes
under 5, a minimum of 5 candidate questions must be generated prior to pro-
ceeding. Such a requirement was found to reduce noise and ensure a more robust
ranking when returning small question-sets to the user.
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It should be noted that although the problem of identifying the occurrence of a tar-
get intervention lends itself well to the rule generation problem, we chose to utilize
frequent itemset as rule mining presents two sub-optimal qualities. First, it introduces
an additional parameter (confidence); the automated tuning of which would require
another iterative weight sweep as is done with the support parameter [1]. Second,
from an implementation standpoint, the computational complexity of rule mining is
significantly higher than itemset mining alone. Minimizing such complexity is espe-
cially important as health-based surveys may consist of a large number of questions
and are often expected to be completed in a limited time window.

3.4 Evaluating Candidate Questions

Ultimately, the terminating condition of the candidate mining step can result in two
distinct scenarios. First, the number of candidate questions is exactly the size of the
required question-set. In this case, the question-set is returned to the user and the
process is complete. However, as the mining process undergoes multiple iterations,
and the support value is continually lowered, it is highly likely the terminating itera-
tion will generate a set of candidate questions that exceeds the requested question-set
size. In this second scenario, the TIQS framework undergoes an additional expan-
sion process to generate and rank a set possible question-sets in order to provide the
user with a single set of the requested size. This process is described in detail in the
following two sections.

3.4.1 Generating Question-Sets

Although smaller than set of all survey questions, depending on the requested question-
set size, and number of candidate questions generated at the final iteration, it is
clear the space of possible combinations remains intractable and cannot be evaluated
directly. However, to approximate the best question-set while minimizing the number
of potential candidate combinations, we postulate that only those candidates associ-
ated with the lowest recorded support value need to be evaluated for inclusion, i.e.,
those generated at the iteration for which the candidate set exceeded the requested
question-set size. The procedure for generating the list of possible question-sets for eval-
uation can be found bevlow, and a visual example of the process canbe found in Fig. 2.
First, all questions associated with support values higher than the final iteration are
added directly to a list deemed the baseline question-set. The number of these ques-
tions in this list must be less than the requested question-set size, or the framework
would have terminated at a prior iteration. The difference between the size of the
baseline question-set and the requested question-set size denotes the number of “free
questions” (FQ). Taking the set of new candidates generated at the final iteration (C),
we compute permutations of size FQ. Each of the permutations are then appended
FQ
C
evaluation. In this way, entities mined at higher support values are always included,
while only those at lower support values are evaluated combinatorially for inclusion.

to a copy of the baseline question-set, resulting in possible question-sets for
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3.4.2 Ranking Question-Sets

In order to obtain a ranking between the possible question-sets, the candidate ques-
tions comprising each question-set are used in a classification paradigm. To create
the classification task, all individuals, both with and without the target intervention,
are extracted from the original data repository, excluding those contained in the val-
idation set. For each, a 137-element feature vector was constructed, encoding every
question-answer pair as a unique feature. Each feature was populated with a binary
value (0/1) representing if the respective question was marked within their survey his-
tory. Finally, each vector was assigned a binary class label indicating if the individual
had indicated the target intervention in their survey history.

Utilizing these instances, a classifier was trained to predict need of the target inter-
vention based on survey question responses. For the results presented within this
work, we utilize the Java implementation of the AdaBoost Algorithm provided by
the Weka package [15, 46]. Utilizing a set of weak classifiers, AdaBoost provides an
optimal linear combination in order to create a stronger classifier, a particularly valu-
able quality given the sparse nature of survey data [12]. It should be noted that, within
the developed framework, the learning task has been abstracted in such a way that any
classifier may be substituted, provided it can provide probability estimates for each class.

Next, to compare and rank the possible question-sets, we derive a score from the
validation set. For each possible question-set, the features corresponding to the candi-
date questions were artificially marked as present (value of 1) across each individual’s
feature vector. The classifier was then run to predict the class-wise probabilities for
each validation instance. As all individuals in the validation set must possess the tar-
get the intervention, each question-set was associated with a score representing the
mean positive-class probability. Validation instances were then “reset” to their initial
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question states, and the process was repeated for the next question-set. Upon com-
pletion, the highest scoring question-set was selected and returned to the user, with
ties broken randomly.

For comparison, we will discuss a set of alternative candidate selection methods
within the evaluation section. It should be noted that as target interventions can rep-
resent highly specialized services, it would not be uncommon for the classification
to result in highly imbalanced classes. To account for this, oversampling was utilized
to balance the training data classes prior to classification. Although modern sam-
pling methods may improve the classifier performance, our aim was not to optimize
the prediction task, but rather to allow for a standardized measure between possible
question-sets, to identify which maximizes the classifier performance.

4 Evaluation

The evaluation of the TIQS framework was focused on three aspects of its execution.
First, we looked to the frequent pattern mining utilized in the generation of candi-
date questions selected from the pool of survey questions. Second, we evaluated the
learning process utilized to rank the possible question-sets resulting from the itera-
tive component of question generation. Finally, we also ensured that the framework
could provide question-sets within a reasonable timespan.

However, we would like to note two important caveats around missing data. First,
it is important to note that that healthcare suffers from an intrinsic problem where the
lack of a diagnosis does not necessarily indicate a negative class (disease/condition
absent). It is very much possible the condition or disease was never formally recorded
in the data. Second, with regard to community interventions, the individual may have
failed to associate their participation in an activity with survey questions discussing a
service, utilized a service after the survey was administered, or chose not to indicate
their involvement in a service due to social or privacy concerns.

With this understanding, all evaluations in this work were treated as one-class
problems, evaluating the framework’s performance against those whose survey
responses indicate the target intervention. Further, in an effort to approximate the cir-
cumstances in which the framework would be used, leave-one-out (LOO) testing was
performed to simulate the occurrence of identifying intervention need for a specific
individual. To achieve such an evaluation, the current target (test) individual in the
LOO paradigm was stripped of the target intervention and the framework run on their
existing survey responses. Given the knowledge the individual has already utilized
the target intervention, we can accurately evaluate the frameworks ability to iden-
tify the set of questions, which, if present, would best indicate provide the maximal
estimation of need with respect to the alternative possible question-sets.

4.1 Frequent Pattern Mining

Fundamentally, the strength of the proposed TIQS framework lies in its capacity to
generate a set of meaningful candidate questions from which a final question-set

@ Springer



J Healthc Inform Res

can be constructed and returned to the user. As such, our first evaluation assessed
the ability of a question-set to identify need of a target intervention. The evaluation
centered on comparing the final question-set selected by TIQS with question-sets
derived using two alternative methods of generating candidate questions, as well as a
baseline where no additional questions were selected. An overview of the evaluation
methodology and alternative candidate selection methods can found in the respective
sections below.

4.1.1 Evaluation Methodology

For each alternative selection method, a question-set was created in the same manner
as with the TIQS methodology. The AdaBoost classifier was run on the individuals’
survey history, augmented with the question-set of the respective method, and the
performance was quantified by the probability of the target intervention. Resulting
from the one-class nature of our evaluation, we know individuals evaluated have
utilized the target intervention. As such, a higher predicted probability of intervention
need is desirable for this evaluation.

It should be noted, there exists the possibility that the performance of a selection
method may vary as a function of the number of questions generated. To account for
this, each of the candidate generation methods is evaluated over requested question-
set sizes ranging from 1 to an upper bound of 14, which represents 10% of the total
question bank.

4.1.2 Alternative Candidate Selection Methods

Our initial comparison looked to the random method, which, as the name suggests,
populated a question-set by generating a random sampling of candidate questions
from across the survey. As the survey from which the questions are drawn is designed
to capture a measure of an individual’s health condition, there exists the possibility
that any additional information may increase the ability to estimate the probability
of need for the target intervention. The comparison to random should aid in account-
ing for this inherent bias, when comparing to questions selected by the proposed
framework.

Next, we evaluate a ranked entity selection method utilizing Pearson’s correla-
tion coefficient. Utilizing the complete database, again excluding the validation set,
a univariate correlation coefficient was computed between each survey question and
the specified target intervention. Beginning with the highest correlation, entities are
then added to the target individual response set in descending order, again with ties
broken randomly. The need for such an evaluation lies in the belief that, although cor-
relation to the target intervention may constitute a component of identifying relevant
questions, a number of additional factors are likely to influence an individual’s par-
ticular use. It is possible that there exists a higher-order interaction between questions
on the survey, and this comparison allows us to differentiate between a capturing
these relations and methodology that simply identifies the set of highly correlated
questions.
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Finally, we evaluate the baseline case where no additional questions are selected.
Such a baseline is important, as there exists a scenario in which any additional ques-
tions may introduce noise into an individual’s survey data, negatively influencing the
overall ability to estimate the probability of the target intervention as a result.

To ensure consistency, the number of questions added for each selection method is
held constant, with the exception of the baseline, for which no questions were added.
For the ranked addition method, if the validation individual previously indicated the
selected question in their survey history, the next highest is tested until a new ques-
tion is selected. Similarly, the random method continues to draw questions without
replacement until one not already present in the individual’s survey history is found.
The process is repeated until the set of new questions reaches the size of the requested
question-set.

4.2 Optimal Set Ranking

While the question-set provided to the user represents the ultimate goal of the
TIQS framework, the evaluation does not assess the ranking of possible question-
sets resulting from the candidate expansion process. As all question-sets are drawn
from the same set of candidate questions, it remains possible that any question-
set generated will provide a similar benefit or that another ranking would have proved
more effective.

To address the first prospect that any combination of candidate questions provide
a similar benefit, we evaluate the results of the ranking as a distance across the esti-
mated probability for each question-set. For each target individual, the list of possible
question-sets was ranked as before utilizing the external validation set. The esti-
mated probability of the highest ranked question-set was then compared to the mean
estimated probability across all remaining candidate question-sets. Values near zero
indicate the estimated probability target intervention need was similar across all can-
didate question-sets, while large values indicate a beneficial ordering. As before, to
account for variability within the requested question-set size, we evaluate this metric
across requested question-set sizes from 1-14.

To evaluate the second prospect, in which an alternative ranking would have
provided a more effective question-set to the user, we look to the framework method-
ology. As rankings are obtained through use of the validation set, we re-frame the
question to investigate the scenario where the maximal ranking of the question-sets
from the validation set does not generalize to that of the target individual. Thus, we
perform an evaluation in which to determine if the final question-set returned in fact
represented the optimal probability estimation of intervention need with respect for
the particular test patient.

To achieve this, we again perform the standard ranking for all possible questions
sets. However, after evaluation on the validation set, the complete list of possible
candidate question-sets is returned with the corresponding rankings for each. The tar-
get individual is marked “correct” if the question-set ranked first (highest estimated
probability resulting from the validation set) provided greater than or equal to the
maximal estimated probability among the alternative question-sets; otherwise, it was
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marked incorrect. The results are reported as the average percentage of individuals
for whom the highest ranked question-set would have provided the optimal estimate
of need for question-set sizes 1-14.

4.3 Framework Efficiency

While our prior two evaluations focused on the question-sets generated by the frame-
work, due to the time-sensitive nature of many healthcare applications, it is also
important to ensure an individual’s final question-set be generated in a timely man-
ner. Thus, for the final analysis, we investigated the computational efficiency of the
TIQS framework.

In particular, we report the total runtime of the framework’s three major compo-
nents: first, the identification of similar individuals through the vector space models;
next, the iterative pattern mining for candidate questions; and finally, the possible
question-set ranking. Although the time to identify similar individuals is clearly lin-
ear with the size of the training individual data, we include all three elements in the
overall timing to ensure a robust evaluation. As the iterative pattern mining is highly
dependent on the requested question-set size, the runtime is again computed across a
question-set size 1-14.

5 Results

We present the results for each evaluation in the sections to follow. As the TIQS
framework contains an iterative component, we evaluated the performance across tar-
get interventions of both varying size and area of service. In particular, we began with
a large clinically focused intervention, the use of an optician, recorded by 515 indi-
viduals. We then considered two smaller social services: (1) a specialized program
known as respite care that offers temporary institutional care of an individual, pro-
viding relief for their usual caregivers (33 individuals), and (2) the Meals on Wheels
program, which was utilized by 46 individuals.

5.1 Frequent Pattern Mining

Figure 3 reports the performance results for both the TIQS framework and alternative
candidate question selection methods across the set of 14 requested question-set sizes
evaluated. It is important to note that, generally, any additional question informa-
tion (increasing the requested question-set size) tends to provide a level improvement
in performance across all of the selection methods. However, even at the largest
requested question-set sizes, the TIQS framework displayed an improvement of
almost 10% over the next best (ranked) selection method.

Going further, we tested the significance of this improvement. The set of prob-
ability estimates across each of the requested question-set sizes were extracted as
repeated measurements for the baseline, random, and ranked methods and compared
to the estimate values exacted for the TIQS framework. However, as there is no guar-
antee that these estimates adhere to a normal distribution, we cannot employ the
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standard paired ¢ test. Rather we utilized the non-parametric Wilcoxon Sum-rank test.
All three comparisons were found to be statistically significant at p < 0.05 for each
of the three interventions tested.

5.2 Ranking Evaluation

In our second set of evaluations, we work to demonstrate if the ranking process of
possible question-sets provides utility in obtaining an estimation of intervention use.
The results of the initial ranking evaluation in which we compare the performance of
the highest ranked question-set to the average performance of the remaining possible
question-sets can be found in Fig. 4. Overall, we find an impressive performance of
the ranking framework, with average distance across the evaluated interventions of
6.97%, at 6.64, 5.80, and 8.46% for the meals on wheels, optician, and respite care
interventions, respectively.

Moving on, we next evaluated the performance of all question-sets with respect
to the target individual. Figure 5 displays the percentage of target individuals for
each intervention where the highest ranking question-set provided equal to or greater
than the highest probability estimate across the total set of possible question-sets
generated during the expansion step. As we can see, the ranking was quite effective,
providing the optimal estimation probability for over 80% of the target individuals,
across more than 90% of the evaluated requested question-set sizes.
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5.3 Framework Efficiency

The results of the timing evaluation were calculated as the average runtime needed
to generate the final question-set size for each individuals under the leave-one-out
paradigm across the range of respective question-set sizes. We find the results
highly encouraging, with mean runtimes of 10.10 (£ 0.70), 8.84 (£0.16), and 12.08
(£ 12.30) seconds across the 14 question-set sizes of the optician, respite care, and
meals on wheels interventions, respectively.

Further, the standard deviations indicate a fairly stable runtime across increasing
question-set sizes, with the exception of the meals on wheels intervention. However,
the large standard deviation for the meals on wheels intervention stems from a sin-
gle individual, a comprehensive evaluation of whom can be found in Section 6.3
of the manuscript. Removing this individual results in a mean runtime and standard
deviation in line with the other interventions at 9.07 (& 1.09) seconds.

6 Discussion

Today, population and community health initiatives have emerged on a global scale,
taking aim at high-level goals such as reducing disparities in care, improving the care
experience, and promoting overall health across all stages of life, all while reducing
cost [3, 18]. While a lofty goal, the TIQS framework fits directly into this mission,
aiding individuals from all walks of life by providing a tool to efficiently evaluate
their need for a specific health interventions. Such an approach may in turn reduce
costs both of survey administration time and potentially in the cost of care by allow-
ing individuals to receive more appropriate and timely preemptive clinical and social
services.

As such, we centered our discussion around three questions through which to
assess the performance of each component of the TIQS framework. First, with respect
to the frequent pattern mining process by which candidate questions are generated,
we ask: Do the candidate questions provide the most information with regard to the
set of possible survey questions? Turning next to the ranking of the question-sets,
resulting from our iterative designation of the support parameter, we ask: Are we
providing an optimal ordering of the possible candidate question-sets to the user?

@ Springer



J Healthc Inform Res

Finally, looking to the intended use cases of the framework, we ask: Can TIQS gen-
erate a question-set in an efficient manner? An analysis of the evaluation results with
respect to these questions can be found in the respective sections below.

6.1 Do the Candidate Questions Provide the Most Information?

Our initial evaluation aimed to establish the validity of the candidate questions,
demonstrating that questions selected by the TIQS framework provided significantly
higher probability estimates for the need of a specified target intervention than those
selected randomly or through correlation alone.

6.1.1 Alternative Question Selection Methods

Baseline As the prediction of intervention use for a single individual represents
a binary prediction task, it is unsurprising that, regardless of intervention, the
performance of adding no additional questions resides at approximately 50%.

Random Looking to Fig. 3, we find that, while the estimated probability resulting
from randomly selecting candidate questions is elevated in relation to the baseline,
such improvement is marginal when compared to other more sophisticated selection
methods.

Further, it should be noted, that in a few instances at smaller question-set sizes, the
random selection method was found to provide a lower average probability estimates
than the baseline. As the baseline method adds no additional information, such a case
highlights the fact that, if picked without regard to the target intervention, survey
questions may only serve to add noise to the identification task.

Ranked Finally, with respect to the alternate selection methods, we find that ranked
candidate selection often provides the highest probability estimates. However, the
performance remains well below that of the TIQS framework. This observation leads
back to the notion that there exists higher-order interactions between questions when
ascertaining the probability of need for a specific target intervention. Although such
interactions may be captured by candidates generated by pattern mining, they would
be ignored when adding candidate entities based on univariate correlation to the target
alone.

A closer inspection of the ranked selection performance reveals two distinct cases:
the first in which the ranked performance remains fairly stable and spikes over a short
increase in question-set sizes and the second where performance gradually increases.
This variability can likely be explained with the understanding that specific highly
correlated features may provide valuable information with regard to the target inter-
vention. However, not all correlations will result in the increased ability to identify
use, and simply selecting a large number of questions based on their correlation
alone may introduce a significant amount of noise into the system, stagnating overall
performance.
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6.1.2 TIQS Framework

Looking finally to the questions selected by the proposed framework, we note that
appropriate selection of survey questions can provide significantly more information,
producing classifier probability estimates averaging well above 90% across a range
of question-set sizes. This is a notable result, as the second highest selection method
(ranked selection) provides estimates of almost 10% less, averaging around 80%.

Taking a deeper look at the performance of the TIQS framework, it is worth noting
that we find performance benefits even for a question set of size 1. For the random
selection method, such a boost in performance is logical as not all questions drawn
from the survey are relevant to the target intervention. However, for the ranked selec-
tion method, this performance difference can be explained with the understanding
that the question identified based on Pearsons correlation is the same for all individu-
als. Yet it may not be the most useful for all individual based on their history. Rather,
another question not as highly correlated in a univariate manner to the target interven-
tion may provide a higher increase in predicted probability for the target individual,
reinforcing the importance of selecting the right questions.

6.2 Is the Ordering of the Possible Question-Sets Effective?

Having established the value of the final question-set generated by TIQS when com-
pared to alternative selection methods, our second question looked to quantify the
framework’s ability to rank the possible question-sets generated from the set of can-
didate questions. To do so, we look and compare the highest ranked question-set
returned to the user to the complete list of possible question-sets generated during
candidate expansion.

6.2.1 Distance

Looking first to the average distance for each of the evaluated interventions, we note
that the highest ranked question-set provides a notable improvement in probability
estimates than the alternative sets. However, it is worth noting that, as the requested
question-set size is increased, the average distance metric tends to decrease. Although
it would seem the ideal case represents that in which this number would remain at
the highest initial point, elements of the framework design must be considered in our
interpretation of this metric.

As the requested question-set size is increased, often an increasing number of
iterations are required to mine frequent itemsets containing a sufficient number of
candidate questions. With each iteration, the support parameter is lowered, resulting
in an increasing number of number of candidate questions. As the number of candi-
dates identified during the final iteration can become quite, the number of possible
question-sets to be evaluated can also grow quite large.

Following from the assumption that the questions generated at the highest sup-
port values are the most valuable, the increased number of possible question-sets
will create the scenario where many alternative question-sets contain the questions
contributing most to the increase in probability estimates. This in turn presents the
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case where the average performance across the highest ranked question-set and the
alternative question-sets appears more similar. However, even a 1% increase across
thousands of possible question-sets at the largest requested question-set sizes rep-
resents a clear need to perform such a ranking after the expansion of candidate
questions.

6.2.2 Optimal Ranking

Although the increase in estimated probabilities may appear low in absolute terms,
the benefits of ranking represent a critical aspect in the overall effectiveness of the
framework. To quantifiably establish this premise, we moved to evaluate how each
of the identified question-sets would perform if selected for the target individual,
removing uncertainty of the rankings on the validation set alone.

Looking to the results, we find that the ranking proves highly effective, with well
over 90% of the individuals receiving optimal rankings across the three interven-
tions, and requested question-set size from 1-14 questions. Such a result is incredibly
important, as it helps to affirm the assumption that utilization of an external validation
set can provide a highly transferable ranking of estimation of probability estimation
for the target intervention with respect to an unseen target individual. Again rein-
forcing the value of the framework was proposed in this work, over simply training a
generalized model for future use.

We do note a dip at the largest question-set sizes for the meals on wheels inter-
vention. It is important to remember that generation of large number of candidate
questions for interventions with such a low number of participants is extremely dif-
ficult, with question-sets receiving noise from the smaller sets in pattern mining.
However, we attempt to account for this noise through our iterative generation of can-
didates. A result indicating that, even at the lowest point, 75% of individuals receiving
optimal rankings is, in any case, highly promising.

6.3 Can TIQS Generate a Question-Set in an Efficient Manner?

With execution times averaging well under 60 seconds per individual, it is clear the
TIQS framework is capable of rapidly generating a question-set to aid in the deter-
mination of an individual’s need for a specific community intervention. Moreover,
looking to the ability of the framework to generate variable-length question-sets, we
find the performance remains stable, with less than 5 seconds differentiating the run-
times of the largest and smallest requested question-set size for each intervention.
Such a result highlights the value of our iterative framework, demonstrating the util-
ity in evaluating only those questions generated at the lowest support levels, rather
than the set of all of the possible questions.

As it stands, we believe these results present a compelling use case for our framework.
One in which the framework could be utilized in an ad-hoc manner to determine need
for community intervention for a specific individual should it be required. However,
in our evaluation we encountered one irregularity. While stable across question-set
sizes 1-13 (u = 8.79, o0 = 0.093), the largest question-set value in the meals on
wheels evaluation jumps to an average runtime of 54.8 seconds. A closer inspection
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reveals this increase is the direct result of a single individual, whose computation
time exceeded 20 minutes.

In an effort to understand this performance, we examined the survey history of
the individual in question. Finding the responses centered on the use of three highly
distinct interventions. In addition to meals on wheels, the individual highlighted the
use of a dentist, with corresponding responses indicating tooth loss and the use of
dentures, as well as use of optician, with responses indicating, hyperopia, cataracts,
eye disease, and the use of corrective lenses.

With only 46 individuals indicating need for the meals on wheels service, the
number of similar individuals was bounded to only 9 (20%). Thus, it is possible
this data became highly diverse, including those individuals with similar response
patterns for each of the three interventions. In turn requiring a significantly higher
number of iterations to generate candidate questions targeted to the meals on wheels
intervention.

Importantly, it does not appear the increase in runtime was tied to the number of
questions answered. As the individual being evaluated had the same or fewer total
responses than six of the others in the meals on wheels population, each of whom
had runtimes of under 30 seconds. Additionally, as the individual also utilized the
Optician intervention included in our evaluations, we found relevant to look into their
performance at a requested question-set of size 14. Finding it required only a fraction
of the time, at 27 seconds, suggesting that the anomaly in execution time for the
meals on wheels intervention results as a product of the small population size, and
large number of requested questions.

Although we find it extremely promising that across the 8316 total timing runs
in our evaluation (594 individuals, across 14 different question-set sizes), we incur
such a performance hit only once, we do plan to explore additional optimizations,
in particular, assessing the performance benefits of computing question-sets with-
out generating the intermediate candidates of each frequent itemset though efficient
pattern mining structures such as FP-trees.

7 Future Work

Although, from an academic perspective, we have demonstrated the promise of uti-
lizing personalized question-sets to identify the need of a targeted intervention, we
are currently investigating two extensions to expand the practical impact of our
framework.

First, we address the scenario in which the question-set derived by TIQS becomes
incomplete during the administration of the survey. Such a scenario may result due to
a lack of available time, or in the case where an individual does not present all of the
social, behavioral, and physical factors included in the question-set. As the strength
of TIQS lies in the ability to address the combinational aspect between survey ques-
tions, the lack of a specific question may decrease the probability estimates for the
target intervention. To account for this, we are extending the evaluation of candidate
question-sets to assess not only at the performance of each possible question-set,
but also of the combinations of candidate entities that comprise them. Unfortunately,
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to do so would require a factorial number of evaluations for each question-set. To
address this, we are currently investigating solutions utilizing parallel computing, and
optimization techniques such as dynamic programming.

The second extension looks to address the temporal aspect of the data collected.
As noted prior, one of the motivating factors for this work was the awareness that the
dynamic nature of an individual’s health often required the re-administration of these
surveys. However, currently, the TIQS framework does not consider the time at which
the previous surveys were administered. As such, we may be ignoring potentially
valuable information around the progression of an individual’s health state. Currently
we are augmenting the framework to account for the time at which the risk factors
were identified, allowing recent responses to contribute to the final question-set with
a higher weight than those recorded in the distant past.

8 Conclusion

The landscape of healthcare is shifting, and the TIQS framework represents an
example of how emerging informatics techniques can personalize and advance
population-screening tools developed by the healthcare community. Drawing on an
individual’s survey history, the work presented in this manuscript has demonstrated
how TIQS can efficiently generate a personalized set of survey to accurately estimate
the probability of need for a designated community intervention. We have evaluated
the frameworks’ effectiveness on three community interventions of differing sizes
and types, with similar results across the range of question-set sizes.

Although our work focused on applications to the healthcare domain, as no
domain knowledge required to obtain the question-set, the TIQS approach has poten-
tial applications to a number of fields. Like many pattern mining techniques, the
ability to identify relations from a set of likely interconnected data has the direct
benefits to various user- and item-based analyses. However, TIQS takes this one-
step further, providing the ability to identify items, which, if associated with a
user, indicate a likely association with a user-defined item of interest. Additionally,
the TIQS methodology highlights how iterative models can be utilized efficiently
to improve generalizability, reducing the need to tune individual models when
evaluating multiple target item.

Furthermore, the TIQS framework provides two additional benefits for general
use: first, the ability to request question-sets of variable length provides the flexibility
to utilize the framework in time-sensitive applications where a quick coarser result
may be needed and second, in the ability to generate question-sets a priori. Allowing
optimized surveys to be offered through a number of medium, including verbally, or
by asynchronous medium such as email, or post. Such flexibility is critical when con-
sidering the use across a diverse set of subject populations. This is particularly true for
those who may have cognitive or physical limitations, making their familiarity, comfort,
and ability to interact with traditional computerized methods limited or even prohibitive.

Finally, reflecting on the many ideas which inspired this work, we look to Kil-
bourne et al., who posit that a “primary reason for the research-to-practice gap is the
lack of a framework for implementing effective interventions in community-based
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organizations that maintains fidelity while maximizing transferability when the inter-
ventions are adopted across different settings” [20]. It is our hope that our work
represents a step in addressing that gap, providing an efficient method for care works
to estimate an individual’s probability of need for targeted community interventions.
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