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Please Sir, I want more

See also:
• Dlugosch, et al. “An Efficient and Scalable Semiconductor Architecture for 

Parallel Automata Processing,” IEEE Trans. PDS, Dec. 2014
• Center for Automata Processors, UVA, http://cap.virginia.edu/

Several slides copied from K. Skadron, M. Stan. “Automata Processing: Massively-Parallel 
Acceleration for Approximate Pattern Matching and String Processing” 
http://www.clsac.org/uploads/5/0/6/3/50633811/skadron-clsac-2016.pdf
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The Automata Chip
• Massively parallel set of NFAs on a chip
• Designed for complex regular expressions
• Can be expanded to multi-chip systems
• Includes a programming language ANML

https://si.wsj.net/public/resources/images/BA-BJ332A_Tech__NS_20151030225643.jpg
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NFAs and Automata
• Normal definition 5-tuple (Q, ∑, δ, q0, F)

– Q = set of states
– ∑: alphabet of input symbols
– δ: Qx∑ -> P(Q) (set of all subsets of Q)
– q0: start state
– F: set of final accepting states

• Extension to δ: δ(C,a) = Union of δ(q,a) 
– where C = set of states, q is in C

• Also δ: δ(C) = follow(C) = Union of δ(C,a)
– Set of all states that you can get to from any state in C
– Where a is in ∑
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Homogeneous Automaton
• All transitions entering a state must occur on 

same input symbol(s), i.e.
– If a & b are in  ∑, and p & q are in Q
– Then δ(p,a) ∩ δ(q,b) = δ(q,a) ∩ δ(p,b)

• State q accepts a if
– a is on some incoming transition to q

• symbols(a) = set of all states that accept a
– symbols(a) = Uq in Qδ(q,a)
– q accepts a iff q in symbols(a)

• Thus δ(C,a) = follow(C) ∩ symbols(a)
– Remember C is some subset of states
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Execution: Input string is S

T is set of states that accept 
next input, given we could be in 
any of set of states C

C is all possible next states

Test to see if in accepting state

Test to see if we reject

Update C for next symbol from input
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State Sets as Bit Vectors
• Assume |Q| = m (i.e. m states)
• Represent state sets as m-bit bit vectors

– bit j=1 implies state j is in current set
– 2q: m bit vector where position corresponding to q is 1
– 2C: OR of all 2q where q is in C 

• ∆:2Q x ∑ -> 2Q is bit vector equivalent of δ
• Set intersection is now a bit-wise AND
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Bit Vector Execution

&

& = bit vector AND
| = bit vector OR
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Bit Vector Example
• Consider the NFA N4 Fig. 1.36 on p. 53

– δ(1,b)={2}
– δ(1,ε)={3}
– δ(2,a)={2,3}
– δ(2,b)={3}
– δ(3,a)={1}

• m=3 (3 states) so bit vector is 3 bits long
– If C is 011 (either in state 2 or 3)
– And next input is “a”
– Then next state is 111: the OR of 

• 100 (from δ(3,a)={1})
• 011 (from δ(2,a)={2,3})
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Conventional Memory Block

http://ece-research.unm.edu/jimp/vlsi/slides/chap8_2-1.gif

2m bits

“Column mux”
selects 1 out of
each 2k bits

Example = ~8 Mbits
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A 2Gb DRAM Chip

http://2.bp.blogspot.com/__ZSc4tYyVNI/TUbE3RjzDfI/AAAAAAAAAFo/oP7UqXefwtU/s320/K4B2G0846B-HCH9_K4B2G0846D-s-r_branded.jpg

Hundreds of prior blocks



13Automata Overview

Automata Chip

1 “word” = 49Kbits

STE = State Transition Element

One row for each
possible symbol 
(256 of them)

Each “Mb”:
• “Symbol Recognition Cell”
• 1 State bit: “Should this HFA 

recognize this symbol?”
• Row driven only if symbol ok

m = |Q| = 48K

row for a = symbols(s)

Logic contains
C,T … and performs
& and | operations
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