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Background
•Developed by Microsoft Research Asia – in 2013

•Renamed to GraphEngine (GE)

•Satisfy two requirements
• Online query processing – low latency
• Ex. Link prediction in social networks

• Offline graph analytics – high throughput
• Ex. PageRank in the WWW

•Belief: High speed network is more available + 
DRAM prices going down  in-memory solutions 
will be cheap!



Overview
• Storage Infrastructure
• Computation Framework
• Multiple components communicate over a network

• Slave
• Store graph
• Perform computations

• Proxies
• Handles messages

• Clients
• Enable user interaction

• Trinity Specification Language (TSL)
• Bridges graph model and data storage



Storage
•Each machine has multiple memory trunks
• Trunk level parallelism – no locking overhead

• Single hash table is suboptimal

•Key-Value pair hashing

•Each machine keeps a copy of the addressing 
table

•Backed up onto Trinity File System (TFS)

•Allows machines to dynamically join/leave 
memory cloud



Trinity Specification Language (TSL)
•Declarative language

•TSL ties everything together
• Data modeling

• Message passing

• Data interchange

•TSL is compiled into .Net



TSL Basics
•Similar to C/C++ or C#

•Can define protocol 
• Syn

• Asyn

• HTTP

•Can store objects
• Intuitive

• Inefficient – large overhead

•Instead treat data as blobs
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Sample Network
•Supports edges of different types

•TSL script to model the data

•Two running modes
• Client mode

• Embedded modes

•Create 12 entity cells
• 1 for each character

• 1 for each performer

•Directed and undirected relationship

•Hyperedge cell

•12 Entity cells – 3 relationships 



Trinity Memory Storage
•Save the network on the Trinity’s main memory

•Implementation of the friends network in 
Trinity using the TSL

•Also has a graph generator

•Is available on GitHub

•Extension on VisualStudio



Graph Computation - Query
•Facebook: find all Davids within 3 hops

•Efficient memory-based graph exploration
• Result:
• Synthetic Facebook like network

• 800 million nodes and 104 billion edges

• 130 average edges per nodes

• Solves this problem in 100 milliseconds

• Sends asynchronous requests recursively to remote 
machines  efficient memory access + optimized network 
communication

•Fast random access + parallel computing
• Average query size is 10 nodes  average time is 

1 second



Graph Computation – Offline
•Vertex based computation model

•Super-step
• Receive messages from a fixed set of vertices 

(usually its neighbors)

• Send messages to another set

• Modify values

•Trinity can adopt any computation model

•Not constrained by any model



Results
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