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1: Introduction

Computer vision emerged as subfields in computer science and electrical engineering
in the 1960s. (The landmark paper of Roberts on object recognition was published in
1965 [29].) Two main motivations for research in computer vision are to develop algo-
rithms to solve vision problems, and to understand and model the human visual system. It
turns out that finding satisfactory answers to either motivation is significantly harder than
common wisdom initially assumed.

Research in computer vision has continued actively to the current time. Most of the
research in the computer vision and pattern recognition community is focused on developing
solutions to vision problems. This chapter will address issues from that point of view. There
are many researchers who are interested in the human visual system, with collaborations
among researchers in computer vision, neuroscience and psycho-physics. Issues of empirical
evaluation are important in this area too, but we not directly address this type of research
in this chapter.

With three decades of research behind current efforts, and the availability of powerful and
inexpensive computers, there is a common belief that computer vision is poised to deliver
reliable solutions. Unfortunately, for most applications there are no methods available to
test whether computer vision algorithms can live up to their claims. Nor is there any way
to measure performance among algorithms, or to reliably determine the state-of-the-art of
solutions to a particular problem.

In the absence of accepted methods of empirical evaluation of algorithm performance,
advances in computer vision algorithms must naturally come to be judged by other criteria.
Such criteria might include considerations such as conceptual elegance, the sophistication
of the mathematical methods used and the computational complexity of the algorithm. Un-
fortunately, conceptual elegance and sophistication of the mathematics are not necessarily
correlated in a positive way with performance of an algorithm in application. If the use of
more sophisticated mathematics requires more specific assumptions about the application,
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and these assumptions are not satisfied by the application, performance could even degrade.
Conceptually, the situation might be as depicted in Figure 1.

In the computer vision literature, various articles and discussions have argued for meth-
ods that would allow comparative assessments of algorithms [10, 12, 16, 20, 25]. The benefits
of such methods would include (1) placing computer vision on a solid experimental and sci-
entific ground, (2) assisting in developing engineering solutions to practical problems, (3)
allowing accurate assessment of the state of the art, and (4) providing convincing evidence
to potential users that computer vision research has indeed found a practical solution to
their problems.

Despite these well-founded arguments, the computer vision community for the most
part has not yet heeded the call. This has started to change in the last few years. There
have been a number of workshops, conferences, and special issues of journals on the topic of
empirical evaluation, including papers in this volume from the IEEE Workshop on Empirical
Evaluation of Computer Vision Algorithms.

2 Approaches to empirical evaluation

We divide evaluation work into three basic categories. As is the risk with any classifica-
tion, the categories will not necessarily be clean divisions. Evaluation work could fit into
more than one category, or not neatly fit into any category. Despite this risk, we believe
that the categories provide insights useful for the developing field of empirical evaluation
of computer vision algorithms.

The first category is evaluations that are independently administered. In the prototypical
independent evaluation, one group collects a set of images, designs the evaluation protocol,
provides images to the testees, and evaluates the test results. This method allows for a
high degree of standardization in the evaluation, since all algorithms are tested on the same
images and scored by the same method. Thus, independent evaluations usually allow for a
direct comparison between competing approaches to a problem. The competing approaches
are usually state-of-the-art algorithms, and the individual competitors are often the original
developers of the algorithms. Independent evaluation by a non-competitor gives a greater
sense of impartiality and objectivity to the results. The major drawback to this form of
evaluation is the level of ongoing effort required by the group administering the evaluation.
Ideally, the evaluation mechanism needs to evolve and be refined over time.

The second category is evaluations of a set of classification algorithms by one group.
The group wanting to do the evaluation will often not be able to get access to original
implementations of all of the algorithms of interest, and so will have to implement some
of the algorithms based on information in the literature. This introduces the possibility
that the version of the algorithm evaluated will not be identical to that used by the original
developers of the algorithm. However, implementation and evaluation of a set algorithms by
one group can at least establish performance for baseline algorithms. When a new algorithm
is first developed, it may not be sufficiently refined to be able to compete against the
start-of-the-art algorithms. Comparing against a baseline allows for an initial assessment.
Comparing between state of the art and baseline algorithms provides a measure of how
much the additional performance costs. The cost could be a function of computational cost
or complexity, reliability of the algorithm, or development effort.

An important feature of either of the first two categories is that ground truth is in
theory not fuzzy and can be determined accurately. Classification problems often exhibit
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Figure 1. Performance as a function of mathematical sophistication.



this property. For example, the identity of a person in a face image is not fuzzy, and the
particular character that is written in a certain location is known. As long as provision for
recording ground truth is made at data collection time, it should be possible to get reliable
and accurate ground truth. However, in practice things are sometimes not so simple.
Further discussion of ground truthing techniques is beyond the scope of this overview, but
it is a problem touched on in several of the chapters.

The third category is problems where the ground truth is not self evident and a major
component of the evaluation process to develop a method of obtaining the ground truth.
The classic example here is developing methods of evaluating edge detectors. The question
of what “should be” marked as an edge in real images is often problematic. Heath et al [13]
managed to avoid a direct answer to the question and still conduct a careful comparative
evaluation of five edge detectors. They used human observers to rate the quality of an
edge image in the context of object recognition, and then performed a statistical analysis
of the resulting quality ratings. Those without experience in conducting human observer
experiments may find it difficult to conduct this method of evaluation. Also, it is conceivable
that human perception of edge quality may use properties of edges which are different than
those needed for machine vision tasks.

3: Tour of Papers in This Volume

The workshop had two invited speakers, Henry Baird and Michael Fitzpatrick. Baird
spoke on the impact of standard databases, benchmarks, and generative models on docu-
ment image analysis research.

The work described in “A blinded evaluation and comparison of image registration meth-
ods” by Fitzpatrick and West is an example of an independently administered evaluation
procedure. They assessed the performance of multimodal registration algorithms for mag-
netic resonance imagery (MRI) and position emission tomography (PET), and PET and
computer tomograghy (CT). They acquired the images, generated the ground truth, de-
signed the testing protocol, provided the data to the groups participating in the test, and
scored the results. (Additional references to their work are West et al. [37, 38, 39].)

The work presented in “A Benchmark for Graphics Recognition Systems” by Chhabra
and Phillips is an independent testing procedure for algorithms that automatically analyze
engineering drawings. They describe how the synthetic images and the corresponding
ground truth are generated, the testing protocol, and the results. Evaluation of document
image analysis algorithms is an important topic which has received substantial attention in
recent years.

The paper “Performance evaluation of clustering algorithms for scalable image retrieval”
by Abdel-Mottaleb, Krishnamachari, and Mankovich provides baseline performance for
color-based retrieval of images. They compare performance of two clustering algorithms
and three image-to-image metric-based algorithms on a database of 2,000 images.

In face recognition, principal component analysis (PCA) techniques form the basis for
a number of face recognition algorithms, and provide a baseline against which other face
recognition algorithms are compared. Unfortunately, there are numerous implementations
of PCA algorithms. “Analysis of PCA-based face recognition algorithms” by Moon and
Phillips presents an empirical evaluation of different implementations of PCA-based algo-
rithms on the standard FERET database of facial images. Also, they look at determining
what are statistically significant differences in performance between two implementations



of a PCA algorithm. This is done by generating multiple (resampling) test sets from a
larger database of facial images.

“Performance assessment by resampling: rigid motion estimators” by Matei, Meer, and
Tyler examines resampling techniques for evaluating algorithms. They develop a set of
computational tools for applying the bootstrap, jackknife, and empirical influence function
to computer vision problems. Their approach is demonstrated on rigid motion estimators.

Algorithm performance can be affected by the quality of the image that goes into an
algorithm. Image quality is obviously affected by noise in the image acquisition system.
“Sensor errors and the uncertainties in stereo reconstruction” by Kamberova investigates
the effects of sensor noise in three-dimensional reconstruction from stereo images. Based
on the noise model, the author developed a radiometric correction procedure to reduce the
effects of the noise.

“Fingerprint image enhancement: algorithm and performance evaluation” by Hong, Wan,
and Jain presents an image enhancement algorithm for fingerprints. The effects of the
enhancement are assessed by measuring the performance of a fingerprint matcher on the
original and enhanced fingerprints.

In some applications it is not feasible to collect enough real data to design an algorithm.
In which case, it is necessary to generate synthetic data and design an algorithm from the
synthetic data. “Empirical evaluation of laser radar recognition algorithm using synthetic
and real data” by Der and Qinfen discusses the process of designing and evaluating a
laser radar autonomous target recognizer. The algorithm is designed from synthetic data
generated by a model of a laser radar sensor. They describe the method for validating the
model, developing the algorithm from the synthetic data, and validating the algorithm on
real data.

The availability of a standard database for a problem makes it possible for researchers
to report results on a common database of images and provides a source of images to
researchers who do not each individually have the time and money to collect them. “A
WWW-accessible database for 3D vision research” by Flynn and Campbell describes a
database of three-dimensional models, range images, and code to support research and
evaluation of model based recognition and range image analysis algorithms. The database
can be browsed and retrieved on the world wide web.

Because numerous algorithms being developed are visual functions that humans can
perform, one can gain insight into the visual problem by understanding how humans ac-
complish the task. “Shape of motion and the perception of human gaits” by Boyd and
Little is a case study of the interaction of algorithm development and psycho-physics for
the design of an algorithm to understand the human gait.

“Empirical evaluation of automatically extracted road axes” by Wiedemann, Heipke and
Mayer looks at the problem of evaluating algorithms that attempt to extract roads in aerial
images. Road extraction is a classic problem in aerial image interpretation. Wiedemann et
al have manually specified the ground truth for three aerial images, and have an automated
method to evaluate an extracted road map in comparison to the manually specified map.
Their evaluation includes several quality metrics for the results, such as completeness of
the extracted road map, location error, number of gaps per kilometer and mean gap length.

Three chapters in this volume address methods of evaluating edges. “Analytical and
empirical performance evaluation of subpixel line and edge detection” by Steger presents a
method of analyzing the localization quality of subpixel line and edge detectors. His work
includes analytical modeling, simulation experiments and experiments with real data. The



nature of his task requires relatively simple images and careful consideration of the details
of the experimental setup and image acquisition. This work is most relevant to industrial
inspection tasks, as opposed to more general object recognition tasks.

“Objective evaluation of edge detectors using a formally defined framework” by Dougherty
and Bowyer presents a pixel-level method of evaluating edge detectors. Their method uses
a set of real images for which they have marked ground truth in terms of true edges and
no-edge regions. The results of an edge detector are matched to the ground truth to give
a (true positive, false positive) count. A given edge detector is adaptively tuned to give
its best result in terms of a receiver operating characteristic curve (ROC) for the given set
of images. They use four groups of ten images, each representing a different application
domain. They present a performance analysis of six edge detectors, including accuracy,
ease of tuning parameters and execution time.

“Evaluation of edge detection algorithms using a structure from motion task” by Shin,
Goldgof, and Bowyer presents a “higher level” or more “tasked based” evaluation method
than that of Dougherty and Bowyer. They have created image sequences for which they
have independently measured the 3-D structure and motion. They use the quality of results
produced by the line-based structure-from-motion routine of Taylor and Kriegman [32] as
the basis of their evaluation. In this context, a better edge detector is one which results
in more accurate SFM results. Interestingly, Shin et al reach overall conclusions in their
comparison of edge detectors which are similar to the conclusions reached by Dougherty
and Bowyer.

4: Other Evaluation Work

This section provides pointers to other recent work in evaluation methods. Some of
these works have received substantial attention, and some address areas not covered by the
papers in this volume. This section is not meant to be an exhaustive survey. There are
undoubtedly many relevant papers which we do not mention. However, we hope that this
section will help to give a feel for the current state of the art in empirical evaluation of
computer vision algorithms.

Barron et al [1] implemented a number of algorithms for calculating optic flow and studied
the performance of these algorithms. However, their work used primarily synthetic images.
Use of synthetic images obviously makes the construction of ground truth much simpler,
but also introduces the question of how well results obtained on synthetic data extrapolate
to real data.

Bolles et al [3] attempted to lead an empirical evaluation of algorithms for shape-from-
stereo algorithms. This work was done in the style of distributing data for the evaluation
to various groups for them to work on and then report results back. However, only three
of five groups were able to complete enough of the evaluation to report results.

Zhang et al [44] report on an empirical evaluation of shape-from-shading algorithms. In
this work, all the algorithms were implemented by the group doing the evaluation. This
obviously reduces problems arising due to incompatibility of different implementations.

Hoover et al [15] conducted a detailed evaluation of four different range image segmen-
tation algorithms. This comparison used forty images from each of two different types of
range sensor. Groups from the University of South Florida, Washington State University,
Edinburgh University, and the University of Bern collaborated to compare their respective
algorithms. Materials for the comparison were made available on a web site for future



researchers to be able to replicate/extend the comparison. The publicly-available materi-
als include both the training and test sets of images, and software tools to automatically
compare a machine segmentation to ground truth and score the result.

In the area of face recognition, the FERET evaluation procedures for automatic face
recognition algorithms are well known. There have been three FERET tests, the August
1994 and March 1995 tests [23, 24], and another in September 1996 [21, 22, 28]. The
FERET evaluation procedures tested the ability of algorithms to recognize faces from still
images where the face occupied most of image. The difficulty of the tests increased over
time. For the FERET tests, a database of face images was collected. A portion of the
images was distributed to researchers for algorithm development and tuning. A second
portion was sequestered for testing, which allowed algorithms to be evaluated on images
that the researchers had not seen before.

The National Institute of Standards and Technology (NIST) has sponsored two eval-
uation conferences for optical character recognition (OCR) systems. At the evaluation
conference, the results of an independent test are reported and the systems tested are de-
scribed. For the evaluation, there is a dataset for development and training, and one for
testing. A summary, overview, and discussion of the results of these two conferences can
be found in Wilson [41] and Wilson et al. [42]. The reports of the evaluation conferences
can be found Wilkinson et al. [40] and Geist et al. [11].

A number of researchers have evaluated OCR algorithms. Wilson et al. [2, 43] report
performance on a number of classifiers, including nearest-neighbor, multi-layer perceptron,
and radial basis function classifiers. The test was performed on NIST datasets. Ho and
Baird [14] describe a method for generating synthetic data and report performance of
nearest neighbor, decision tree, and distribution map classifiers on the synthetic data. One
advantage of synthetic data is that very large datasets can be generated without the cost
that would be incurred for real data.

Automatic target recognition (ATR) is a vision problem of interest to the military.
An ATR algorithm detects and identifies a class of objects (usually military) in different
forms of imagery. Prior to fielding ATR algorithms, the military is evaluating their perfor-
mance. The US Army has procedures for performing independent of evaluations on infrared
ATRs [27] and the US Air Force has procedures for synthetic aperture radar [19, 30]. Li [17]
reports results on a number of infrared ATR algorithms that they implemented.

Borra and Sarkar conducted a performance evaluation of edge-based perceptual grouping
algorithms [4]. The performance measures used in this work are related to the speed and the
accuracy of both constrained-search-based and indexing-based object recognition strategies.

In 1996, a Workshop on Performance Characteristics of Vision Algorithms was held in
conjunction with the European Conference on Computer Vision [6]. Two of the organizers
of this workshop, Christensen and Förstner, then edited a special issue of the journal
Machine Vision and Applications containing extended versions of selected papers from the
workshop [5]. Their overview to the special issue summarizes a number of philosophical
and methodological points related to performance evaluation.

The MV&A special issue contains ten papers selected from the workshop. Courtney et
al [7] discuss issues of algorithmic modeling. They contrast analytical and numerical ap-
proaches, in the context of a feature detection algorithm, a stereo matching algorithm and
an object recognition algorithm. Ramesh and Haralick [26] present a method of analyzing
the performance of edge finding, linking and gap-filling. They give both analytical predic-
tions and empirical results for simulated data. Wenyin and Dori [36] outline a protocol



for evaluating line detection algorithms in document image analysis. They give experi-
mental results from the analysis of synthetic images. Sheinvald and Kiryati [31] analyze
the performance of the “subspace-based line detection” (“SLIDE”) algorithm relative to
the Hough transform. They conclude that the SLIDE algorithm is less robust than the
Hough transform. Vanrell et al [34] use a multi-dimensional scaling approach to analyze
a particular texture perception algorithm. They use images from the well-known Brodatz
texture album in their work. Eggert et al [9] compare the performance of four well-known
algorithms for estimating 3-D rigid body transformations. They reach the conclusion that
“... for real-world noise levels, there is no difference in the robustness of the final solutions.”
Madsen [18] compares the performance of two pose estimation techniques. He looks at per-
formance both for “unstable viewpoints” and “robust viewpoints.” Venetianer et al [35]
investigate the performance of vision-based localization in robotic systems. Their work has
the goal of being able to make statements about the performance of autonomous agents.
Torr and Zisserman [33] look at an algorithm for estimating the “fundamental matrix”
which represents the epipolar geometry between two images. They consider various levels
of lossy JPEG compression and the effect that this has on performance. Cozzi et al [8]
analyze the performance of phase-based algorithms for estimating stereo disparity. They
hope to be able to estimate the expected accuracy of phase-based stereo analyzers in the
face of common sources of error.

5 Summary

Empirical evaluation of algorithms is slowly emerging as a serious subfield in computer
vision. This is demonstrated by the papers in this volume, recent evaluation workshops,
and special issues and sections in computer vision journals. This is laying the foundation
to develop accepted practices and methods for evaluating algorithms.

Evaluating algorithms lets researchers know the strengths and weaknesses of a particular
approach and identifies aspects of a problem where further research is needed. From a prac-
tical point of view, successful evaluations help convince potential users that an algorithm
has matured to the point that it can be successfully fielded. This helps to alleviate the
situation where a solution is oversold, and the resulting disappointment when the algorithm
is fielded.

To help empirical evaluations to become an accepted and expected part of the commu-
nity we feel that the following steps need to be addressed. For well-established problems,
there needs to be standard databases, evaluation protocols, and scoring methods available
to researchers. Also, when papers in these areas are submitted for publication, journal
editors and referees need to insist that authors evaluate their algorithms. Finally, just as
journal reviewers and editors need to insist on appropriate evaluation methods, funding
agencies need to give greater attention to these issues. While too great of a rigidity in what
constitutes appropriate evaluation may stifle creative new work, the current near-total lack
of emphasis of evaluation methods by funding agencies has its own dangers. The FERET
program in face recognition algorithms is perhaps the best current example of evaluation
methods being enforced by the funding agency.
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