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The HumanID Gait Challenge Problem:
Data Sets, Performance, and Analysis
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Abstract—Identification of people by analysis of gait patterns extracted from video has recently become a popular research problem.
However, the conditions under which the problem is “solvable” are not understood or characterized. To provide a means for measuring
progress and characterizing the properties of gait recognition, we introduce the HumanID Gait Challenge Problem. The challenge
problem consists of a baseline algorithm, a set of 12 experiments, and a large data set. The baseline algorithm estimates silhouettes by
background subtraction and performs recognition by temporal correlation of silhouettes. The 12 experiments are of increasing difficulty,
as measured by the baseline algorithm, and examine the effects of five covariates on performance. The covariates are: change in
viewing angle, change in shoe type, change in walking surface, carrying or not carrying a briefcase, and elapsed time between
sequences being compared. Identification rates for the 12 experiments range from 78 percent on the easiest experiment to 3 percent
on the hardest. All five covariates had statistically significant effects on performance, with walking surface and time difference having
the greatest impact. The data set consists of 1,870 sequences from 122 subjects spanning five covariates (1.2 Gigabytes of data). The
gait data, the source code of the baseline algorithm, and scripts to run, score, and analyze the challenge experiments are available at
http://www.GaitChallenge.org. This infrastructure supports further development of gait recognition algorithms and additional
experiments to understand the strengths and weaknesses of new algorithms. The more detailed the experimental results presented,
the more detailed is the possible meta-analysis and greater is the understanding. It is this potential from the adoption of this challenge

problem that represents a radical departure from traditional computer vision research methodology.

Index Terms—Gait recognition, human motion analysis, biometrics, human identification, silhouette detection, spatiotemporal

correlation.

1 INTRODUCTION

HUMAN movement analysis is not new. Biomechanical
analysis of gait has been successfully applied in
human clinical gait analysis [1]. With regards to gait
recognition, a major early result from Psychology is by
Johansson [2], who used point light displays to demonstrate
the ability of humans to rapidly distinguish human
locomotion from other motion patterns. Cutting and
Kozlowski [3] showed that this ability also extends to
recognition of friends. Since then, there have been various
experiments to show that humans can recognize gender,
direction of motion, and weight carry conditions. Perhaps
the most recent evidence comes from the experiments by
Stevenage et al. [4] who show that humans can identify
individuals on the basis of their gait signature, without
reliance on shape, in the presence of lighting variations and
under brief exposures.
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Much progress has been made in computer vision-based
human motion analysis since the early days of analyzing
human motion in terms of groups of rigidly moving points
[5], [6]. An excellent snapshot into current work on human
movement modeling is available in a recent special issue
[7]. Work in computer vision-based human motion model-
ing can be classified according to the model employed:
Articulated versus elastic nonrigid, with and without prior
shape modeled [8]; or in terms of whether 2D or 3D models
are implicitly or explicitly employed [9]. A more recent,
extensive survey [10] looks at more than 130 publications in
computer vision-based human motion analysis and classi-
fies them based on the issues addressed: Initialization
(eight publications), tracking (48 publications), pose estima-
tion (64 publications), and recognition (16 publications).
The review also finds that the three most common
assumptions used effectively constrain the scene to be
1) indoors, 2) with static background, and 3) with uniform
background color. These assumptions make it difficult to
judge the autonomous operation of the developed ideas in
real life outdoor situations.

In the specific area of gait recognition, most works have
focused on discriminating between different human motion
types, such as running, walking, jogging, or climbing stairs
[11]. It is only recently that human identification (Huma-
nID) from gait has received attention and become an active
area of computer vision [12], [13], [14], [15], [16], [17], [18],
[19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29]. The
majority of these papers report results that are either limited
in the size of the data set (less than 30 people), taken
indoors, or have examined performance under a limited
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TABLE 1
Summary of Data Sets Used in Current Work on Gait-Based Identification

Data set Size Scene Data
Used in (subjects, #seqs.) Covariates
Hg]s’ ][)1’ 31]998 6,42 ‘Wall background Time (minutes)
CMU MoBo, 2001
[35], [25], [27] 25, 600 Indoor, Treadmill Viewpoint, Walking speeds, Carry-
[21], [22], [19] ing condition, Surface incline
gz(])f%ae{e[clhs'i,z[%%l] 15, 168 Outdoor Time (6 months), Viewpoint
18, 20 Magnetic tracker Time (6 months)
Maryland, 2001
[25], [27], [21] 25,100 Outdoor, 30m away
[22],[19]
55,222 Outside, Top mounted ~ Viewpoints (front, side), Time
ML 2000 24,194 Indoors Time (13 repeats over 3 month)
[27], [22], [20] ’
Southampton, 2001 Indoors, green . .
(221, [18]. [23] 28,112 hackground Time (minutes)
Gait Challenge, 2002 Viewpoint (= 30°), Surface (Concrete,
[271, [30], [26], [24] 122, 1870 Outdoor Grass), Shoe, Carrying condition,

[31], [32], [33], [34]

Time (33 repeats, 6 months)

number of conditions; see Table 1. These types of data sets
and papers have advanced gait recognition from its very
beginnings to the present. To mature gait recognition and to
assess its potential requires a larger, more diverse data set.
To assist in advancing automatic gait recognition, we
introduce the HumanID Gait Challenge Problem.

The motivation behind the design of the challenge
problem is that, as a research community, we need to
answer the following questions:

1. Is progress being made in gait recognition of

humans?

2. To what extent does gait offer potential as an

identifying biometric?

3. What factors affect gait recognition and to what

extent?

4. What are the critical vision components affecting

gait recognition from video?

5. What are the strengths and weaknesses of different

gait recognition algorithms?

The HumanID Gait Challenge Problem has advanced
gait recognition by providing a foundational framework to
address these issues. It includes a development data set, a
set of 12 experiments, and a baseline algorithm. The
baseline algorithm provides a performance benchmark
and an initial characterization of automatic gait recognition.
The 12 experiments examine the effects of five covariates or
factors on gait recognition performance. They provide the
foundation to advance automatic gait recognition, to
provide an understanding of the critical components in a
gait recognition algorithm, and to explain why they are
critical. By reporting results on the same experiments, we
have quantified improvement in performance of gait
recognition algorithms [24], [26], [27], [30], [31], [32], [33].
These results are reported on a previous smaller version of
the HumanID Gait Challenge problem [34]. With the full
gait challenge problem, it is now possible to quantify the

improvement in performance on a large and more detailed
set of experiments.

In the short time span of two years, the Gait Challenge
problem has already helped guide the evolution of gait
algorithms. When the problem was first introduced in 2002,
numerous existing algorithms performed perfectly on
existing data sets, but performed worse than the baseline
algorithm on the Gait Challenge problems. By the end of
2003, researchers had developed algorithms that performed
better than the baseline algorithm. We expect this trend to
continue. As we shall show, there is adequate room for
performance improvement. Apart from spurring the devel-
opment of better algorithms, it should be possible, as the
number of papers reporting performance on the challenge
problem increases, to perform analysis on these results. This
meta-analysis should make it possible to gain insight and
understanding into the critical components for gait recogni-
tion and why these components are critical. Such knowl-
edge should help to direct research to further improve gait
recognition and processing algorithms.

The key to a successful challenge problem is the data set
collected to support the problem. From the data set, a set of
experiments are defined. The experiments influence the
types of algorithms that will be developed. For the
experiments to be effective at influencing the direction of
gait research, the design of the experiments needs to solve
the three bears problem; the experiments must be neither too
hard nor too easy, but just right. If performance on the
experiments is easily saturated, then the gait recognition
community will not be challenged. If experiments are too
hard, then it will not be possible to make progress on gait
recognition. Ideally, the set of experiments should vary in
difficulty, characterize where the gait recognition problem
is solvable, and explore the factors that affect performance.
A set of experiments cannot meet this ideal unless the
appropriate set of data is collected.

The HumanID gait challenge problem data is collected
outdoors. The choice of outdoor settings is based on the
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observations that 1) several indoor data sets are available,
2) nearly perfect gait recognition performances have been
reported on indoor data sets, and 3) gait biometrics is most
appropriate in outdoor at-a-distance settings, where other
biometric sources are harder to acquire. The choice of
outdoor setting also forces the development of computer
vision algorithms at multiple levels; it does not support the
divorced tackling of low-level and high-level issues on
parallel tracks. Algorithms have to handle complications
generated from a person’s shadow from sunlight, moving
background, and moving shadows due to cloud cover.

For each subject, the challenge gait data set captures gait
variations due to five different covariates, which were
chosen based on the hypothesis that they either effect gait or
effect the extraction of gait features from images. Factors
that can affect a persons gait in outdoor settings include
surface type, shoe-wear type, and weight carried. Video data
of gait is also dependent on the viewpoint. Gait of a person
can vary over time. It is important to understand the ability
of gait recognition in the presence of these variations. This
set of five covariates was selected from a larger list that was
arrived at based on discussions with HumanID researchers
at CMU, Maryland, MIT, Southampton, and Georgia Tech
about potentially important covariates for gait analysis. We,
of course, had to choose a subset of the variates from this list
based on logistical issues and collection feasibility. There are
other possible covariates of interest such as the mood of a
person, clothing, speed, and backpack, which were not
controlled or exercised in this data set.

Two different conditions were chosen for each of these
five covariates: 1) two camera angles, 2) two shoe types,
3) two surfaces (grass and concrete), 4) with and without
carrying a briefcase, and 5) two different dates six months
apart. We attempted to acquire a person’s gait in all
possible combinations of these five factors and so there are
up to 32 sequences for some persons. The full data set
consists of 1,870 sequences from 122 individuals. This data
set is significantly larger than those used in present studies
and is also unique in the number of covariates exercised. It
is the only data set to include walking on a grass surface.

The second part of the challenge problem is the set of
12 challenge experiments of increasing difficulty, as defined
by the performance of our baseline algorithm, which is
described later. Each experiment consists of definitions of
gallery (watch-list) and probe (input data) pairs that differ
with respect to one or more covariates. The experiments
examine the effect on performance of different camera
angles, a change in surface, and the effect of gait sequences
acquired months apart. The motivation for the design of the
challenge experiments was to focus future developments on
the hard aspects of gait recognition from video. Algorithms
that can tackle the harder challenge experiments will stand
out. It is hoped that future research and papers will provide
the gait community with insight into why some factors have
a greater effect on performance than others.

The third part of the gait challenge problem is a simple, but
effective, baseline algorithm. The baseline algorithm is based
on spatial-temporal correlation between silhouettes. Com-
parisons are made with the silhouettes to reduce the effects of
clothing texture artifacts. The baseline algorithm provides
performance benchmarks for the experiments. We find that
the algorithm, although straightforward, performs quite well

on some of the experiments and is quite competitive with the
first generation of gait recognition algorithms.

The HumanID gait challenge problem touches on the
following computer vision problems: matching and com-
paring temporal signatures, figure and background seg-
mentation, modeling human motion and dynamics, and
occlusion. Not all of these aspects are included in the
baseline algorithm or will be included in every solution to
the problem. However, improvements in performance over
the baseline algorithm will touch upon some of these areas.
The connection with the challenge problem could serve as
the basis for developing and improving algorithms in these
areas. In addition, the challenge problem can provide a
means for measuring the impact of improvements in
algorithms from these areas on a well-defined problem.

In addition to laying out the three above aspects of the
challenge problem, this paper explores the questions: 1) Can
we quantify the effects of walking surface, elapsed time
between sequences, shoe type, viewpoint of camera, and
carrying condition on gait recognition? Which condition(s)
present the toughest problems? We look at these questions
in Section 4. 2) How does the baseline performance change
as gallery and probe sets are varied for the different
challenge experiments? This is considered in Section 3.
3) What are the error modes of the baseline algorithm?
Which subjects are the most difficult to recognize? Better
algorithms can probably be designed by concentrating on
these subjects and investigating the causes of failure.
Section 5 considers these questions.

2 THE DATA SET

The HumanID gait challenge problem data set was
designed to advance the state-of-the-art in automatic gait
recognition and to characterize the effects on performance
of five conditions. These two goals were achieved by
collecting data on a large (122) set of subjects, compared to
current standards in gait, spanning up to 32 different
conditions, which is the result of all combinations of five
covariates with two values each.

The gait video data was collected at the University of
South Florida on May 20-21 and November 15-16, 2001.
Participation in the collection process was voluntary. The
collection process started with subjects being asked to read,
understand, and sign an Institutional Review Board (IRB)
approved consent form. The collection protocol had each
subject walk multiple times counterclockwise around each
of two similar sized and shaped elliptical courses. The basic
setup is illustrated in Fig. 1. The elliptical courses were
approximately 15 meters on the major axis and five meters
on the minor axis. Both courses were outdoors. One course
was laid out on a flat concrete walking surface. The other
was laid out on a typical grass lawn surface. Each course
was viewed by two cameras, whose lines of sight were not
parallel, but verged at approximately 30 degrees, so that
the whole ellipse was just visible from each of the two
cameras. When a person walked along the rear portion of
the ellipse, their view was approximately fronto-parallel.
Fig. 2 shows one sample frame from each of the four
cameras on the two surfaces. The orange traffic cones
marked the major axes of the ellipses. The checkered object
in the middle is a calibration object that can be used by
future algorithms to calibrate the two cameras. We do not
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Fig. 1. Camera setup for the gait data acquisition.

use it in this paper. Although data from one full elliptical
circuit for each condition is available, we present the
challenge experiments on the data from the rear portion of
the ellipse. The motivations for the elliptical path are 1) to
challenge the development of algorithms that are robust
with respect to variations in the fronto-parallel assumption
and 2) to provide a data sequence that includes all the
views of a person, to help the future development of
3D model-based approaches or 3D visual hull-based
approaches. The calibration object and the two views
would also help such approaches.

The cameras were consumer-grade Canon Optura (for the
concrete surface) and Optura PI (for the grass surface)
cameras.' These are progressive-scan, single-CCD cameras
capturing 30 frames per second with a shutter speed of 1/250
second and with autofocus left on, as all subjects were
essentially atinfinity. The cameras stream compressed digital
video to DV tape at 25 Mbits per second by applying 4:1:1
chrominance subsampling and quantization and lossy in-
traframe adaptive quantization of DCT coefficients. The 4:1:1
subsampling results in some loss of color resolution, which
can affect purely color-based (without luminance) back-
ground subtraction schemes. As we shall see later, we do
observe some blocking effect in the computed silhouettes,
which can be reduced by some smoothing.

The following metadata was collected on each subject:
sex (75 percent male), age (19 to 59 years), height (1.47 m to
191 m), weight (43.1 kg to 122.6 kg), foot dominance
(mostly right), type of shoes (sneakers, sandals, etc.), and
heel height. We show the distribution of the number of
subjects with respect to age, height, and weight in Fig. 3.
Subjects were asked to bring a second pair of shoes so that

1. Commercial equipment is identified in this work in order to
adequately specify or describe the subject matter. In no case does such
identification imply recommendation or endorsement by the National
Institute of Standards and Technology nor does it imply that the equipment
identified is necessarily the best available for this purpose.
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they could walk the two ellipses a second time in a different
pair of shoes. A little over half of the subjects walked in two
different shoe types. In addition, subjects were also asked to
walk the ellipses carrying a briefcase of known weight
(approximately 6 kilograms). Most subjects walked both
carrying and not carrying the briefcase. In this paper, we
denote the values of each of the covariates by the following:
1) Surface type by G for grass and C for concrete, 2) camera
by R for right and L for left, 3) shoe type by A or B, 4) NB for
not carrying a briefcase and BF for carrying a briefcase, and
5) the acquisition time, May and November, simply by M
and N. There are 33 subjects who were common between
the May and November collections, so for them we also
have data that exercises the time covariate. Table 2 shows
the number of sequences for subjects who participated in
the data collection for different covariate combinations.

The imagery was transferred offline from the camera DV
tape to files on disc. The camera DV tape was accessed over
an IEEE 1394 Firewire interface using Pinnacle’s Micro DV
300 PC board. The result was a stand alone video file stored
using Sony’s (Digital Video) DV-specific “dvsd” codec in a
Microsoft AVI wrapper. The transfer from tape to disc was
lossless. Finally, the imagery was transcoded from DV to
24-bit RGB using the Sony decoder and the result was
written as one 720 x 480 PPM file per frame. This
representation trades off storage efficiency for ease of
access. The final sequences contain each subject walking
several laps of the course. For the gait data set, we saved
frames from the last complete lap, which is from 600 to
700 frames in length. Please note that although the data set
contains frames from one whole lap, the results in this
paper are on frames from the back portion of the ellipse (see
Fig. 1). A subject’s size in the back portion of the ellipse is
on average 100 pixels in height and 25 to 50 pixels in width.

Because we used two cameras for data acquisition, the
data is subsequently synchronized by manually aligning the
two sequences by inspection of action in successive frames.
Given that the cameras do not accept an external trigger,
this human-in-the-loop method gives synchronization to no
better than 1/15 second. The data should support some
level of stereo analysis, although we do not attempt that in
this paper.

3 THE CHALLENGE EXPERIMENTS

The second aspect of the challenge problem is a set of
12 challenge experiments. The 12 experiments are designed
to investigate the effect of five factors on performance. The
five factors are studied both individually and in combina-
tions. The results of the baseline algorithm, described later,
for the 12 experiments provide an ordering on the difficulty
of the experiments.

We structured the challenge tasks in terms of gallery and
probe sets, patterned on the FERET evaluations [36]. In
biometrics nomenclature, the gallery is the set of people
known to an algorithm or system and probes are signatures
given to an algorithm to be recognized. In this paper,
signatures are video sequences of gait.

To allow for a comparison among a set of experiments
and limit the total number of experiments, we fixed one
gallery as the control. Then, we created 12 probe sets to



SARKAR ET AL.: THE HUMANID GAIT CHALLENGE PROBLEM: DATA SETS, PERFORMANCE, AND ANALYSIS 5

(©

(d)

Fig 2. Frames from (a) the left camera for concrete surface, (b) the right camera for concrete surface, (c) the left camera for grass surface, and (d) the

right camera for grass surface.

Number of subjects

165

Height(m)

(b) (©)

Number of subjects

70 80 %0 100 110 120 130

Weight(kg)

17175 18 185 19 195

Fig. 3. Metadata statistics in terms of the distribution of the number of subjects with respect to (a) age, (b) height, and (c) weight.

examine the effects of different covariates on performance.
The gallery consists of sequences with the following
covariates: Grass, Shoe Type A, Right Camera, No Briefcase,
and collected in May along with those from the new subjects
in November. This set was selected as the gallery because it
was one of the largest for a given set of covariates. The
structure of the 12 probe sets is listed in Table 3. The last
two experiments study the impact of time. The time
covariate implicitly includes a change of shoes and clothes
because we did not require subjects to wear the same
clothes or shoes in both data collections. We do have record
of the shoe types that were used, but since subjects did not
necessarily wear the same shoe six months later, the shoes
did not match across time for all the subjects; for a subject, a
“Shoe A” label in the May data does not necessarily refer to
the same shoe as the “Shoe A” label in the November data.
That is why, in Table 3, we use A/B for shoe type in
experiments K and L. However, the shoe labels within the
May data and within the November data are consistent.

TABLE 2
Number of Sequences for Each Possible Combination
Surface  Carry Shoe Camera Time
MorN N
NB A (L,R) 121 33
NB B (L,R) 60
Concrete BF A (L, R) 121
BF B (L,R) 60
NB A (L,R) 122 33
NB B (L,R) 54
Grass BF A (L,R) 120
BF B (L,R) 60

Possible combinations for people who participated in the data collection
include surface (G or C), shoe (A or B), camera view (L or R), and carry
condition (BF, NB). The last column lists numbers of people who were in
both data collections for two cases.



TABLE 3
The Probe Set for Each of the Challenge Experiments

Probe #of Difference
(G,A,L,NB, M/N) 122 View
(G,B,R,NB,M/N) 54 Shoe
(G,B,L,NB,M/N) 54 Shoe, View
(C,A,R,NB,M/N) 121 Surface

(C,B,R,NB,M/N) 60
(C,A,L,NB,M/N) 121
(C,B,L,NB, M/N) 60
(G, A,R,BE M/N) 120
(G.B,R,BEM/N) 60
(G, A, L,BEM/N) 120
(G, A/B,R,NB,N) 33
(C,A/B,R,NB,N) 33

Surface, Shoe
Surface, View
Surface, Shoe, View
Briefcase

Shoe, Briefcase
View, Briefcase
Time, Shoe, Clothing
Surface, Time, Shoe,
Clothing

R~ IOTHOO® >

The gallery set consists of 122 individuals. The probes are specified in
terms of the conditions of the covariates: (Surface [C/G], Shoe [A/B],
Camera [L/R], Carry [NB/BF], and Time [M/N]). The gallery for all of the
experiments is (G, A, R, NB, M/N).

4 THE BASELINE ALGORITHM

The third aspect of the challenge problem definition is a
baseline algorithm against which future performance
improvements can be measured. Ideally, this should be a
combination of ”standard” vision modules that accomplish
the task. Drawing from the recent success of template-based
recognition strategies in computer vision, we developed a
four-part algorithm that relies on silhouette template
matching. The first part semiautomatically defines bound-
ing boxes around the moving person in each frame of a
sequence. The second part extracts silhouettes from the
bounding boxes. The third part computes the gait period
from the silhouettes. The gait period is used to partition the
sequences for spatial-temporal correlation. The fourth part
performs spatial-temporal correlation to compute the
similarity between two gait sequences. The baseline algo-
rithm presented in this paper does not the specification of
any parameters—it is parameter free.

Locating the bounding boxes in each frame is a
semiautomatic procedure. In the manual step, the bounding
box is outlined in the starting, middle, and ending frames of
a sequence. The bounding boxes for the intermediate frames
are linearly interpolated from these manual ones, using the
upper-left and bottom-right corners of the boxes. This
approximation strategy works well for cases where there is
nearly fronto-parallel, constant velocity motion, which is
true for the experiments reported here. Fig. 4 shows some
examples of the image data inside the bounding box. The
bounding boxes are conservatively specified and result in
background pixels around the person in each box. These
bounding boxes are part of the distributed data set.

4.1 Silhouette Extraction

The second step in the baseline algorithm is to extract the
silhouette in the bounding boxes. Following common
practice in gait recognition work, we define the silhouette
to be the region of pixels from a person. Prior to extracting
the silhouette, a background model of the scene is built. In
the first pass through a sequence, we compute the
background statistics of the RGB values at each image
location, (z,y), using pixel values outside the manually
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(@) (b) (© (d)

Fig. 4. Sample bounding boxed image data as viewed from (a) left
camera on concrete, (b) right camera on concrete, (c) left camera on
grass, and (d) right camera on grass.

defined bounding boxes in each frame. We compute the
mean pp(x,y) and the covariances ¥p(x,y) of the RGB
values at each pixel location. For pixels within the bounding
box of each frame, we compute the Mahalanobis distance in
RGB-space for the pixel value from the estimated mean
background value. Based on the Mahalanobis distance,
pixels are classified into foreground or background. In our
earlier version of the baseline algorithm [34], this decision
used a fixed, user-defined threshold. The present version
adaptively decides on the foreground and background
labels for each frame by estimating the foreground and
background likelihood distributions using the iterative
expectation maximization (EM) procedure. At each pixel,
indexed by k, we have a two-class problem based on a
scalar observation—the Mahalanobis distance, d,. We
model the observations as a two-class, {Foreground = wy,
Background = w» }, Gaussian Mixture Model (GMM),

2
P(dy) :ZP

=1

dk|wzaﬂ7a07)

where the class likelihood

p(di|wi, i, 07) = me i

For each pixel, we would like to estimate the posterior
P(w|dy). We iteratively estimate this using the standard
EM update equations reproduced below [37]. The esti-
mates from different iterations are distinguished using the
superscript:

P("+1>(w7;) — %Ziﬂvﬂp(n)(wﬂdk)
oy (S POl di)d)
L (B Pwild)
o(n+1) _ ( ;‘\'[:1 P (wi‘dk)(dk B 'ui)Z) M)

i

(Zk 1 “’t|dk))
(p(dewi,uﬁ"),agn))P(")(wi))

P (w;|dy) = .
l (Ele p(dilws, ", o) P (Wz))
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(a)

% g
(b) (©)
(9 (h)

Fig. 5. The bottom row ((f) - (j)) shows sample silhouette frames with a
variety of segmentation errors. The raw image corresponding to each
silhouette is shown on the top row ((a) - (e)).

() 0] )

The EM process is initialized by choosing class posterior
labels based on the observed distance; the larger the
Mahalanobis distance of a pixel, the greater is the initial
posterior probability of being from the foreground.

PO (w|dy) = min(1.0, d;./255)

2
PO (woldy) =1 — PO (wy|dy). @

We found that, with this initialization strategy, the process
stabilizes fairly quickly, within 15 or so iterations.

It is worth mentioning a few words about pre and
postprocessing steps that impact overall performance. We
have found that if we smooth the computed Mahalanobis
distance array (image) using a 9 x 9 pyramidal-shaped
averaging filter or, equivalently, two passes of a
3 x 3 averaging filter, the visual quality of the silhouette
and the recognition performance improves. This smooth-
ing compensates for DV compression artifacts. The
convergence of the EM process is faster with these
smoothed distances than without, possibly due to a
reduction in the noise of the computed Mahalanobis
distances. There are two postprocessing steps on the
silhouette image computed by EM. First, we eliminate
isolated, small, noisy regions by keeping only the fore-
ground region with the largest area. Second, we scale this
foreground region so that its height is 128 pixels and
occupies the whole height of the 128 x 88 pixel-sized
output silhouette frame. The scaling of the silhouette
offers some amount of scale invariance and facilitates the
fast computation of a similarity measure. We also center
the silhouette along the horizontal direction to compen-
sate for errors in the placement of the bounding boxes.
The silhouette is shifted in the horizontal direction so that
the center column of the top portion of the silhouette is at
column 44.

In most cases, the above strategy results in good quality
silhouettes, but there are cases when it has problems. Fig. 5
shows some of these cases. Segmentation errors occur due
to: 1) shadows, especially in the concrete sequences,
2) inability to segment parts because they fall just below
the threshold and are classified as background, 3) moving
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Fig. 6. Cue for gait period—the number of foreground pixels from the
bottom half of the silhouettes.

objects in the background, such as the fluttering tape in the
concrete sequences or moving leaves in the grass sequences
or other moving persons in the background, and 4) lingering
DV compression artifacts near the boundaries of the person.

There are many other possible scaling and centering
options that might reduce the problems that we see in the
current silhouettes. One option could be to take into account
the entire sequence to decide upon the scaling parameters.
However, such strategies would be dependent on the actual
path taken by the subject. For instance, in our data set, as
the person moves along the elliptical path, the distance of
the person from the camera changes, which changes the
projected image size. The strategy we use does not use,
assume, or estimate the shape of the path taken by the
subject. Of course, then our chosen frame by frame method
might and does result in erroneous scaling when some part,
such as the head, is not detected, but the employed
matching strategy, which we shall see later, is resistant to
some extent to such errors.

4.2 Gait Period Detection

The next step in the baseline algorithm is gait period
detection. Gait periodicity, Ny, is estimated by a simple
strategy. We count the number of foreground pixels in the
silhouette in each frame over time, N¢(t). This number will
reach a maximum when the two legs are farthest apart (full
stride stance) and drop to a minimum when the legs
overlap (heels together stance). To increase the sensitivity,
we consider the number of foreground pixels mostly from
the legs, which are selected simply by considering only the
bottom half of the silhouette. Fig. 6 shows an instance of the
variation of Ny(t). Notice that two consecutive strides
constitute a gait cycle. We compute the median of the
distances between minima, skipping every other minimum.
Using this strategy, we get two estimates of the gait cycle,
depending on whether we skipped the first minimum or
not. We estimate the gait period by the average of these two
medians. Note that this strategy works for near fronto-
parallel views, which is the view of choice for gait
recognition and would not work for frontal views. How-
ever, the failure with respect to viewpoint variation is not
drastic. The views in the present data set, on which we
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show the results, are not strictly fronto-parallel, but include
up to 30 degrees variation.

4.3 Similarity Computation

The output from the gait recognition algorithm is a
complete set of similarity scores between all gallery and
probe gait sequences. Similarity scores are computed by
spatial-temporal correlation. Let a probe sequence of
M frames be denoted by Sp = {Sp(1),---,Sp(M)} and a
gallery sequence of N frames be denoted by Sg =
{Sc(1),---,Sg(N)}. The final similarity score is constructed
out of matches of disjoint portions of the probe with the
gallery sequence. Specifically, we partition the probe
sequence into disjoint subsequences of N contiguous
frames, where N, is the estimated period of the probe
sequence from the previous step. Note that we do not
constrain the starting frame of each partition to be from a
particular stance. Let the kth probe subsequence be denoted
by Spi = {Sp(kNgit), -+, Sp((k+ 1)Ngqr) }. The gallery gait
sequence Sg = {Sg(1),---,Sc(N)} consists of all silhou-
ettes extracted in the gallery sequence from the back portion
of the elliptical path. Note that this gallery sequence is not
partitioned. We then correlate each of the subsequences Spy
with the entire gallery sequence Sg.

There are three ingredients to the correlation computa-
tions: frame correlation, correlation between Spy and Sg,
and similarity between a probe sequence and a gallery
sequence, comparing Sp and Sg.

At the core of the above computation is, of course, the
need to compute the similarity between two silhouette
frames, FrameSim(Sp (), S¢(j)), which we simply compute
to be the ratio of the number of pixels in their intersection to
their union. This measure is also called the Tanimoto
similarity measure, defined between two binary feature
vectors [37]. Thus, if we denote the number of foreground
pixels in silhouette S by Num(S), then we have,

~ Num(Sp(i) N Sc(j))

FrameSim(Sp (i), Sa(j)) = Num(Sp (i) USa(j)

3)

Note that since the silhouettes have been prescaled and
centered, we do not have to consider all possible transla-
tions and scales when computing the frame-to-frame
similarity. The next step is to use frame similarities to
compute the correlation between Spy and Sq:

Nyait =1

Z FrameSim(Sp (k + j),Sc (1 + J)).
=0

COI"I‘(SPk, SG) (l) =

(4)

For robustness, the similarity measure is chosen to be the
median value of the maximum correlation of the gallery
sequence with each of these probe subsequences. Other
choices such as the average, minimum, or maximum did not
result in better performance. The strategy for breaking up
the probe sequence into subsequences allows us to address
the case when we have segmentation errors in some
contiguous sets of frames due to some background subtrac-
tion artifact or due to localized motion in the background.

Sim(Sp, Sg) = Mediany, <mlax Corr(Spy, S(;)(l)>. (5)

TABLE 4
Top Rank Identification Rates (Percentages) for CMU Mobo
Data Set Reported by Different Algorithms

Exp ID! 1.1 34 3.1
Gallery Slow (25) Slow (25) Slow (25)
Probe Slow (25) Ball (24)  Fast (25)
CMU [22] 100! 92 76
UMD [25], [21] 72 32
UMD [19] 72 12
Georgia Tech. 50 452
MIT [20] 100 50 643
Baseline 92 88 72

[1] As reported in http://www.hid.ri.cmu.edu/HidEval/evaluation.html
[2] As reported in http://www.cc.gatech.edu/cpl/projects/hid/CMUexpt.html
[3] As reported in http://www.ai.mit.edu/people/llee/HID/cmu. data. feat sel.htm

The number of subjects in the gallery and probes are in parentheses.

5 PERFORMANCE OF BASELINE ALGORITHM

The performance of the baseline algorithm on the challenge
experiments establishes a “minimum” performance ex-
pected from any vision-based gait recognition algorithm.
We show that our baseline algorithm is a reasonable choice
by reporting its performance on the CMU Mobo data set
[35]. The heart of this section is the baseline performance on
all 12 challenge problem experiments. From the results on
the 12 esperiments, we are able to rank the difficulty of the
experiments. We demonstrate the effectiveness of challenge
problems in advancing automatic gait recognition perfor-
mance by reporting performance of algorithms on the
challenge experiemtns. We identify the error modes of the
baseline algorithm so that better algorithms can be designed
by concentrating on these subjects and investigating the
causes of failure.

5.1 Performance of the Baseline Algorithm on Mobo

Data Set

Before we establish baseline performance for the challenge
experiments, we benchmark the performance of the baseline
algorithm on the CMU Mobo data set [35]. The CMU Mobo
data is a commonly used data set for which performance
has been reported in numerous papers. The CMU Mobo
data set consists of sequences from 25 subjects walking on a
treadmill positioned in the middle of the room. Each subject
is recorded performing three different types of walking:
slow walk (2.06 miles/hr), fast walk (2.82 miles/hr), and
slow walk holding a ball. Each sequence is 11 seconds long
and recorded at 30 frames per second. The data set allows
experimenting with speed controlled gait recognition
studies. Several papers have published results on this data
set, hence, it a good external data set to benchmark the
performance of the baseline algorithm. In computing
performance scores, we used the silhouettes that were
provided with the data set. Table 4 lists the reported
identification rates for six algorithms on three commonly
reported experiments. The last row lists the performance of
the baseline algorithm. For all three experiments, the
baseline performance is always the second highest score.
Note that given the small data set size, a 4 percent
difference in recognition rate represents one subject and,
hence, is not statistically different.
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TABLE 5
Baseline Performances for the Challenge Experiments in Terms of the Identification Rate P; at Ranks 1 and 5 and the Verification
Rate P, at a False Alarm Rate of 1 Percent and 10 Percent of Unnormalized (UN), Z-Norm (ZN), and MAD-Norm (MAD)

Exp. Difference Py (%) (atrank) | Py (%) at Pp=1% | Py (%) at Pp = 10%
1 5 UN MAD ZN |UN MAD ZN
A View 73 88 52 80 82 | 81 94 94
B Shoe 78 93 48 80 87 | 82 94 94
C Shoe, View 48 78 32 57 65 | 69 89 94
D Surface 32 66 24 36 44 | 61 80 80
E Surface, Shoe 22 55 16 33 35 | 52 76 76
F Surface, View 17 42 10 22 20 | 45 59 60
G Surface, Shoe, View 17 38 12 24 28 | 40 57 55
H Briefcase 61 85 46 68 72 | 80 90 91
| Briefcase, Shoe 57 78 48 60 67 | 76 85 85
J Briefcase, View 36 62 22 45 48 | 64 75 76
K Time, Shoe, Clothes 3 12 0 3 6 15 27 24
L Surface, Time, Shoe, Clothes | 3 15 0 3 6 18 27 24

All performance scores are in percent.

5.2 Base Results

The performance results for the 12 challenge experiments
are reported in the following manner. We match each probe
sequence to the gallery sequences, thus obtaining a
similarity matrix with a size that is the number of probe
sequences by the gallery size. Following the pattern of the
FERET evaluations [36], we measure performance for both
identification and verification scenarios using cumulative
match characteristics (CMCs) and receiver operating char-
acteristics (ROCs), respectively. In the identification scenar-
io, the task is to identify a given probe to be one of the given
gallery images. To quantify performance, we sort the
gallery images based on computed similarities with the
given probe. In terms of the similarity matrix, this would
correspond to sorting the rows of the similarity matrix. If
the correct gallery image corresponding to the given probe
occurs within rank % in this sorted set, then we have a
successful identification at rank k. A cumulative match
characteristic plots these identification rates () against the
rank k.

In the verification scenario, a system either rejects or
accepts if a person is who they claim to be. Operationally, a
person presents 1) a new signature, the probe, and 2) an
identity claim. The system then compares the probe with
the stored gallery sequence that corresponds to the claimed
identity. The claim is accepted if the match between the
probe and gallery is above an operating threshold, other-
wise it is rejected. This decision is made solely on the
similarity between a probe signature and the gallery
signature that corresponds to the claimed identity, which
is the usual practice, and is optimal only if the underlying
distributions are not dependent on the probe. However,
recent experiments with face recognition methods (FRVT
2002 [38]) showed that similarity score normalization can
dramatically increase performance, possibly because it
removes the dependencies of the nonmatch scores on the
probe. This issue, however, needs a deeper theoretical look
in future. Following FRVT 2002, instead of the raw
similarity scores, we also report verification performance
on gallery normalized similarity scores.

In normalization, a similarity score, Sim(F;, G;), between
probe, P;, and gallery signature, G;, is adjusted by the
statistics of the similarity scores between a probe and the

full gallery set, {G4,---,Gy}. We present results for two
normalization functions. The first is z-norm [38], which is

_ Slm(R, GJ) - Meaanim(P,;, GJ)

Sim, (B, G;) = s.d.;Sim(P;, G;) ’

(6)

where s.d. is standard deviation. For each probe, the
normalized scores, most of which are nonmatch scores,
except for the one correct match one, will have zero mean
and unit standard deviations. The second is MAD-norm,
which is

Simaan (P G,) = Sim(P;, G;) — Median;Sim(P;, G;)

~ Median;|Sim(P;, G;) — Median;Sim(P;, G,)|
(7)

where the denominator is the median of the absolute
deviations (MAD) around the median values. The MAD-
norm is a robust version of z-norm. For each probe, the MAD
normalized scores will have zero first order and unit second
order robust statistics. Given these normalized similarity
scores, for a given operating threshold, there is a verification
rate (or detection rate) and a false accept rate. Changing the
operating threshold can change the verification and false
accept rates. The complete set of verification and false accept
rates is plotted on a receiver operating characteristic (ROC).

Table 5 summarizes the key performance indicators: the
identification rate (P;) at ranks 1 and 5 and the verification
rate (Py) for a false alarm rate of 1 percent and 10 percent.
Verification rates are reported for unnormalized, z-normed,
and MAD-normed similarity scores. Identification ranges
from 3 percent to 78 percent at rank 1 and improves to a
range of 12 percent to 93 percent at rank 5. The most striking
feature of the verification results is the significant impact
that normalization has on performance. At a false accept
rate of 1 percent, the z-norm is superior to the MAD-norm
and, at a false accept rate of 10 percent, both types of
normalization are roughly equivalent. Because of the super-
iority of the z-norm at a false accept rate of 1 percent, all
remaining verification results use the znormalization
procedure. With the znorm, verification rates at a false
accept rate of 1 percent range from 6 percent to 82 percent; at
a false accept rate of 10 percent, verification rate ranges from
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Fig. 7. Baseline performances for the challenge experiments (a) CMC
curves and (b) ROCs plotted upto a false alarm rate of 20 percent.

24 percent to 94 percent. These are very encouraging
performances, given the straightforward nature of the
baseline algorithm. The range of results for the 12 experi-
ments allows for improvement by new algorithms. Fig. 7
plots the CMCs and ROCs of the 12 challenge experiments.

Table 6 lists the identification rates that have been
reported by other algorithms on an earlier, smaller (just
May data, more than 71 subjects) release of the gait
challenge data set. For comparison, we also list the
performance of the baseline algorithm on the reduced data
set. We see that 1) the ranked order of performance on the
different experiments follows that for the baseline algo-
rithm and 2) the performance of the baseline algorithm is
competitive with respect to the other algorithms, especially
on the hard problems. The performances reported in the
table reflect performances published in papers at the end of
2003. The algorithms have evolved since then. Fig. 8 shows
the maximum identification rates that are being achieved by
2004. Since these scores have not been yet published by the
different groups, we report the scores anonymously. As
evidence of how the gait challenge problem has already
spurred the development of gait recognition algorithms, we
also present the corresponding identification rates that were
achieved in 2002 by the baseline algorithm and other
algorithms. We see that the baseline algorithm has im-
proved; it is now parameter free. We also see that the gait
recognition algorithms have improved, however, experi-
ments that compare across surfaces remain challenging.

We can rank the difficulty of the 12 experiments by their
identification and verification rates, as reported by the
baseline algorithm and corroborated by other algorithms.
For instance, Experiment A, where the difference between
probe and gallery is just the viewpoint, is easier than
Experiment G, where the difference between the gallery and
probe is three covariates. The rank of experiments allows
for a ranking of the difficulty of the five covariates. From
early reported results, this ranking also appears to be
somewhat independent of the choice of the gait recognition
algorithm, as we see in Table 6. The baseline algorithm-
based rankings suggest that shoe type has the least impact,
next is about 30 degrees viewpoint, the third is briefcase,
then surface type, and time has the most impact, based on
the drop in the identification rate due to each of these
covariates. We quantify these effects next.

5.3 Impact of Variation in Gallery

The results presented so far are for one gallery set choice.
It is well-known that changing the gallery and corre-
sponding probe set changes the recognition rate [36], [38].
In this section, we examine the effect of changing the
gallery and corresponding probe set and examine if the

TABLE 6
Reported Top Rank Recognition for Earlier, Smaller, Release of the Gait Challenge Data Set
e DTW  HMM ;3};‘;3; HMM  Body
Exp. (UMD) (UMD) (MIT) (CAS)  Baseline
(UMD) "3 ey (CMU) oy [32]
[27] [24]
A (view) 52 78 99 87 88 70 87
B (shoe) 40 65 89 81 75 59 81
C (view + shoe) 20 28 78 66 70 51 54
D (surface) 18 10 36 21 25 34 39
E (shoe+surface) 20 10 29 19 15 21 33
F (view+surface) 15 10 24 27 20 27 29
G (view+shoe+surface) 15 10 18 23 10 14 26
# subjects in gallery 71 71 71 71 71 71 71

The numbers for the first two columns are as read from graphs in the cited papers.
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order of experiments, based on the baseline recognition
rates, changes.

The challenge experiments presented so far use the set
(G, A.RNB,M, or N) as the gallery. To examine the effect of
gallery variation, we reran the 12 challenge experiments with
different galleries and appropriately modified probe sets. In
the challenge experiments, Experiment A examined the effect
of change in view. To maintain consistency, the correspond-
ing probe set A for each gallery is a change in view. For
example, if the gallery is (C,A,L,NB,M, or N), then the probe
set for experiment A should be (C,A,R,NB,M, or N), and so
on. We vary the gallery to be one of the following eight cases:
(GAR), (GAL), (GBR), (GB,L), (CAR), (CBR), (CAL),
and (C,B,L), with all the remaining two conditions, i.e., Carry
and Time, fixed at NB, M, or N. Table 7 summarizes the
verification rates at a false alarm rate of 1 percent for the
challenge experiments. The first column lists the eight
galleries and the remaining columns report recognition rates
for changing different covariates. For example, the column
labeled Surface + Shoe reports experimental results when the

gallery and probe set have different surface and shoe types.
The remaining covariates are the same between the gallery
and probe set. The performance scores establish bounds on
the verification rates for each experiment. The mean and the
median score for each experiment provide a proxy for the
difficulty level for each experiment. The standard deviation
(s.d.) provides a measure of the stability of a covariate. The
camera angle or view covariate has the greatest variability in
terms of performance.

It is interesting to note that the ordering of the experi-
ments in terms of their difficulty level, as measured by the
verification rates, is somewhat invariant to the choice of the
gallery set. To quantify the statistical correlation among the
ranking of the experiments for the different gallery varia-
tions, we use the Friedman test, which is a two-way analysis
of performance scores of the n gallery variations for the
k experiments. The null hypothesis is that the ratings for the
gallery variations are not related. For the data in Table 7, the
computed underlying test parameter, which is the Kendall’s
coefficient of concordance, is found to be 0.96; the maximum
correlation being one. The P-value is found to be < 0.0001,
which implies that the null hypothesis can be easily rejected.
Rejection of the null hypothesis implies that the verification
rates for the experiment are different and the rates for the
different gallery variations are strongly correlated.

The Friedman test does not provide us with a statistical
ranking between the experiments, it just tells us if there is
one. To rank the experiments, particularly the ones where
only one covariate is varied, we use the pairwise Wilcoxon
signed rank test [39]. It computes the statistical signifi-
cance of the null hypothesis that medians of two
distributions are equal. Based on this test, along with
modified Bonferroni corrections [40] to account for multi-
ple comparisons, for an overall a=0.05 (95 percent
significance), we arrive at the following difficulty ranking:
(ExpB-Shoe, ExpA-View) > (ExpA-View, ExpH-Brief-
case) > ExpD-Surface > ExpK-Time.

TABLE 7
Verification Performance Variation at Pr = 1 Percent of Baseline Algorithm
Due to Variations in Gallery Type over Eight Possible Combinations

Experiments
+ +
+ + + g % g
] <] <} e 2 Yo%
f 488 3 4632558 5 ESES £ £
Gallery A B C D E F G H I J K L
(GAR) 8 8 65 44 35 20 28 72 67 48 6 6
(GAL) 76 8 59 44 35 25 10 75 62 40 3 6
(CAR) 54 8 44 32 16 20 14 75 57 24 6 3
(CAL) 63 88 49 37 28 17 20 72 59 29 3 6
(GBR) 91 8 61 34 24 18 12 69 56 48
(GBL) 8 87 54 34 31 20 20 69 60 46
(CBR) 68 92 41 28 28 26 22 78 67 29
(CBL) 73 83 53 34 35 16 17 67 56 35
Mean 75 8 53 36 29 20 18 72 61 37 5 5
Median 75 87 54 34 30 20 19 72 60 38 5 6
s.d. 128 34 83 56 66 36 59 37 45 95 16 14

The fixed condition over them being no briefcase and the nonrepeat, i.e., NB, M, or N.
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5.4 Covariate Effects

Which covariate has the most impact on recognition? From
the baseline recognition results, it appears that time has the
most impact as the recognition rates, for Experiments K and
L are the lowest. However, using recognition rates as
indicators of covariate impact has problems and is at best a
gross measure of impact. The recognition rate is a function
of both the match and the nonmatch score distributions.
This rate can change due to changes in either the match
scores, nonmatch scores, or both. This is problematic since
the nonmatch scores are a function of identity differences
and any covariate difference that is present between the
gallery and probes. The effect of a covariate is more cleanly
captured by its impact on just the match scores.

We quantify the effect of a covariate on recognition by
comparing the match scores for two probe sets, over the
same set of individuals, that differ with respect to a specific
covariate, but are similar in all other aspects. Therefore, if
we want to study the effect of viewpoint on performance,
for instance, we can consider the probes in Experiments B
and C, which differ with respect to just viewpoint. For shoe
type, we use the probes for Experiments A and C; for
surface we use the probes for Experiments B and E; for
briefcase we use the probes in Experiments B and I; and for
time, we use the probe in Experiment A and the probe
specified by (G, A/B, L, NB, N).

Let a similarity score for the ith subject in two choices of
the probe sets, Probe 1 and Probe 2, be Sim;(Sp,, Sg,) and
Sims (Sp,;,Sgq;), respectively. The change in similarity for
subject i, given by

o Siml(SPi, SGi) — Simg (S]:vi7 SGi)

ASlmIZ(Z) - SimQ(SPi7 SGi) 7

quantifies the effect of a covariate on subject i. The
distribution of these ASimjs(z) for all the subjects that are

common between the probes and the gallery would provide
an idea of the net effect of the covariate. If the distribution is
centered around zero, this would signify no impact. If the
drop is large, then we can infer that the distribution of the
match scores, upon changing that covariate, would overlap
more with the nonmatch scores, with consequent drop in
recognition performance.

Fig. 9 shows the distribution of the score changes
between probes differing with respect to view point, shoe
type, surface type, briefcase, and time. Notice how the
distribution shifts as we go from shoe type to viewpoint to
briefcase to time to surface type differences. The median
percentage increases in similarity scores for shoe, view-
point, briefcase, time, and surface are 0.84, 1.56, 2.73, 4.25,
and 6.55, respectively. The Wilcoxon signed rank test [39]
can be used to compute statistical significance of the null
hypothesis that the population median of the score changes
is 0. It is a nonparametric test that takes into account the
magnitude as well as the rank and is more sensitive than
the Sign-Test or the Student t-test, especially for small
numbers. Using this test, we find that we can easily reject
the null hypothesis that the population median of the score
changes for each covariate is 0 (with P-values < 0.001), i.e.,
the score changes for all the covariates are significantly
different from zero.

We can also compute the statistical significance for the
ordering of the covariate impact ranking by performing
pairwise Wilcoxon signed rank test. However, we have to
be careful to take into account the multiple comparisons; in
general, the individual pairwise comparisons must be
performed at a tighter significance level than the desired
overall significance level. We use the modified Bonferroni
significance level-based testing of the individual pairwise
testing [40]. The individual comparisons, of which we had
10, were rank ordered from most to least significant. So as to
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TABLE 8
Modified Bonferroni Test for 10 Pairwise Tests of the Impact of the Covariates to Achieve an Overall Significance of 0.05
Factor Surface Surface Surface  Shoe View View Shoe Brief =~ View  Surface
Pairs Brief Shoe View Brief Time Brief Time Time Shoe Time
Wilcoxon 0 0 0 0.0038 0.0068 0.0582 0.0674 0.0674 0.0992 0.2783
P-value
Modified-  0.0055 0.0055 0.0062 0.0071 0.0083 0.0100 0.0125 0.0166 0.0250 0.0500
o
Reject Yes Yes Yes Yes Yes No No No No No
Null Hypo

achieve an overall significance level of 0.05, for the kth rank
we use a cutoff of a/(10 — k + 1). Table 8 lists which of the
pairwise null hypotheses we can reject. Based on the results,
statistically speaking, the score changes due to shoe, view,
briefcase, and time are similar, whereas the scores changes
due to time and surface are similar. Thus, (view, shoe,
briefcase, time) < (time, surface).

The pairwise statistical tests in Table 8 clearly suggest
that the impacts due to change in surface type and time are
different from the impact of the other covariates. They seem
to impact gait at a more fundamental level than other
covariates. For example, we have found that the surface and
time covariates impact the gait period more than other
covariates. Fig. 10 plots the histogram of the differences in
gait period for the same subject across views, surface, shoe-
type, time, and carrying conditions. If a covariate does not
impact the gait period, then the histogram should be
peaked around zero. However, we notice that for surface-
type and time, the histogram spreads to large values, which
points to significant differences in gait period. The histo-
gram for the carrying condition (briefcase and no briefcase)
has a peak to the left of that for the surface-type.

5.5 Study of Failures

Is there a pattern to the failure in identification? Are there
subjects who are difficult to recognize across all conditions?
Is there an “easy to recognize” subset of subjects? Answers
to these questions will help identify the hard sequences to
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Fig. 10. Distribution of period differences across conditions.

work on in future. To answer such questions, we look at the
pattern of failures in identification for each subject across
different experiments. We partition the data set into subsets
of subjects who are easy, moderate, and hard to identify
based on the percentage of experiments in which a subject
was correctly identified. Note that we considered percen-
tages instead of absolute numbers since all subjects did not
participate in all experiments. We consider a subject easy to
identify if the subject was identified in more than 80 percent
of the experiments that he/she participated in; in our data
set there are 12 such subjects. We consider a subject hard to
identify if the subject is correctly identified in less than
40 percent of the experiments; there are 56 subjects in this
category. The rest of the subjects are considered moderately
difficult to recognize; there are 54 subjects in this category.
Fig. 11 shows some samples from each class. It is not
obvious to us from visually observing the images or the
associated silhouettes the reason why some subjects are
hard to recognize. There are bad quality silhouettes, e.g.,
with missing head regions or missing leg regions, in all of
the classes of subjects. Clothing or shadows also do not
seem to play a role. However, to rule out any of these on a
firm basis, future in-depth statistical correlation studies will
have to be conducted.

6 CONCLUSIONS AND DiscussION

The HumanID gait challenge problem provides a set of
12 experiments of increasing difficulty. The 12 experiments
examine the impact of five covariates on performance. The
five covariates are camera angle, shoe type, grass or
concrete surface, carrying or not carrying a briefcase, and
time. The identification performance varies from 78 percent
on the easiest experiment to as low as 3 percent on the
hardest experiment. For verification, performance varies
from 87 percent to 6 percent at a false alarm rate of 1 percent.

+% 27 %A

(@) (b) (©) (d) () ()

Fig. 11. Samples of subjects: (a) and (b) are easy to identify, (c) and (d)
have moderate levels of identification difficulty, and (e) and (f) are hard
to identify.
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The results from the 12 experiments in Table 5 and Table 7
establish a baseline performance.

6.1 Significant Findings

We investigated two methods for normalizing similarity
scores for verification performance. Overall, we found that
performing normalization significantly increased perfor-
mance, with the z-norm method being better than the MAD
method. For performance on sequences taken on different
days, the unnormalized verification rate at a false accept
rate of 1 percent was zero and 6 percent after performing
z-normalization (experiments K and L). For experiment B,
change in shoe type, performance increased from 48 percent
for unnormalized to 87 percent z-normalized similarity
scores.

Focused analysis of the study of the impact of a covariate
on match-score distribution suggests that shoe type has the
least effect on performance, but the effect is nevertheless
statistically significant. This is followed by either a change
in camera view or carrying a brief case. Carrying a brief case
does not affect performance as much as one might expect
(Section 4). This effect is marginally larger than changing
shoe type, but is substantially smaller than a change in
surface type. In future experiments, it may be interesting to
investigate the effect of carrying a backpack, rather than a
briefcase, or to vary the object that is carried.

One of the factors that has a large impact is time,
resulting in lower recognition rates for changes when
matching sequences over time. This dependence on time
has been reported by others too, but for indoor sequences
and for less than six month differences. When the difference
in time between gallery (the prestored template) and probe
(the input data) is in the order of minutes, the identification
performance ranges from 91 percent to 95 percent [18], [22],
[23], whereas the performances drop to 30 percent to
45 percent when the differences are in the order of months
and days [20], [22], [27] for similar sized data sets. Our
speculation is that other changes that naturally occur
between video acquisition sessions are very important.
These include change in clothing worn by the subject,
change in the outdoor lighting conditions, and inherent
variation in gait over time. For applications that would
require matching across days or months, these would most
likely be the important variables. However, there are many
applications, such as short term tracking across many
surveillance cameras, for which these long term related
variations would not be important.

The other factor with large impact on gait recognition is
walking surface. With the subject walking on grass in the
gallery sequence and on concrete in the probe sequence,
rank 1 recognition is only 32 percent. Performance degrad-
ation might be even larger if we considered other surface
types, such as sand or gravel, that might reasonably be
encountered in some applications. The large effect of
surface type on performance suggests that an important
future research topic might be to investigate whether the
change in gait with surface type is predictable. For example,
given a description of gait from walking on concrete, is it
possible to predict the gait description that would be
obtained from walking on grass or sand? Alternatively, is
there some other description of gait that is not as sensitive
to change in surface type?

6.2 Gait versus Face

One of the open questions is the potential for gait to
perform identification. We address this question by
comparing our gait results with face recognition. Our
analysis provides a rough guide to the current state of gait
recognition. Face recognition performance has been well
characterized by a number of evaluations, the most recent
being the Face Recognition Vendor Test (FRVT) 2002 [38].
Because gallery size is different in the gait challenge
problem and FRVT 2002, comparison is made for verifica-
tion performance at a false accept rate of 1 percent. Unlike
identification, verification performance is not a function of
gallery size. Since the gait challenge problem performs
recognition from outdoor video, we need to look at face
recognition results from outdoor images. In FRVT 2002,
there are two results on outdoor facial images. In both cases,
the gallery is of indoor full frontal images. In the first result,
the probe set consists of outdoor images taken on the same
day as the gallery images. Verification performance varied
for different systems ranging from 54 percent to 5 percent,
with a median of 34 percent. From Table 5, gait perfor-
mance varied from 87 percent to 20 percent on the
10 experiments where the gallery and probe set sequences
were taken on the same day. The median performance score
was 57 percent. In the second set of outdoor face recognition
results, the probe set consists of outdoor images taken on a
different day than the gallery image of a person; the median
difference in time is about five months. Verification
performance varied from 47 percent to 0 percent for
different systems, with a median of 22 percent. Experiments
K and L in the gait recognition problem, which have probes
from six months later, are comparable to this scenario. The
recognition rate for both experiments is 6 percent. A
number of caveats need to be mentioned in this analysis.
The FRVT 2002 performance numbers are from a blind
evaluation on sequestered data. This is not the case for our
gait results. On the other hand, the results in this paper are
for a baseline algorithm at the beginning of intense research
of automatic gait recognition. This compares to a decade of
intensive development in automatic face recognition. Using
the respective performances only as a rough guide, we see
that video-based gait as an outdoor at-a-distance biometric
has the potential to be 1) competitive with faces and 2) as a
biometric to be fused with face.

6.3 The Greater Context

Human identification through analysis of gait information
extracted from video is an important problem for computer
vision. On the practical side, there are valuable potential
applications in the area of video surveillance and security.
Progress on gait recognition will aid progress on related
problems such as characterizing human activity in video.
General solutions to the gait problem will address funda-
mental computer vision problems that include segmenta-
tion and handling of occlusion. The process of solving this
problem will identify which fundamental problems in
computer vision and pattern recognition need further
research. In turn, this problem will provide a method for
measuring progress on the fundamental computer vision
and pattern recognition problems.

The HumanID gait challenge problem provides for a
scientific basis for advancing and understanding automatic
gait recognition and processing. One aspect of this is that
researchers wishing to work on a new algorithm will not
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have to invest the substantial start-up costs of acquiring a
data set large enough to lend credibility to their results.
Advancements in gait can be quantified by performance on
the challenge experiments. The baseline algorithm makes it
possible for researchers to focus on developing new
techniques for one component of the baseline algorithm.
The new component can be substituted for the baseline
component and performance can be computed for the new
component. This provides a measure of the effectiveness of
the new component to the gait algorithm. As the number of
researchers reporting performance results on the challenge
problem increases, the potential to understand what are the
critical components of gait algorithms work increases. The
understanding increases because meta-analysis is possible
on the different papers reporting challenge problem results.
The more detailed the experimental results presented, the
more detailed the possible meta-analysis is and the greater
the understanding is. For example, if multiple research
groups report results on different silhouettes, the greater
the understanding of how silhouettes effect performance. It
is this potential from the adoption of this challenge problem
that represents a possible revolution in computer vision
research methodology.
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