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DISTRIBUTED MONITORING AND
CONTROL SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application claims the benefit of U.S. Provi-
sional Application No. 60/682,384, filed May 19, 2005.

TECHNICAL FIELD

The present subject-matter generally relates to a distrib-
uted monitoring and control system. More specifically, the
present subject-matter relates to a system using distributed
monitoring and control of combined sewer systems to reduce
combined sewer overflow conditions.

BACKGROUND OF THE INVENTION

In many cities wastewater and rainwater are collected
together in a combined sewer system. These combined sewer
systems create a potential for a combined sewer overtlow
(CSO). A CSO occurs when a wastewater treatment facility
experiences excessive inflow due to wet weather conditions
resulting in an overflow or discharge of contaminated water.
In some cases, the overflow water backs up into homes or
businesses. In order to prevent raw sewage backup into homes
and businesses, waste water treatment facilities often divert
the overflow into an open stream or river. Accordingly, a CSO
event often results in the contamination or rivers, lakes and
ocean shores and presents numerous environmental health-
related dangers.

The problems associated with CSO events have been
addressed by replacing combined sewers with dual collection
and disposal systems, providing off-line storage facilities,
such as providing underground tunnels, or expanding the
capacity of the overloaded waste water treatment facility.
However, these solutions require intensive and expensive
construction, which can be disruptive to cities and their popu-
lation. Moreover, separating wastewater and rainwater col-
lection does not completely solve the environmental prob-
lems since untreated storm water often carries contaminants
washed away from streets.

An alternative option is to use in-line storage using real-
time monitoring, which monitors the flow and composition of
the fluid in the sewer. When a CSO event is predicted the
system reacts by using the pipes as a temporary storage. A
real-time control system calculates the unused volume in
each of the main arterial pipes and sends command signals to
gates, inflatable dams or valves to regulate the flow. Existing
in-line storage solutions suffer because the large amount of
information required to eftectively control the system must be
transmitted to a central processor for processing and the com-
munication, monitoring and control require great expense and
are prone to failure.

SUMMARY

The present subject-matter provides a distributed monitor-
ing and control system. The distributed monitoring and con-
trol system may be implemented to reduce the occurrence of
combined sewer overflow. The distributed monitoring and
control system includes a plurality of nodes, each of which
includes a processor, a memory and a transceiver. The system
includes a plurality of nodes, including nodes having difter-
ent functions, such as rNodes, iNodes, aNodes and gNodes.
Each of the nodes provides interconnectivity between nodes
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that cannot communicate directly. The iNodes further include
sensors to monitor the flow in the sewer and a sensor interface.
The aNodes further include actuators for the control systems.
The gNodes may include the functionality of the other nodes
and further include a connection to another network outside
of'the wireless network of nodes. The nodes may use a control
algorithm that allows the system to function without a central
computing element, thereby increasing the robustness of the
system.

An advantage of the distributed monitoring and control
system is the reduction of overflow conditions in combined
sewer systems.

Another advantage of the distributed monitoring and con-
trol system is the ability to use of a distributed control algo-
rithm and an ad-hoc wireless communication system to
manipulate flow control structures.

A further advantage of the distributed monitoring and con-
trol system is the ability for wireless and battery operation to
allow fast and easy installation.

Yet another advantage of the distributed monitoring and
control system is the decentralization and redundancy pro-
vides robustness to allow the system to function even with
some malfunctioning parts.

Still another advantage of the distributed monitoring and
control system is the distributed nodes and the lack of a
centralized control system provides decreased vulnerability
to individual sensor failure and central computer failure.

Another advantage of the distributed monitoring and con-
trol system is the distribution of the sensors enables more
precise and more accurate measurements even when indi-
vidual measurements are not as accurate.

Additional objects, advantages and novel features of the
examples will be set forth in part in the description which
follows, and in part will become apparent to those skilled in
the art upon examination of the following description and the
accompanying drawings or may be learned by production or
operation of the examples. The objects and advantages of the
concepts may be realized and attained by means of the meth-
odologies, instrumentalities and combinations particularly
pointed out in the appended claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a schematic of a distributed monitoring and con-
trol system.

FIG. 2 is a schematic of a data transmission path in the
distributed monitoring and control system of FIG. 1.

FIG. 3 is a schematic of node for the distributed monitoring
and control system of FIG. 1.

FIG. 4A is a schematic illustrating a network of nodes in a
distributed monitoring and control system.

FIG. 4B is a schematic illustrating network connectivity
between the nodes shown in FIG. 4A.

FIG. 4C is a schematic illustrating transmission of infor-
mation within the network shown in FIG. 4B.

FIG. 4D is a schematic illustrating the transmission of
control instructions within the network shown in FIG. 4C.

FIG. 4E is a schematic illustrating the network connectiv-
ity and transmission of information within the network shown
in FIG. 4C after the failure of some of the nodes.

FIG. 5 is a schematic of a small sewer system and distrib-
uted monitoring and control system.

DETAILED DESCRIPTION

FIG. 1 schematically illustrates a distributed monitoring
and control system 10 for monitoring and controlling flow in
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acombined sewer system. As shown in FIG. 1, the distributed
monitoring and control system 10 includes a plurality of
intercommunicating nodes 12. In the distributed monitoring
and control system 10 shown in FIG. 1, there are sensor nodes
(iNodes) 14, routing nodes (rNodes) 16, actuator nodes (aN-
odes) 18 and gateway nodes (gNodes) 20. In the example
shown in FIG. 1, the communication between the nodes 12 is
achieved using a wireless transceiver in each of'the nodes 12,
as described further below. Although the preferred embodi-
ment of the distributed monitoring and control system 10
described herein is a wireless system, it is contemplated that
wired or hybrid (wired and wireless combination) communi-
cation may be utilized to accomplish the distributed monitor-
ing and control system 10.

As shownin FIG. 2, the iNode 14 collects information from
a sensor 21. The information is then sent through one or more
rNodes 16 to an aNode 18 for controlling flow though the
sewer system or to a gNode 20 for connecting to another
network. However, it is contemplated in other embodiments
of'the distributed monitoring and control system 10 any of the
nodes 12 may perform the function of an iNode 14, an rNode
16, an aNode 18, a gNode 20, or any combination thereof. For
example, all nodes 12 in a given distributed monitoring and
control system 10 may function as rNodes 16 and certain
nodes may additionally perform the function of the iNodes
14, the aNodes 18 and the gNodes 20. Although it is under-
stood that each node 12 in the distributed monitoring and
control system 10 may perform any combination of the func-
tions of any of the different types of nodes 12, each of the
types of nodes 12 will be described separately below.

The rNodes 16 include a microprocessor, a memory and a
transceiver, such as, for example, a radio transceiver. The
main purpose of the rNodes 16 is to provide interconnectivity
between nodes 12 that cannot communicate directly. For
example, an rNode 16, or a series of rNodes 16, may function
to connect an iNode 14 and an aNode 18 that are geographi-
cally separated by a distance greater than their transceivers’
range.

The iNodes 14 include the same elements as the rNodes 16
and additionally include a sensor interface. The sensor inter-
face allows a variety of sensors to be attached to the iNode 14.
In the embodiment shown in FIGS. 1 and 2, the sensor inter-
face controls the power delivered to each sensor and allows
the iNode’s processor to acquire information gathered by the
sensor while reducing power consumption when the sensors
are not taking measurements. In the embodiment of the dis-
tributed monitoring and control system 10 shown in FIGS. 1
and 2, the iNodes 14 main purpose is to measure parameters
that indicate the hydraulic state of the monitored structure or
the pollution content of the wastewater therein. For example,
an iNode 14 may acquire information gathered by an e-coli
sensor, a pH sensor, a pressure sensor, a temperature sensor, a
conductivity sensor, a dissolved oxygen sensor, etc.

The aNodes 18 include the same elements as the rNodes 16
and additionally include an actuator interface. The actuator
interface allows different types of actuators 23 (see FIG. 2) to
be attached to the aNode 18. Examples of actuators to be used
in the distributed monitoring and control system 10 shown in
FIGS. 1 and 2 include, without limitation, electric valves,
gates, weirs, pumps, lift stations and other general flow con-
trolling devices.

The gNodes 20 include the same elements as the rNodes 16
and additionally include a networking interface. The net-
working interface allows the gNodes 20 to connect the wire-
less network formed by the nodes 12 to another network, such
as, for example, a wide area network, a local area network or
a cellular data network. Connecting the wireless network of
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nodes 12 to another network allows an operator or observer to
interact with the network or the network data, as well as
additional nodes 12 outside of the wireless network. It is
contemplated that the gNodes 20 are not essential for the
operation of the distributed monitoring and control system
10, particularly if there is no need to share the information
with other networks.

FIG. 3 schematically illustrates an embodiment of one of
the iNodes 14 of the distributed monitoring and control sys-
tem 10 shown in FIGS. 1 and 2. As shown in FIG. 3, the iNode
14 includes a processor 22, a memory 24, a transceiver 26, a
power supply 28 and a sensor interface 30. In the embodiment
shown in FIG. 3, the processor 22 is an ATMEGA128 pro-
cessor operating at 8 MHz. However, it is understood that any
processor or plurality of processors may be incorporated into
the iNode 14 as the processor 22.

In the embodiment shown in FIG. 3, the processor 22 runs
a software application for acquiring data from the sensor
through the sensor interface 30, processes the data and con-
trols the power management and high-level networking lay-
ers. As shown in FIG. 3, the processor 22 is coupled to a serial
interface 36. The serial interface may be, for example a key-
board/display interface or a serial connection to be attached to
a serial dumb terminal for human interaction. Other uses for
the serial connection include debugging and interconnecting
with other serial devices. The serial interface 36 allows a high
degree of node programming flexibility and allows for easy
debugging, setting and reading program parameters and other
general node interface.

In the embodiment shown in FIG. 3, the processor 22 is
also responsible for the lower levels of networking, the radio
management and the memory management. Alternatively, the
tasks may be divided in any manner between any number of
processors.

The memory 24 in the embodiment of the iNode 14 shown
inFIG. 3.1s an AT45DB161B two megabyte EEPROM. How-
ever, it is contemplated other memory may be used in the
nodes 12. The memory 24 allows large quantities of data
acquired from the sensor to be stored allowing the iNode 14 to
record data measured by sensors when communication with
other nodes 12 is not available, thereby preventing the loss of
information. When communication with other nodes 12 is
restored, the stored data can then be streamed or extracted
from the memory 24. The memory 24 may also store main
processor program images when network reprogramming is
necessary.

The transceiver 26 in the embodiment of the iNode 14
shown in FIG. 3 is a MaxStream radio transceiver 26 operat-
ing at 900 MHz or 2.4 GHz depending upon the application.
The radio transceiver 26 allows the use of direct-sequence
spread spectrum communication to effectively reduce the
possibility of interference. Reliable and robust communica-
tion schemes can be implemented to efficiently manage com-
munication between nodes 12.

The processor 22 controls the transceiver power control.
The transceiver power control drastically reduces the power
consumption of the transceiver 26 when no events require the
transmission of information. Further, the use of wireless mul-
tihop connections allows the use of small transceivers 26 with
limited transmission range since it is not necessary to transmit
to a distant central location, which allows the use of batteries
or solar power to power the nodes 12. In addition, as shown in
FIG. 3, a radio bypass 38, such as, for example, a UART
compatible bypass, allows the iNode 14 to communicate
using conventional wired networks when necessary.

The power supply 28 in the embodiment of the iNode 14
shown in FIG. 3 includes a switching power supply 40 and a
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6 Volt rechargeable nickel metal hydride battery 42 that allow
numerous discharge-charge cycles while retaining its capac-
ity. However, it is contemplated that other power supplies 28,
switching or non-switching, battery powered or non-battery
powered and rechargeable or non-rechargeable, may be
implemented in the iNode 14. In the embodiment shown in
FIG. 3, the switching power supply 40 regulates the input
battery voltage to three different voltages used for the cir-
cuitry, namely 3.3 Volts, 5 Volts and 12 Volts. The power
supply 28 enables operation with battery voltages as low as 4
Volts. The processor 22 monitors the battery condition to alert
the system and safely shut down when loss of power occurs.
It is contemplated that a battery life of at least twelve months
of'continuous operation is preferable. Additionally, solar pan-
els can be attached to the recharge battery to allow uninter-
rupted operation.

The nodes 12 and other devices connected to the nodes 12,
such as the sensors 21 and actuators 23, may operate using
limited power sources, such as, for example, batteries or solar
power, in order to allow wireless installation. Although wire-
less installation can reduce installation costs, it may require
aggressive power management. Accordingly, the processor
22 may be programmed with power management software to
control power delivery to components such as, for example,
sensors 21, actuators 23, transceivers 26, memory 24 and
processor 22. For example, in low power state, the power
management software disconnects the power to the sensors
21, actuators 23 and transceivers 26 and reduces the power
provided to the memory 24 and processors 22, when advan-
tageous. In particular, the power management software only
delivers power to the sensors 21 when needed via the sensor
interface 30, which contains MOSFET transistors that con-
nect the power supply 28 to the sensors 21 for short periods of
time.

Although FIG. 3 specifically illustrates an iNode 14, it is
contemplated that the rNodes 16 may include the same com-
ponents, excluding the sensor interface 30. Similarly, the
aNodes 18 and gNodes 20 may include the same components
excluding the sensor interface 30, but additionally including
an actuator interface in the aNodes 18 and a network interface
in the gNodes 20. The processor 22 of each of the nodes 12
may be programmed to correspond to the components con-
tained therein.

For example, the aNodes 18 may include an actuator inter-
face capable of generating a 12 Volt pulse modulated signal
for controlling a DC electric motor and two current outputs.
The current outputs can be used to send signals to an actuator
23 using a standard 4-20 mA input interface. Since the
aNodes 18 are typically connected to power consuming
actuators 23 that require external electrical connection, power
management is not as critical in these devices.

Also as an example, the gNodes 20 may be formed by
connecting an iNode 14, an rNode 16 or an aNode 18 to a
larger processor board. For example, the gNodes 20 may be
connected to a Technologic Systems TS5600 that features a
133 MHz AMD 586 embedded microprocessor running the
Linux operating system. The processor board also includes a
PC card slot that can allocate a 802.11 or WiFi interface card
or a cellular modem card. The processor board further
includes an Ethernet connector. The processor board commu-
nicates to the gNode 20 using the serial interface 36.

As described above with respect to the iNode 14 shown in
FIG. 3, the processor 22 of each of the nodes 12 is pro-
grammed to enable communication between the nodes 12 in
a robust manner. Robustness is expressed as the ability to
communicate even in the presence of some non-functional
nodes 12. FIGS. 4A-4E illustrate the robustness of the dis-
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tributed monitoring and control system 10. In the distributed
monitoring and control system 10 shown in FIGS. 4A-4E,
robustness is achieved by using redundant paths, or in other
words, the placement of nodes 12 geographically such that
each node 12 can communicate with more nodes 12 than
necessary to obtain a fully connected and communicating
network of nodes 12.

To implement the distributed monitoring and control sys-
tem 10 shown in FIGS. 4A-4E, the nodes 12 employ two types
of communication algorithms, broadcasting and routing,
each of which is programmed into the processor 22. The
broadcasting algorithm allows each node 12 to send a mes-
sage to every other node 12. The routing algorithm allows
each node 12 to send a message to a unique node 12. The
processor 22 is programmed with an advanced large-scale
routing algorithm to ensure network connectivity despite
potential failure of one or more nodes 12.

For example, in the embodiment of the distributed moni-
toring and control system 10 described herein with respect to
monitoring and controlling sewer systems, it is contemplated
that the expected internode connectivity will be low, typically
in the range of 60% of data packet throughput between neigh-
boring nodes 12. Assuming an in-line configuration, in which
only neighboring nodes 12 can communicate with each other,
the data packet throughput between one end of the line to the
other using conventional communication algorithms would
be 0.6% or 0.6%. Accordingly, a robust routing algorithm is
required to increase throughput in these types of low connec-
tivity networks.

The distributed monitoring and control system 10 shown in
FIGS. 1-4E includes a broadcasting algorithm that allows
each node 12 to communicate with each of the other nodes 12
in the wireless network, enabling network synchronization
and node polling. Under this broadcasting algorithm, when a
node 12 send out a broadcast message, every node 12 that
receives the message initiates the broadcasting algorithm.
Each node 12 rebroadcasts the message to increase the prob-
ability of communication success. In one embodiment of the
broadcast algorithm each message is repeated three times.
The algorithm may dictate that each node 12 wait a predeter-
mined period of time before trying to rebroadcast the message
in order to reduce the probability of message collision with
other nodes that are transmitting the originally broadcast
message. Under this broadcast algorithm, the communication
success for an in-line system is (1-(0.4"3))'° or 53%. By
increasing the number of retransmissions of each packet,
packet throughput can be increased to near 100% at the
expense of longer transmission lines.

Each data packet contains data to aid the broadcasting
process. For example, a hop counter may be used to limit the
number of nodes 12 through which a message can travel from
its original source. Each time a node 12 transmits a broadcast
message data packet, the hop count increases. When the hop
counter reaches a predefined value, the data packet gets dis-
carded without being retransmitted. An identification number
may also be appended to the data packet to ensure each
message is propagated outward from its origin. The identifi-
cation number is generated at the origin node by combining
the hop counter with the network address of the node 12. If a
node 12 receives a data packet with an identification number
that matches the identification number of a previously
received message, the data packet gets discarded without
being retransmitted. Moreover, timing information may be
appended to a message to allow each node 12 to calculate the
time it took a message received to arrive since being trans-
mitted by the origin node 12.
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The routing algorithm allows any node 12 in the network to
transmit a message to specific nodes 12 within the network
designated as data sinks. This feature is particularly useful,
for example, for the iNodes 14 that need to send information
to specific aNodes 18 or gNodes 20. Each node 12 contains a
table of the data sinks in the network. Associated with each
entry is a number called the gradient. The gradient number is
smaller when the node 12 is closer to the data sink. Each data
sink itself has a gradient number of 0. When a node 12 is
required to transmit a message to a data sink, the node 12
broadcasts the message with its own gradient number and the
data sink address appended to the data to be transmitted. If a
node with lower gradient number receives the message, it
broadcasts an acknowledgement packet, including its own
gradient number, to the data sink. If the original message
source does not receive an acknowledgement packet with a
gradient lower than its own before a specified time it broad-
casts again. The number of retries can be specified in the
software and may, for example, have a default value of three.
Ifanode 12 receives a packet with a gradient number equal or
greater than the senders gradient, the packet may be dis-
carded. Alternatively, additional routes may be established by
allowing rebroadcasting when the gradient difference is
within an established threshold. In either example, after a
node 12 has sent an acknowledgement packet, it will rebroad-
cast the original message with its own gradient number and
the process is repeated until the message arrives to its desti-
nation, specifically, the node with the matching data sink
address. In this way the routing algorithm ensures that the
message will approach the destination even if it must branch
off in the process and take different routes. This type of
routing protocol belongs to a class of stateless routing proto-
cols that are particularly resilient to node failure because it
allows the network to function without any node keeping
track of information paths. This type of stateless routing
protocol avoids the problems associated with gateway based
routing protocols.

A message identification number similar to the one used
for the broadcasting algorithm can be used to prevent the
algorithm from using overlapping routes. Also, by enforcing
arequirement that the gradient difference between the sender
and the rebroadcasting node has to be bigger than a certain
threshold, the number of potential routes can be reduced.

In order to establish the algorithms described above ad-
hoc, a broadcasting algorithm is used by the data sink nodes
12 to setup routing (or gradient) tables in each node 12. By
receiving the message broadcast by the data sink, each node
12 can establish its number of hops from the data sink. This
information is used to generate an appropriate gradient num-
ber that is then stored in each node’s routing algorithm table
together with the data sink address.

Several additional tasks may be performed by the network,
including, for example, network synchronization. Network
synchronization allows the nodes 12 to undergo alternating
cycles of deep sleep mode and active mode in a synchronized
fashion. In this way, the nodes 12 may all be active and can
perform control and communication activities while in the
active mode and otherwise enter deep sleep modes for low
power consumption.

Typically, the power consumption in active modes can be
up to 2500 times the power consumed in sleep modes. There-
fore, it is essential that the nodes 12 remain in sleep mode as
long as possible. To achieve this, the nodes 12 enter and leave
power cycles in a synchronized fashion. The time when all the
nodes 12 are in active mode is referred to as the “active
window.” The active window can be a few seconds per cycle,
for example, thirty seconds. During the active window all
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internodal and control algorithms must be executed. In one
example, one node 12 in the network or subnetwork is in
charge of synchronization for the entire network or subnet-
work. Typically, this node 12 will be a gNode 20, but it can be
any other node 12. This node 12 is referred to as the synchro-
nization node 12.

The synchronization node 12 can send out a synchroniza-
tion packet via the broadcasting algorithm previously
described. The synchronization packet is sent during the
active window. The synchronization packet may include, for
example, the time when the request for a new synchronization
was issued, the packet traveling time and the sleeping time.
Each receiving node 12 will adjust the remaining active win-
dow time to match the one described in the packet by using the
traveling time. Additionally, in the case of CSO control for
example, an adaptive power cycle scheduling may be used to
reduce power consumption when wet weather conditions are
not forecasted by using a greater amount of time between
active windows. Conversely, when wet weather conditions
are forecasted, the sleeping time may be reduced, allowing
critical information about the sewer system to be shared
throughout the network on an accelerated schedule. Due to
the natural drift of the internal clocks of the nodes 12, the
synchronization process must be performed periodically,
typically once a day. Regular synchronization of the internal
clocks of the nodes 12 ensures tight synchronization and,
therefore, well aligned active windows among all the nodes
12.

As described herein, the low power sleep mode may be
executed by a software component within the node 12 that
puts the radio transceiver 26 in low power mode, disables the
memory 24, turns the power supply for the sensors 21 off, and
stops all timers except for a single unique timer that is used to
maintain the adaptive power scheduling cycle. The timer
allowed to run by the low power mode software component
and is setup to wake up the processor after a time specified by
the adaptive power cycle scheduling protocol.

The robustness of the distributed monitoring and control
system 10 can be further enhanced by organizing the nodes 12
into hierarchical subnetworks. For example, a subnetwork
can be formed to include at least one gNode 20 which may
communicate with other networks or subnetworks. By way of
example, the distributed monitoring and control system 10
shown in FIGS. 4A-4E may be an independent network or a
subnetwork within a larger network.

As shown in FIG. 4A, the distributed monitoring and con-
trol system 10 includes a network of nodes 12. The network in
FIG. 4A includes iNodes 14, rNodes 16, and gNodes 20
represented as nodes 12 and three specifically designated
aNodes 18. However, the examples discussed with respect to
FIGS. 4A-4E, may be applicable to networks including any
number of each o the various nodes 12. FIG. 4B illustrates one
example of network connectivity between the nodes shown in
FIG. 4A, such that each of the nodes 12 forms a part of the
network. The aNodes 18 shown in FIG. 4A may request
sensor information from iNodes 14. FIG. 4C illustrates the
flow of sensor information through the network to the aNodes
18. FIG. 4D shows the aNodes 18 communicating with each
other to make a decision based on the combined information.

FIG. 4E demonstrates the robustness of the network of
nodes 12 by illustrating the network connectivity and trans-
mission of information within the network shown in FIG. 4C
after the failure of multiple nodes 12. As shown in FIG. 4E,
the failed nodes 12 disrupt the original communication paths
formed as shown in FIG. 4B. However, due to the redundant
communication paths, each of the aNodes 18 remain in con-
tact with each other and are able to collect information from
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and through each of the functioning nodes 12. The routing
algorithms programmed into the nodes 12 enable the nodes
12 to automatically rebuild the network connectivity upon
deployment or failure of one or more nodes 12.

The distributed monitoring and control system 10 can be
implemented to reduce the occurrence of combined sewer
overflow (CSO) events. In order to reduce the occurrence of
CSO events, the distributed monitoring and control system 10
performs two functions: monitoring and actuation. Similarly,
the distributed monitoring and control system 10 can be
implemented to maximize system performance, optimize col-
lector pipes capacity, flush sewer pipes to reduce solids
attached to pipe walls, divert flow to other locations and to
reduce sewer overtlow to other external systems, such as, for
example, a treatment facility.

The monitoring function of the distributed monitoring and
control system 10 is accomplished using the information
acquired through the iNodes 14. For example, in the embodi-
ment described with respect to FIGS. 1-3, the iNodes 14 may
measure hydraulic parameters of a sewer system, such as, for
example, flow of waste or water through a pipe, the level of
water in a basin, etc. In one embodiment, redundant sensors
may be used in conjunction with a consensus algorithm to
accurate determine the status of the hydraulic parameters.
Redundancy in the collection of information allows the dis-
tributed monitoring and control system 10 to be robust to
failure of the iNodes 14. With redundancy, the measurements
from each iNode 14 are less important than the aggregation of
the information from the overlapping sensors. For example,
even simple averages over the collected data can reduce the
error induced by the use of coarse measurements, assuming
measurement errors follow a particular distribution, such as a
Gaussian distribution. Moreover, the accuracy of the indi-
vidual measurements is not necessarily important for pur-
poses of controlling the distributed monitoring and control
system 10. The distributed monitoring and control system 10
can be configured to tune the accuracy of the measurements to
the number of nodes 12 performing overlapping measure-
ments to ensure sufficient accuracy. The data collected by the
iNodes 14 is routed through the network ofnodes, as shown in
FIGS. 4A-4E, to the relevant aNodes 18 and gNodes 20.

The actuation function of the distributed monitoring and
control system 10 is accomplished by the aNodes 18 or other
nodes 12 including the functionality described above with
respect to the aNodes 18. For example, the actuation function
may be carried out by a node 12 that incorporates the func-
tions of both the aNode 18 and the gNode 20 described above.

The control actions performed by the aNodes 18 are deter-
mined using a model-based distributed system control algo-
rithm incorporating a model of the combined sewer system.
Each aNode 18 receives the relevant information from the
surrounding nodes 12 to make its own control command
decision. The model-based distributed system control algo-
rithm further enhances the robustness of the distributed moni-
toring and control system 10 and enables the distributed
monitoring and control system 10 to operate with limited
amount of communication between nodes 12. Limited com-
munication is key to the aggressive power management
schemes described above. Moreover, limited communication
requires limited bandwidth to operate the wireless network of
nodes 12, further improving the cost effectiveness and robust-
ness of the distributed monitoring and control system 10.

Using a model-based distributed system control algorithm
further allows the distributed monitoring and control system
10 to operate in a distributed fashion. In other words, the
distributed monitoring and control system 10 does not require
a central computing element to process the data from the
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entire system to determine and execute control commands. As
a result, the distributed monitoring and control system 10 is
capable of being employed to monitor and control massive
amounts of information and geography.

A small sewer network including a distributed monitoring
and control system 100 is shown in FIG. 5. Reservoir Ta 102
and reservoir Th 104 represent retention basins or other reten-
tion structures. A link element 106, for example a length of
sewer pipe, is provided having a flow transport delay of one
unit of time. Another link element 108 is provided having a
flow transport delay of two units of time. Reservoir Te 110
receives the flow from reservoir Ta 102 and reservoir Th 104.
The input flow is represented in FIG. 5 by Ua112 and Ub 114
and the output flow (for example, to a water treatment facility)
is represented by Qe 116. The flows Qa 118, Qb 120 and Qe
122 are controlled flows using aNodes 18, as described above
with respect to FIGS. 1-4E. Accordingly, the system dynam-
ics can be described by the following equations:

ha(et ) =h (k) + v (k) -q.00) T,
(et ) =hy (k) + (k) =g () T
91 )=qa(k+1)+q,(k)
qak+2)=q (k)

ho (kD)= (k) +(qa(0)-q.(R))

This equation system can be further represented in the form
of a traditional discrete linear time invariant state space equa-
tion with unknown disturbances Ua and Ub:

T, 0 T, 0
BTLO0 0 00y R] | o
By 0100 00| b b|| 4
0 1 0 0 |g
x 0000 0O0|x
“loooo 1o o oo Ha
'd 'd
& & 1 0 0 0 |
X 001 000]|x
0 0 0 0 |g
A 1007, 004
0o 0 0 -1,

The mathematical description of the sewer elements can be
made more accurate by utilizing more detailed mathematical
descriptions of the individual elements. The above simplified
system is used here for clarity of the control approach used.
The region over which the system is allowed to evolve is
constraint as a result of limitations in the actual system such
as maximum height in the reservoirs or maximum flow capac-
ity in the pipes. With the information obtained by any sensors
measuring Ua and Ub, control strategies can be calculated to
maximize the use of the reservoirs during rain event, thus
reducing flow directed to the water treatment facility. Net-
worked model-based techniques, such as the ones described
in Ref. Handbook of Networked and Embedded Control Sys-
tems, 2005, Birkhausen, pp. 601-625, the entirety of which is
incorporated herein by reference, can be used to determine
the appropriate control strategy for the linearized system
presented with reference to FIG. 5, or more detailed non-
linear systems.

An alternate decentralized approach for controlling CSO
events is a “price-based” model-predictive control scheme. A
price-based control can, for example, be implemented to stag-
ger the operation of the actuators 23 connected to the aNodes
18 in a manner that maximizes the power of the water flowing
through the sewer network. This is accomplished by having
each of the aNodes 18 make local decisions about actuation
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on the basis of the head measured by the nodes 12 immedi-
ately upstream and downstream from each aNode 18.
Because an individual aNode’s 18 control decision is based
only on the head of its immediate upstream/downstream
nodes 12, this control strategy is highly decentralized

For example, the price-based model predictive control
algorithm may use a decentralized approach to solve the
following flow optimization problem

o

maximizefxT(DTq —x)dr

w.riq(i)

) q() = Q(Dx(1))
subject to
=g+ D',

where x is a real vector whose components represent the head
in the sewer network and q is a real vector whose components
represent the flow rates in the sewer network. D is an inci-
dence matrix for the directed graph formed by the sewer
system, for example, the manholes and pipes. The optimiza-
tion problem seeks to maximize the integrated flow power,
x"D?q, discounted by the square of the head levels, x”x. This
maximization is done subject to a constraint that the flow rate,
q, is bounded above by the function, Q(D”x), which relates
flow rate, q, to the difference between the head levels in a
pipe’s upstream and downstream manhole. The second con-
straint is a differential equation that requires the rate of
change in the head equal the total inflows into the manhole
minus the total outflows from the manhole.

The flow optimization problem shown above is an optimal
control problem whose solution via Pontryagin’s maximum
principle yields an optimal flow of the form

dix if di(x-p)=<0
qj-={

0 otherwise

where d, is the jth row of the incidence matrix D and where x
and p are time-varying functions satisfying a two-point
boundary value problem (“TPBVP”). The function x repre-
sents the head in the sewer system nodes 12. The function p
(also called the co-state) is interpreted as a price that the
network charges for storing water. The control law says that if
the head difference exceeds a level set by the price, p, then the
corresponding aNode 18 should increase flow, otherwise the
flow should be decreased or stopped. This is a decentralized
control since decisions are based on heads and prices of nodes
12 adjacent to the current node 12. The strategy controls the
nodes’ 12 outflows in a way that maximizes the difference
between the head of two adjacent nodes 12. This leads to a
staggered closing and opening of flow in a way that maxi-
mizes the flow power (product of the head difference and flow
rate) while trying to control the head level at all nodes 12.
The TPBVP shown above in the price-based model predic-
tive control algorithm is solved using a model-predictive con-
trol. Model-predictive (also called receding horizon) control
generates a sequence of controls that are optimal over a finite
horizon of length T. Using this stabilization technique it can
be assured that this sequence asymptotically converges to the
solution of an infinite-horizon optimization problem for any
choice of horizon, T. Since the computational complexity
associated with solving the TPBVP decreases with smaller T,
the use of the stabilized receding horizon controller allows us
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to develop a computationally tractable control algorithm that
is well suited to processing power of the nodes 12.

In another example, the system provided with reference to
FIG. 5 canbe divided into three coupled systems (one for each
reservoir), each with its own set of inputs, outputs, and dis-
turbances. For example, the control systems from reservoir Ta
102 and reservoir Th 104 can independently calculate their
control strategy based on information provided by the control
system serving reservoir Te 110. This is accomplished by
doing a feasibility analysis to determine bounds on the flow
Qc, after which the control systems of Ta and Tb agree on
values for Qa and Qb. The values for Qa and Qb may be based,
for example, on parameters such as percentage of reservoir
used. It is understood that the outlined control strategy is only
one of the several that can be applied to solve the control
problem.

Although the embodiment of the distributed monitoring
and control system 10 described above specifically addresses
the problems associated with combined sewer systems, the
distributed monitoring and control system 10 provided herein
may be adapted to address various environmental, security,
engineering and other problems. For example, a distributed
monitoring and control system may be used for tracking and
monitoring people, vehicles and animals, for traffic control,
as a forest fire early warning system, for fire or harmful gas
detection, for inventory monitoring, for structural integrity
monitoring or any other system in which distributed monitor-
ing and control may be advantageous. In order to address
these various systems, the sensors, actuators and algorithms
described above may be adapted to the problems associated
with the particular application.

It should be noted that various changes and modifications
to the presently preferred embodiments described herein will
be apparent to those skilled in the art. Such changes and
modifications may be made without departing from the spirit
and scope of the present invention and without diminishing its
attendant advantages.

We claim:

1. A distributed monitoring and control system comprising:

a plurality of nodes forming a communication network,

wherein each node includes a processor, a memory and
a transceiver, wherein said plurality of nodes includes a
first node with a sensor for acquiring sensor information,
a second node with an actuator, and a third node with an
actuator;

wherein said second node is adapted to receive sensor

information from said first node and to receive actuator
information from said third node;

wherein said third node is adapted to receive sensor infor-

mation from said first node and to receive actuator infor-
mation from said second node; and,

further wherein said processors for said second and said

third nodes are each programmed with a distributed
control algorithm to determine a control decision for
said respective node’s actuator based upon said sensor
information from said first node and said actuator infor-
mation from the other of said second or said third node.

2. The system of claim 1 wherein said third node is adapted
to communicate said control decisions to said third node’s
actuator for execution.

3. The system of claim 2 wherein said control algorithm
uses a distributed model-based networked control algorithm.

4. The system of claim 3 wherein said control algorithm is
a distributed price-based control algorithm.

5. The system of claim 1 wherein said plurality of nodes
communicate using a distributed broadcasting algorithm and
a distributed routing algorithm.
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6. The system of claim 5 wherein said routing algorithm is
a gradient-based stateless distributed routing protocol.

7. The system of claim 1 wherein said sensor information is
selected from the group consisting of hydraulic, chemical,
biological and physical information in a sewer system.

8. The system of claim 1 wherein said third node’s actuator
is an actuator for altering a condition within a sewer system.

9. A system that monitors and controls a sewer system
comprising:

a plurality of nodes forming a communication network,

wherein each node includes a processor, a memory and
a transceiver, wherein said plurality of nodes includes a
plurality of sensor nodes each of which include a sensor
for acquiring information selected from the group of
hydraulic, chemical, biological and physical informa-
tion and a plurality of actuator nodes each of which
include an actuator for altering a condition within a
sewer system, wherein at least one node is adapted to
receive information from any other node in the system
and to rebroadcast said information to another node
which may also receive information from any other node
in the system, further wherein each of said actuator
nodes is programmed with a distributed control algo-
rithm for determining a control decision for that node’s
actuator, based on sensor information from at least one
of said sensor nodes and actuator information from at
least one other actuator node.

10. The system of claim 9 wherein said control algorithm
programmed in said actuator nodes is a distributed sewer
system control algorithm to receive information acquired
from said one or more sensors, calculate a control command
and communicate said control command to said one or more
actuators for execution.

11. The system of claim 9 wherein said plurality of nodes
communicate using a distributed broadcasting algorithm and
a distributed routing algorithm.

12. The system of claim 11 wherein said routing algorithm
is a gradient-based stateless distributed routing protocol.
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13. The system of claim 9 wherein said sensor is a hydrau-
lic condition sensor.

14. The system of claim 9 wherein said actuator is a flow
controlling device.

15. A method for monitoring and controlling sewer over-
flow events comprising the steps of:

providing a plurality of nodes forming a distributed com-

munication network, wherein each node includes a pro-
cessor, amemory, and a transceiver, wherein each of said
nodes further includes a sensor for acquiring hydraulic,
chemical, biological or physical information, further
wherein each of said nodes includes an actuator for
altering a condition within a sewer system, further
wherein each of said processors is programmed with a
distributed combined sewer system control algorithm to
receive information acquired from said one or more
nodes, calculate a control command and communicate
said control command to said one or more actuators for
execution; and

altering at least one condition within a sewer system by one

of said actuators based on a decision determined at that
actuator’s node.

16. The system of claim 15 wherein said distributed sewer
system control algorithm uses a distributed model-based net-
worked control algorithm.

17. The system of claim 15 wherein said distributed sewer
system control algorithm is a distributed price-based control
algorithm.

18. The system of claim 15 wherein said distributed sewer
system control algorithm is adapted to globally reduce sewer
flows to an external system by maximizing overall convey-
ance and storage.

19. The system of claim 15 wherein said distributed sewer
system control algorithm is adapted to maximize system per-
formance.



