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Abstract—In a distributed real-time system, transactions are executed on a number of processors and must complete by their end-to-end deadlines. Without considering resource competition among different transactions on a given processor, transaction deadline requirements may be violated. We present a distributed local deadline assignment approach that allows different transactions to have different paths and where workloads on processors may be dissimilar. Preliminary results indicate that our method significantly improves upon existing approaches.

I. INTRODUCTION

Distributed real-time systems are widely employed in many cyber-physical control applications such as vehicle control application and multimedia communication application (e.g., [6], [13], [20]). Such systems typically require that a series of jobs be executed on a chain of processors and be completed within some end-to-end deadlines. This sequence of jobs is defined as a transaction and is periodically released. Resource competition among jobs from different transactions on a shared processor could severely increase job response times, potentially resulting in end-to-end deadline misses. Therefore, it is important to assign priorities to jobs or transactions on each processor in order to guarantee the timing requirements of the transactions in a distributed real-time system.

There are some recent papers on the priority assignment of periodic transactions or jobs in a distributed real-time system. Some assign priority to jobs based on their absolute end-to-end deadlines (e.g., [8], [10]), which is ineffective if different transactions have different paths and workloads on processors are quite dissimilar. Other local deadline assignment approaches are based on the earliest deadline first (EDF) scheduling algorithm, e.g., a slicing technique based heuristic [11], a method that exploits the execution time distributions of jobs along transaction paths [2], an on-line method based on the window-constrained scheduling [19], and a distributed method based on the jobs’ precedence [17]. However, none of these methods can guarantee that jobs on a shared processor are schedulable, which may lead to eventual end-to-end deadline misses. To ensure job feasibility, the work in [12] employs the necessary and sufficient condition in [1] to assign local deadlines. However, the schedulability condition employed in [12] is not only pessimistic by assuming that the transactions are synchronized, but also extremely time consuming. The authors in [18] propose minimizing transaction resource requirements but this approach only works well for a single transaction.

In addition to the study of local deadline assignments, there are published work that focus on the schedulability analysis of transactions in distributed real-time systems. The work in [15] and [16] study how to compute the time demand bound function of transactions under EDF, while [7], [9] and [14] propose methods to compute static worst case response times for systems scheduled under fixed priority and EDF scheduling, respectively. The approach in [8] and [10] transforms the distributed real-time system schedulability test into uniprocessor schedulability test. Most of the feasibility analysis based methods are extremely time consuming and not suitable for online use, while some are only for fixed priority scheduling, which may under-utilize resources compared with EDF. In addition, the schedulability test proposed in [8] and [10] does not work well if transactions have different paths and the ratio of end-to-end deadlines to periods of jobs is much larger than the number of stages.

In this paper, we propose a distributed local deadline assignment approach based on the necessary and sufficient condition proposed in [4] and [5]. Our approach exploits the execution information on adjacent processors to find a feasible local deadline assignment. Our optimization approach, however, can be too time consuming for online use. We are in the process of designing an efficient heuristic. Preliminary results indicate that our approach performs much better than existing work.

II. PRELIMINARIES

We first introduce some notations and scheduling properties. Afterwards, some motivations for our problem are presented.

A. System Model

We consider a distributed real-time system, which needs to handle a set of real-time transactions. Each transaction periodically releases a job $\tau_i$ which is characterized by $D^{E2E}_i$ and $M_i$, where $D^{E2E}_i$ denotes the absolute end-to-end deadline of $\tau_i$ and $M_i$ is the number of stages that $\tau_i$ traverses. In the system, each job $\tau_i$ is broken into a series of jobs executing at different stages, and the job running at stage $k$ is denoted as $\tau_{i,k}$. Each job $\tau_{i,k}$ is described by its absolute release time $R_{i,k}$, absolute deadline $D_{i,k}$, and execution time $C_{i,k}$.
paper, we assume that \( R_{i,k} = D_{i,k} - 1 \). Figure 1(a) shows an example of a job \( \tau_{i,k} \) with its execution times, release times, and local deadlines at different stages.

Similar to the transaction models in [8], [10], we assume that there is an execution order for all the processors, i.e., processor \( V_x \) should appear before processor \( V_y \) in any job’s path that contains processors \( V_x \) and \( V_y \). For example, Figure 1(b) shows a teleconferencing application consisting of video and audio streams [3].
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**Fig. 1** Notations and example transactions.

We use a simple distributed real-time system to illustrate the deficiencies of existing approaches in satisfying the real-time requirements of transactions. The example application contains 2 transactions; their computation times and end-to-end deadlines are shown from columns 2 to 5 in Table I.

We consider two representative priority assignment methods: JFP and EDP. In a job-level fixed priority based method (JFP), the job’s priority is assigned and fixed according to its absolute end-to-end deadline [8], [10]. In an end-to-end deadline partition based method (EDP), both the end-to-end deadline and execution times of each transaction at different stages are considered so as to guarantee the individual transaction’s end-to-end deadline [2].

In our example, the transactions each release a job, \( \tau_1 \) and \( \tau_2 \), at time 0 onto processor 1. Both jobs traverse processors 1, 2, 3 and 4 sequentially. The local deadlines at each processor assigned by EDP (and resultant job response times by applying JFP and EDP) are the first value in columns 6 and 7 (first two values in columns 8 and 9) of Table I. For example, job \( \tau_1 \) has its local absolute deadline 111 and response time 170 on processor 1 by applying EDP. Using JFP, job \( \tau_1 \) completes its execution at stage 4 at time 1400, which is much longer than its end-to-end deadline. EDP performs a little better than JFP in reducing the response time of job \( \tau_1 \), but still causes \( \tau_1 \) to miss its end-to-end deadline. Since JFP ignores the workload of each job on different processors along its path, it may assign a low priority to a job with large computation times in the remaining stages and cause the job to miss its end-to-end deadline. On the other hand, EDP ignores the resource competition among different jobs on a shared processor and causes both the local and end-to-end deadlines to be missed.

Suppose there exists an algorithm that considers both the workloads along a transaction’s path and resource competition among different jobs on a shared processor, both jobs \( \tau_1 \) and \( \tau_2 \) can meet all the deadlines. If this algorithm produces the local deadlines of jobs \( \tau_1 \) and \( \tau_2 \) as shown by the second values in
columns 6 and 7 and the resultant response times are as given by the third values in columns 8 and 9 of Table I, then the end-to-end deadlines can all be satisfied. For example, job $\tau_1$ may have its local absolute deadline 100 and response time 100 on processor 1, and complete its execution at the last stage at time 1100. Our effort is to design such an algorithm.

III. OUR APPROACH

A. Problem Formulation

As shown by the motivating example in Section II-B, the probability that jobs meet their end-to-end deadlines can be greatly increased if we assign appropriate local deadlines to the jobs on different processors. We propose to accomplish this with an online approach. The general idea of our online local deadline assignment method is as follows. Every time a new job arrives on some processor $V_a$, we reassign local deadlines to jobs on each processor starting with $V_a$. (In case of ties, the first processor in the total order of execution where changes occur is the starting point.) The problem of assigning local job deadlines is formulated as a mathematical programming problem aiming to maximize the time slack as defined in (1). The mathematical programming problem is then solved efficiently using an online heuristic. The process is repeated until all the processors have been handled. In our approach, we not only tackle the resource competition among different jobs on a shared processor, but also efficiently coordinate the local deadline distribution of a job at different stages along the transaction’s path.

In the time slack maximization problem, our goal is to determine the local deadline $D_{i,k}$ for job $\tau_{i,k}$ such that the end-to-end deadline of $\tau_i$ is met, and the job set $\Omega(V_a)$ on any processor $V_a$ is schedulable. We wish to maximize the time slack of each job as given in (1) subject to the schedulability constraints as given in (2) while considering the system model given in Section II-A. Specifically, for processor $V_a$,

$$\begin{align*}
\text{max:} & \quad \min_{\tau_{i,k}(i,x) \in \Omega(V_a)} \left\{ D_i^{FE} - D_{i,k(i,x)} - \sum_{m=k(i,x)+1}^{M} C_{i,m} \right\} \\
\text{s.t.} & \quad D_{i,k(i,x)} + C_{i,k(i,x)} \leq D_{i,k(i,x)} \leq D_i^{FE} - \sum_{m=k(i,x)+1}^{M} C_{i,m}, \quad \forall \tau_{i,k(i,x)} \in \Omega(V_a) \\
& \quad D_{i,k(i,x)} - D_{j,k(i,x)} - 1 \geq \sum_{\tau_{r,k(r,x)} \in \Omega(V_a), \quad D_{r,k(r,x)} - 1 \geq D_{j,k(i,x)} - 1, \quad D_{r,k(r,x)} \leq D_{i,k(i,x)}} C_{r,k(r,x)}, \quad \forall \tau_{j,k(x),} \tau_{i,k(x)} \in \Omega(V_a).
\end{align*}$$

(3)

(4)

(5)

The objective function in (3) maximizes the minimum time slack of all the jobs executed on $V_a$. Constraints (4)–(5) are used to specify schedulability requirements. Specifically, constraint (4) bounds the local deadline of jobs execution on $V_a$ by the completion time of the job (left side of (4)) and the latest start time of the immediate next stage (right side of (4)). Note that $D_{i,k(i,a)-1}$ is the release time of $\tau_{i,k(i,a)}$. Constraint (5) is simply a restatement of (2).

The problem with the above mathematical programming formulation is that since the local deadlines are decision variables in constraint (5), the summation terms on the right hand side are variables and the given mathematical programming problem cannot be straightforwardly solved. To address this problem, we introduce Corollary 1.

**Corollary 1.** The job set $\Omega(V_x)$ can be scheduled by EDF if and only if

$$\begin{align*}
\max_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} \} & - \min_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} - 1 \} \geq \\
\sum_{\tau_{k(i,x)} \in \omega(V_x)} C_{k(i,x)}, \quad \forall \omega(V_x) \subseteq \Omega(V_x).
\end{align*}$$

(6)

In Corollary 1, $\omega(V_x)$ is a subset of $\Omega(V_x)$, $\min_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} - 1 \}$ is the minimum deadline of jobs in $\omega(V_x)$, and $\max_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} \}$ is the maximum deadline of jobs in $\omega(V_x)$. According to Theorem 1, the job set $\omega(V_x)$ is feasible if and only if the required computation demand $\sum_{\tau_{k(i,x)} \in \omega(V_x)} C_{k(i,x)}$ inside the time interval $[\min_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} - 1 \}, \max_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} \}]$ is less than or equal to the length of that interval, $\forall \omega(V_x) \subseteq \Omega(V_x)$. Since the release times of jobs have been decided when computing the local deadlines, the summation terms on the right hand side in constraint (6) are constant, and constraint (6) can now be used to replace (5).

Although it is now possible to solve the time slack maximization problem using the formulation in (3), (4), and (6), a solution found may not be feasible at later stages since execution information of jobs on downstream processors are not considered and such jobs may miss their deadlines when trying to compete for resources with other jobs. In other words, because the mathematical programming formulation in (3), (4), and (6) only considers information relevant to the local node, it may greedily assign too much slack for jobs that do not require it instead of allocating such time slack to jobs that need it the most.

### Table I

<table>
<thead>
<tr>
<th>Processor Name</th>
<th>Job $\tau_1$</th>
<th>Job $\tau_2$</th>
<th>Local Deadline Assignment</th>
<th>Response Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor 1</td>
<td>100</td>
<td>NA</td>
<td>70</td>
<td>NA</td>
</tr>
<tr>
<td>Processor 2</td>
<td>200</td>
<td>NA</td>
<td>430</td>
<td>NA</td>
</tr>
<tr>
<td>Processor 3</td>
<td>100</td>
<td>NA</td>
<td>100</td>
<td>NA</td>
</tr>
<tr>
<td>Processor 4</td>
<td>600</td>
<td>1100</td>
<td>100</td>
<td>930</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Job</th>
<th>$\tau_1$</th>
<th>$\tau_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>110 / 100</td>
<td>90 / 170</td>
</tr>
<tr>
<td>$D_2$</td>
<td>331 / 300</td>
<td>663 / 730</td>
</tr>
<tr>
<td>$D_3$</td>
<td>441 / 400</td>
<td>797 / 830</td>
</tr>
<tr>
<td>$D_4$</td>
<td>1100 / 1100</td>
<td>920 / 930</td>
</tr>
</tbody>
</table>

### Corollary 1. The job set $\Omega(V_x)$ can be scheduled by EDF if and only if

$$\begin{align*}
\max_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} \} & - \min_{\tau_{k(i,x)} \in \omega(V_x)} \{ D_{k(i,x)} - 1 \} \geq \\
\sum_{\tau_{k(i,x)} \in \omega(V_x)} C_{k(i,x)}, \quad \forall \omega(V_x) \subseteq \Omega(V_x).
\end{align*}$$

(6)
To tackle this problem, we consider job execution information on downstream processors when assigning deadlines of jobs on upstream processors, as stated in the following corollary.

**Corollary 2.** If the job set $\Omega(V_g)$ can be scheduled by EDF, then,

$$\max_{\tau_i \in \Phi(V_x, V_y)} \left\{ D_{i}^{E2E} - \sum_{m=k(i,y)+1}^{M_i} C_{i,m} \right\},$$

$$\min_{\tau_i \in \Phi(V_x, V_y)} \left\{ D_{i,k(i,x)} + \hat{C} \right\} \geq \sum_{\tau_i \in \Phi(V_x, V_y)} C_{i,k(i,y)},$$

where

$$\hat{C} = \begin{cases} \sum_{m=k(i,x)+1}^{k(i,y)-1} C_{i,m} & : k(i,y) \geq k(i,x) + 2 \\ 0 & : k(i,y) = k(i,x) + 1 \end{cases}.$$  

$$\Phi(V_x, V_y) = \Omega(V_x) \cap \Omega(V_y).$$  

(7)

The corollary complements Corollary 1 in that it considers job schedulability of downstream processors in order to make local decisions based on a global view. In constraint (7), the job set $\Phi(V_x, V_y)$ contains all the jobs that are executed not only on processor $V_x$, but also on processor $V_y$, which is a downstream processor of $V_x$.

The term $\min_{\tau_i \in \Phi(V_x, V_y)} \left\{ D_{i,k(i,x)} + \hat{C} \right\}$ is the lower bound on the minimum deadline of the jobs in $\Phi(V_x, V_y)$, while $\max_{\tau_i \in \Phi(V_x, V_y)} \left\{ D_{i}^{E2E} - \sum_{m=k(i,y)+1}^{M_i} C_{i,m} \right\}$ is the upper bound on the maximum deadline of the jobs in $\Phi(V_x, V_y)$. According to Theorem 1, if the job set $\Phi(V_x, V_y)$ is schedulable on processor $V_y$, constraint (7) should be satisfied. Constraint (7) can be used in conjunction with constraints (4) and (6) to exploit execution information of downstream processors.

Although it is now possible to solve this optimization problem, constraint (6) must be checked for all $2^{\Omega(V_x)}$ subsets of $\Omega(V_x)$, which makes searching for the solution complex and unsuitable for online use. We are working on devising a heuristic to solve the problem. Our heuristic aims to assign local absolute deadlines to jobs on any processor with time complexity $O(|\Omega(V_x)|^2)$, which would be efficient enough for online use. In addition, we intend to fully exploit execution information of downstream processors to guarantee the end-to-end deadlines of all the jobs.

**IV. SUMMARY AND FUTURE WORK**

We have presented a novel local deadline assignment approach to guarantee end-to-end deadlines of transactions in a distributed real-time system. The approach formulates the local deadline assignment problem as an optimization problem, which is effective even when different transactions have different paths and the workloads on different processors are dissimilar. Based on several key observations, we are designing a heuristic to solve the problem efficiently. The efficiency of the heuristic is key in a distributed on-line framework where local deadlines are assigned to newly arrived jobs or those predicted to arrive shortly. In addition, we would generalize our heuristic to handle situations where transactions have random paths in the system without any limitations. Finally, we plan on implementing our approach in a real-time operating system, and compare it with existing methods.
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