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. INTRODUCTION

Microgrids [14] [11] [9] are power generation/distributicystems in which users and gen-
erators are in close proximity. This results in relativedyvlvoltage grids (few hundred kVA).
Generation is often done using renewable generation seggeh as photovoltaic cells or wind
turbines. Power generation can also be accomplished thremgll microturbines and gas/diesel
generators. Storage devices such as battery banks repegggher important power source for
microgrids. These units can be used in places such as offitings, parks, homes and battle
fields as distributed power sources. They are modular in #msesthat, if needed, new unit
can be added to the network in an easy way. All the microgndthé network can work in a

cooperative way to meet the overal load demand in the network

Active/reactive power dispatch problems have been theareBesubject of power system
community since in the early 1960’s. The problem is usuabiymfulated as an optimal power
flow (OPF) problem. The OPF problem [16] [10] is an importdass of problems in the power
industry. The problem is to determine generator power siet®seo that the overall cost of power
generation is minimized, while respecting limits on the gramor’'s capacity and transmission

power flow constraints.

Various centralized or distributed optimization algomith have been proposed to solve the
OPF problem, including network flow approach [6], interiavimt method [16] [10], multi-
area decomposition [8] [4] [12], etc. These algorithms Uguaade the assumptions that com-
munication between subsystems was not expensive andleeliflhis assumption, however, is
not always realistic since one of the first things to go downirdupower disruptions is the
communication network. One way around this problem is to enage of low power ad hoc

wireless communication networks that operate indepehdehthe main power grid.
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Ad hoc wireless sensor networks have recently been usee iretiable operation and control
of various civil infrastructure systems [17][15]. The nede these networks are usually powered
by batteries or solar arrays, so they would unaffected bytufatmons in the main power grid.
These networks, however, have severe throughput limitattbat make it impractical to send
a large amount of information across the network. Moreoitemay be impractical to send
periodically sampled data across the network as the nodé®ge networks have limited power
due to their reliance on batteries. As a result of these densiions, ad hoc communication
networks can provide a power grid’s communication infiastinre only if we can greatly limit
the amount of information that needs to be transmitted actios network. One way of doing

this is to adopt arevent-triggered approach to information transmission.

Event-triggered systems are systems in which sensors are sampledgoradic non-periodic
manner. Event-triggering has an agent transmit informattiaits neighbors when some measure
of the "novelty” in that information exceeds a specified #irald. In this way, the communication
network is only used when there is an immediate need. Eadyngles of event-triggering were
used in relay control systems[20] and more recent work hageld at event-triggered PID
controllers [1]. Much of the early work in event-triggeredntrol assumed event-triggers in
which the triggering thresholds were constant. Recentlyas shown that state-dependent event
triggers could be used to enforce stability concepts sucim@sg-to-state stability [19] or%
stability [22] in both embedded control systems and netedrkontrol systems [23]. There
has been ample experimental evidence [2], [18] to suggedt @hent-triggering can greatly
reduce communication bandwidth while preserving overgfitem performance. Much more
recently, our own work [21] has shown that event-triggeroan greatly reduce (by several
orders of magnitude) the message passing required in thiagobf network utility maximization
problems. Event-triggering therefore provides a usefpkraach for reducing an application’s use

of the communication network.

II. POWER FLOW PROBLEM

his section reviews the DC flow model [7], which is widely ugedcharacterize a power
system’s behavior around the normal steady state operdttmn power system can be modeled

as a directed graph. Consider a connected directed dgeapti?’,&,A) as an abstraction of an
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electrical power network. The system consistdldfuses. For simplicity of discussion, we assume
that each bus has a local generator and a local load conntecieth our model. More general
scenarios where a certain bus does not have a local generat@s multiple local loads can
be treated similarly without much difficulty” = {v1,...,vn} is the set of nodes, and each node
represents a bus (with a local generator and loéd). 7 x ¥ is the set of directed edges, which
corresponds to the power transmission lines. Suppose theriehasM = |£'| edges, and they
are ordered 2,...,M. An edge from nodé to nodej is denoted asj = (Vi,Vj). zj =TIij + jXij

is the impedance of the transmission line correspondingite g ;. Sincer;j is often negligible
compared te;j, we can assumgj =0 in our DC flow model. Suppose the incidence matrix [5] of
graphG is |, and define a diagonal matrix € RM*M whose diagonal entries are the reactances
x of M transmission lines. Then the weighted incidence matr&xRM*N is defined asA = DI.
The set of neighbors of nodes defined as/# (i) = {v; € ¥|(vi, V) € &}, and nodé has|./ (i)
neighbors. The set of transmission lines that leave imidefined asZ (i) = {gj € &|j € A (i)}.

Let Sj =Rj+ jQij denote the complex power flow from nodéo nodej, andu; denote the

generator voltage at nodeUse the following magnitude-phase representation,
u = [ule®,  uj=|uje® 1)

and remember the line impedance may be approximateg} asjxj. Under normal operating
conditions, the bus voltages are about equal|(= |u;j|). In a similar manner, the bus phases
are about equal so that the phase differer&e; 6;, is typically small. In this case, there is
reasonably good decoupling between the control of actiweepdlow B; and reactive power
flow Qjj. The active power flow is mainly dependent 8n- 6;, and the reactive power flow is

mainly dependent ofu;i| — |u;j|.

The DC flow model we are using further assumes that only thegelphase§;, 6; vary, and
that variation is small. Voltage magnitudgs|, |uj| are assumed to be constaf|(= |uj| = 1
here). In this case, the reactive power flQy is negligible, and we are only considering the
active power flowR ;. With the assumptions and simplifications above, the power ftom node

i to nodej is given by

p,,-:i(e,_ej) (2)

]

The total power flowing into bus B, must equal the power generated by generatomus
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the power absorbed by the local load at the WRistherefore, must equal the the sum of the

power flowing away from bus on all transmission lines. This means

1
R= 5 Rij= 5 —(6-6) (3)
i€ jerm i
which can be expressed in a matrix form

P—B6 4)

whereP = [Py,...,A\]", 8 =[64,...,6\]", andB is defined as

Zje,/V(i)leja if i=j,
Bij = —le, if &€k, (5)
0, if &j¢E

B is a singular matrix, which can be thought as a weighted lcdgtamatrix [5] of the graph.
The weight here is x;; for edges;.

Based on our DC flow model in equation 2, we can formulateGleaeral OPF problem

as follows :
minimize C(Pg) = YN, Gi(Pg,) (6)
W.r.t Pe (7)
subject to: BO=Ps—HR (8)
Pe<Ps<Ps %)
P<AB<P (10)

Here P = [Ps,, ..., Pg,]T is the vector of generated active powers for all generatans,
AR =R, ...,H_N]T is the vector of total local loads for all buses.and B are sparse matrices
and have been defined previouss = {Ps,,---,Psy} andPs = {Ps,,- - ,Psy} represent the
lower and upper limits of the generators’ power generatiogstraints.P = {Py,--- Ry} and
P={Py,---,Bu} represent the lower and upper limits of the power flows on thesmission
lines. HereR., Pg, Pg, P andP are known constants in the problem formulation, #&dnd B

are known constant matrices. The objective function in 8qn& represents the total generation
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cost of all the generators, and generatecost of generatings, unit of active power is usually

in the form of
Ci(P,) = a +biPs, +ciP4 (11)

whereg;, b; andc; are constant coefficients. The constraint in equation 8&iptwer flow balance
equation. Constraints in equation 9 and 10 represent thergion limits of the generators, and
power flow limits on the transmission lines, respectivelyeTGeneral OPF problem seeks to find
the optimal generated active powit such that the total generation cost is minimized, subject

to the power flow equation and physical constraints of theeggion and transmission systems.

To apply the idea of event-triggered optimization, we neegkformulate the previous General
OPF problem to fit into the NUM problem formulation and adopimilar approach we have
used in [21]. This is done by recognizing that the constraineéquation 9 is a power balance
relation that is always maintained within the system. We tteamefore remové; as a control

variable to obtain the followingevised OPF problem.

minimize C(Pg) =N ,Ci((B8)i +R,) (12)
w.r.t 6 13)
subjectto: Ps—R <BO<Pz—R (14)
P<AO<P (15)

where (BO); is theith element ofB6. Note that the new optimization problem is solved with
respect to the phase andlenstead ofPs. The revised OPF problem also has the same solution
as the General OPF problem. We will solve the revised OPFl@molater in sectior?? using

an event-triggered distributed algorithm.

Ill. THE CERTS MCROGRID MODEL

This section briefly describes the CERTS microgrid model #red microsource controller
developed by the University of Wisconsin, Madison (UWM). Atalled account of the mi-
crosource controllers can be found in [13]. Since we aregqusie CERTS microgrid model
in our MATLAB/SimPower simulation, the basic operation detmodel and the controller is

described below.

October 9, 2009 DRAFT



The inverter-based microsource consists of a D.C. sour@sehbutputs are transformed into
an A.C. voltage through an inverter. The actions of the it@reare guided by a controller that
uses sensed feeder currents and voltages to determine lsbvobeontrol the operation of the
inverter. Figure 1 shows that the output of the inverter isspd through a low pass filter to
remove switching transients to produce a three phase 48dgeo A transformer then steps

this down to 208 V (120 volts rms).

D.C. Voltage
Source

| DC voltage

o

<
£
£2
Inverter e Controller
M
.
I

3 phfse
waviform

Low Pass Filter

Fig. 1. inverter-based microsource

The UWM microsource controller is shown in figure 2. The irgpare measurements of
inverter current, load voltage and line current. The cdlgroalso takes as reference inputs
the requested voltage levEleq, the requested power set poiRtg and the desired frequency
freq (usually 60 Hz). The controller takes the measured inputs@mputes the instantaneous
reactive powerQ, the voltage magnitudds, and the real powelP. These computed values are
low pass filtered. The reactive pow€}, and the requested voltafg.q are input to theQ vs E
droop controller to determine the desired voltage levelsT§ compared against the measured
voltage level and the outpM is then given to the gate pulse generator. Another channtlein
controller uses the measured real power and implements@ndtoop control that balances the
system’s frequency against the requested power |&g], The output of theP vs frequency
droop controller is used to adjust the phase angle,which is also fed into the gate pulse

generator. The output of the gate pulse generator goedlgiieto the inverter.

The action of this controller is, essentially, to mimic theap controls seen in traditional
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synchronous generators. This means that if a load begimgrdya great deal of real power, then
the line frequency will “droop” as an indicator of the exttaess on the system. The controller
automatically tries to restore that frequency to its desievels. But it will be unable to restore

the droop if the power being pulled if the power drawn by thadlexceeds the generator’s
capacity. This drop in frequency can be sensed at the loadnarydbe used to help decide if the
load should disconnect from the microgrid. A similar scémaiccurs if the load begins drawing

too much reactive power. In this case, there will be a drooth@ voltage that can again be
used by the load to determine if it should disconnect fromghé. These droop controllers are
well understood and they can be easily interfaced to prased power control methods through
the requested power and voltage set points shown in figuré& eVent-triggered control inputs

developed in this paper will interface to this controlleraihgh the requested power input.

Requested

Inverter i Voltage, Ereq
Current — Q S
Q Calculation ow Pass
’ — Filter Droop
Load Voltage . i
(measured) > Magnitude Low Pass Voltage
o ’ Calculation Filter Control v
;) Gate Pulse
P [—a> Generator
> v
Line Current pCalculation |—»| oWPass || PvsFreq
— Filter Droop

Requested T T Requested
Power, Preq frequency, freq

Fig. 2. UWM microsource controller

IV. EVENT-TRIGGERED OPTIMIZATION FOROPF

The event-triggered algorithm can be easily integrated the CERTS microgrid model by

dynamically adjusting the power set point of each generator

The revised OPF problem is a constrained problem, which eacobverted into a sequence
of unconstrained problems by adding to the cost functionralpe term that prescribes a high

cost to infeasible points.

Take theA8 < P constraint for example, we can introduce a slack varial® and replace

the inequalities®; —aj 6 > 0, Vj € & by

aj0—Pj+s=0, 5>0, Vje& (16)

October 9, 2009 DRAFT



Here the vectom] = [Aj1,---,Ajn] is the jth row of matrixA.
Define
o T P, D Ty
Ti(6:w) :gjnz'gz—w(jg(aj 6—Pj+sj) (17)
where a penalty parametef is associated with each transmission ljrendw® = [wg -, wiy]

is the vector of transmission line penalty parameters.

It is easy to show that

0, if P,—al6>0
BOWI=\ 1o p2 otherise
W{(ai —Pj)*, otherwise
Similarly we can define
0, if P,—alf6<0
BOW)=1 1 o b2 othermice
W{(aj —Py)%, otherwise

which corresponds to the inequality constraipt— ajTG <0,Vjed&.

Defineb] = [Byi, -, Byn] as thekth row of matrixB and letw” = [w]",--- ,w{] denote the
vector of generator penalty parameters. This gives us
0, if Pg,—PR,—bl68>0
E(G;W7/> _ { k k k

Z\N%ky(bl 6 —Ps, +P, )% otherwise
for constrainto] 6 —Pg, + P, <0, vke ¥ and

{ 0, if PR, ~bO<O

o;w) =
X ) 55 (b0 —Pg +R,)%  otherwise
7 BIET

for constraintb] 6 — P, +P, >0, Yke 7.
Let us define thehe augmented cost as

L(6;w’ W) = 5 Ci((BO)i+R,)+ 5 Tj(6:w’) +

i€ j€E

> WiBwW)+ 5 X(O:w )+ xi(6:w”) (18)

JEE 1= i€’
L(6;w®,w”) is a continuous function of for fixed w® andw”. Let 8*[k] denote the approx-

imate minimizer ofL(8;w’ [k|,w” [k]). It was shown in [3] that by approximately minimizing
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L(6;w*,w”) for sequences ofw’ K| }r_, and {w” [K]};_,, the sequence of approximate min-
imizers {68*[K] }}7_, converges to the optimal point of the OPF problem. We onlyiregthat
{wf K e and{w/ [K]}_o, Vj € &, Vi€ 7 are sequences of transmission line/generator penalty

parameters that are monotone decreasing to zero.

Instead of minimizing.(8;w’ ,w”") for sequences of penalty parameters, we are only con-
sidering the problem of minimizing.(6;w”,w”) for fixed w* andw” in this paper. Ifw
andwi'V are sufficiently small, the minimizer af(8;w®,w”) will be a good approximation to
the solution of the original OPF problem. We should note thadur earlier work in [21], we
gave an event-triggered algorithm that converges to theteraimizer of the NUM problem.
Interested reader can refer to that paper to see how we caeadecthe penalty parameters in

a distributed way to accomplish that.

We can search for the minimizer &f 8;w*,w”") using a gradient descent algorithm where

- /Ot OgL(8(1);w*,w”)dr

for each generatare #. The derivative oﬂ_(e;vv‘f ,w”’/) with respect tog can be shown to be

D&L(G;W‘?,W"V)

= Z max{O,ng(aG Pj) }Aji
jeZ(i)

+ > min{0,— (a 6 —Pj)}A;;
jeZ(i) Wg

+ z max{0, — (bTG Po, +PL,) 1B
ke N (i)+i Wy

+ Z mln{O (bke PGk+H—k)}BkI
ke N ()i Wy

+ Z DCk(bIG-l-H_k)Bki
ke (1)+i

For each transmission line, let us define
1 .
() = max0, 2 (] 6() =)}

+ mln{O,Wg( o(t) — )} (19)
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HereajTB(t) is simply the power flow on transmission linec & at timet. vvf > 0 is a constant
penalty coefficients that penalizes the violation of th@graission line flow limits. It is easy to
see thaty;(t) is nonzero if and only if the flow on thgth transmission line exceeds the line
flow limits. pj(t) summarizes the information of thigh transmission line at timeand can be

viewed as its state.
Similarly for each generatdt € 7" we define

¢(t) = OCk(bfo(t)+R,)

+ max{0, i(bT 0(t)+R, —Ps)}
k

+ min{0, 7(b{9(t> +R,— P}
W -

Here Wk7/ is a constant penalty coefficient that penalizes the vimtatf the generating limits
for generatoik € 7. Recall the power balance equation in 8 and we can thus eegyit) as

() = OC(Poy (1)) +max(0, — (P, (t) — Pa)}
k

+ min{0,— (R (t) — Pa,)}
k

It is then easy to see thdk(t) is determined by the gradient of the current generation abst
the kth generator, and whether théh generator’s generation limit is satisfied. In other words

¢k (t) summarizes the information of tHeh generator at timé and can be viewed as its state.

We can now rewrite the derivative &f8;w’,w”") with respect to8; as

DaL(;w" W)= 5 piAji+ ¢kBk| (20)
=40 ke (i) +
and the gradient descent algorithm takes the form
t
9|(t)=—/0 [ > Hi(MAji+ > ¢(T)Ba|dT (21)
jeZi) ke A (1)+i

Note that in equation 21, generatocan compute its phase angle only based on the giate
from itself and its neighboring generators, as well as théegt; from its outgoing transmission

lines. The update of; can be done in a distributed manner.

However, in the above equation, this neighboring genésastate information is available to

generator in a continuous manner, which would require continuous camuoations between
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neighboring generators. This is highly undesirable. édant-triggered version of equation 21
assumes that generatoraccesses a@ampled version of its neighboring generator’s state. In
particular, let’s associate a sequencesafipling instants,{T[¢]}*_, with theith generator. The
time T;[¢] denotes the instant when tli generator samples its stape for the /th time and
transmits that state to neighboring generatoes.4'(i). We can see that at any tines (J, the
sampled generator state is a piecewise constant functibmefin which

$i(t) = ¢i(Ti[¢]) (22)
for all £ =0,---,0 and anyt € [Tj[¢], Ti[¢+1]). In this regard, the “event-triggered” version of
equation 21 takes the form

&m=:j£[ZumMn

jeZ(i)
+ > ®(1)Byg +¢i(T)Bii] dr (23)
ke 7 (i)
for all £ and anyt € [T;[¢], Ti[¢ +1]).

The sequenceTi[/]} , represents time instants when generatdransmits its “state” to
its neighboring generators. Here we assume that there isangnission delay in eac(t)

broadcast.

Next we will state the main theorem of this subsection, whitétes the condition under

which each generator should sample and broadcast its state.

Theorem: Consider the Lagrangian in equation 18 where the functirere differentiable,
strictly increasing, and convex. Assume fixed generatortemsmission line penalty parameters
w® >0,w” >0.Vi € ¥, define

zt)= 5 MDA+ > G(1)Bg+¢i(T)Bi
i€ Z(i) ke 7 (i)
and

N
mudgawm% (24)
=1

Consider the sequencgdj[/|}; , for eachi € #. For each generatdrc 7/, let its phase

angle, 6;(t), satisfy equation 23 with sampled neighboring state giverdpuation 22. Assume
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that for alli € 7 and all/ =0,--- ,, that

19i(t) = di(V)] < pilz(t)] (25)

for t € [Ti[¢], Ti[¢ +1]). Then the phase angk(t) asymptotically converge to the unique mini-
mizer of L(8;w*,w”). A

Proof: For convenience, we do not explicitly include the time dejste in the proof.
For allt > 0 we have

—L(6;w W)
Y o1 da

I
|
M
(o))
D
o
—+

2

= Zi[ > HAI+ > 6B+ ¢iBi
540 ke 7 (i)

1N i
> 5 Z?—[ > (¢k—¢k)5ki]
= ke 7 (i)
1N 1N . 2
> 3 z|-2—é A > [(9x— dk)Bul]
i= i= ke A (i)
ol 2 1 S S 5,12
= 3275752 | (')\kzl[(¢k—¢k) q
= S 2 IS b b2 S e
— 2i: ZKZ;L k k i; ki
- isz-ls (%W(kns-zk) (91— ¢)?
2;\ 25 \& |

which immediately suggests that if the sequences of sampiliatants{Ti[¢]}} , satisfy the
inequality in equation 25 for alf = 0,1,2,...,0, and anyi € 7/, then I'_(G;V\/Dﬁ,w'y) <0 is

guaranteed for all.

By using the properties ofi and Tj(6;w”), ;(6;w”), Xk(B;w”), xk(6;w”), it is easy
to show that for any fixedv® andw”, L(8;w”,w”) is strictly convex in8. It thus has a
unique minimizer. Suppos@*(w®,w”) is this minimizer, and the corresponding Lagrangian
is L(6%;w”,w”). DefineV () = L(6;w*,w”) —L(6*;w*,w”). It is trivial to seeV(8) is a

Lyapunov function for the system. Moreovaf(0) = 0 meansL(8;w’,w”) = 0. The only
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scenario this can happen is at the equilibrium. As a reshé, eéquilibrium 6*(w®,w”) is

asymptotically stable. Proof complete. [ |

Theorem IV basically states an event-triggered distridbuakgyorithm. This theorem asserts
that each generatdis phase angld&;(t) needs to follow the direction suggested by equation
23. When the inequality in equation 25 is violated, generatwill trigger the sampling and
transmission of generator stape to its neighboring generators. Generatmompares the error
between the last transmitted staieand the current statg;. At the sampling timeT;[¢], this
difference is zero and the inequality is trivially satisfiédter that time, the difference increases
and when the inequality in equation 25 is violated, we let tilae be the next sampling instant,
Ti[¢+1] and then transmit the sampled generator sfat® the neighboring generatokss 4.
The theorem asserts that if all the generators behave inbineeavay, then the generated power

of all generators will approach the solution of the OPF peahl

It turns out that the above algorithm can be easily integratéo the CERTS microgrid
controller. It is achieved by dynamically adjusting the uested poweP¢ for each generator.
In the microsource controller in [13], generaits phase anglé; is adjusted by comparing the

measured active powél;, and the requested powEre,i, Where6; follows
B (t) = T(Preqi — Po (1)) (26)

This suggests that if instead of fixirfgeqi, which is what has been done in [13], we can adjust
Pregi SO that the direction suggested by equation 26 matches tkeetidn suggested by our

event-triggered scheme in equation 23. This can be easilg 8y setting

Prgilt) = P, (1) — Y2V @)

Here y > 0 is a constant that controls how fast we adjust the phasesaiigiis constant is
necessary because#ft) is large, the adjustment i& may be too fast, which as a result may
destabilize the system. Since generatoan compute botRg, andz locally, P can be easily
computed by generataritself. This suggests that each generator only needs tataitupower
set point according to equation 27. It samples and then bestsl its state; to its neighboring
generators when the inequality in equation 25 is violatedvéry generator follows this action,

then by theorem |V, the generated powvRerof all generators will approach the solution of OPF.
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V. SIMULATION

This section presents simulation results. The simulat®rdone in MATLAB/SimPower
and shows that our algorithm indeed solves the OPF problem dhistributed way, and the

communication between neighboring subsystems is vergguont.

We use a three bus example based on a CERTS testbed at UWM isfghown in figure 3.
The network consists of three generators with power set 9cdn0.8, 0.6 (pu) respectively. There
are three active loads which reque9®0.72,0.48 (pu) active power, respectively. Transmission
lines are assumed to have zero resistance and all have inge=dafz= 0.0039j. Each generator
has generating limits between Opu and 1pu. Each transmibs@shas power flow limits between
—0.4pu to 04pu. The cost functions of the three generators a@+®.1p+0.1p?, 3.0+1.8p+
0.1p?, 1.0+0.5p+0.1p% All generators come online &at= 0s with their initial fixed power set
points. Att = 3s, we switch from the fixed power set point scheme to our erggered set
point scheme. At = 10s, the third load is added to bus 2.

Bus 2 — Bus 3

N ®

i
t=3, start event-triggering scheme
[+]

t=10, switch close, add a new load

Fig. 3. Three generator simulation model

Figure 4 plots the generator power as a function of time. Hftethree plots correspond to
generators’ measured power, and the right three plots syoorel to the set points computed by
equation 27 for three generators. We can see that the acassured power tracks the computed
set point very well. After switching to the event-triggersctheme at = 3s, generator 1 quickly

increases its generation to full capacity, because it hadativest generation cost. At the same
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time, generator 2’s generation drops to minimum, because ttie most expensive generator.
When the new load is added ta& 10s, generator 1 cannot increase its generation furthee sin
it is already at full capacity, so generator 2 picks up theiteatthl load. Figure 4 shows that
our event-triggered scheme does adjust the power set poiatway that favors the low cost
generator. Also the generating limit constraint is satisfidnen using our new controller to adjust

set point.

Gen 1: measured P power Gen 1: setpoint P power

oY

5 10 15 0 5 10 15
t(sec) t(sec)
Gen 2: measured P power Gen 2: setpoint P power

N e

0 5 10 15 0 5 10 15
t(sec) t(sec)
Gen 3: measured P power Gen 3: setpoint P power

0.5 [—A;; 0.5 !—/\—Ig

0 5 10 15 0 5 10 15
t(sec) t(sec)

-

power(pu)
o
ol
power(pu)

o
o
o

power(pu)
power(pu)

power(pu)
power(pu)

Fig. 4. Measured generator power and generator power set poi

Figure 5 plots the power flow on the transmission line as atfonoof time for all three
transmission lines. The important thing to notice here & th the middle plot, the power flow
on the transmission line is kept below4Pu, the flow limit of the line. At = 10s, because of
the addition of a load, the flow limit on the second transmisdine is violated for less than
1s, but the power flow quickly adjusts back to within the linBbth figure 4 and figure 5 show

that our algorithm reacts very quickly to the changes in tewvork.

Figure 6 plots the broadcast periods of the generators as)@ida of time. They-axis
represents the time passed since the last broadcast. Thie ffpows some very interesting
result. Both the second and the third generator have bretattanly twice, and the first generator
broadcasted 9 times. If we compare figure 6 with figure 4, wé fimtl out that only the first
generator’s generating limit constraint is active. Thiplains why it triggers much more often.

For generator 2 and 3, they only need to broadcast theirsstateasionally or when some
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Line 12: P Power

5 02
g of
2 02
2 -o. S
= 04l ‘ V
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Fig. 5. Transmission line power flow

network condition changes. For generator 1, it has an agevesrating limit constraint, so it is

more likely to broadcast its state. As we can see from thediguost of the time the generators
do not need to communicate with their neighbors at all (atrdosecs for generator 2), this is
highly desirable and has the potential to significantly medthe communicate costs of a large

scale power system.
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Fig. 6. Broadcast period of generators

Finally in figure 7 we plot the total generation cost as a fiorcof time. Without any surprise,
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our scheme reduces the initial generation cost.8fiwhen using fixed set point scheme to about

6.6. This is a reduction of about 15%, which is significant.

total generation cost
7.8

7.6

7.4

7.2

cost

6.8

6.6

6.4

6.2

t(sec)

Fig. 7. Total generation cost
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