Abstract—This paper considers a distributed estimation problem in which a sensor sporadically transmits information to a remote observer. An event-triggered approach is used to trigger the transmission of information from the sensor to the remote observer. The event-trigger is chosen to minimize the mean square estimation error at the remote observer subject to a constraint on how frequently the information can be transmitted. This problem was recently studied by M. Rabi et al. [1] where the observed process was a scalar linear system over a finite time interval. This paper extends those earlier results by relaxing the prior assumption that the initial condition is zero-mean and that there is no measurement noise. This is done by adopting a dynamic programming approach to solve the problem.

I. INTRODUCTION

Wireless networking has become an attractive method for implementing networked control systems. The emergence of standardized, low-cost, low power radios had made industrial applications of wireless networks economically attractive [2].

A major challenge encountered in using such wireless networks is that these networks have limited throughput capacity. In addition to this, a wireless link’s capacity will vary over time due to changes in the external environment. These time-varying limitations in link bandwidth may have a negative impact on overall system behavior. This is particularly true in networked control systems, where the quality of the feedback data has a direct impact on the physical plant’s stability and performance [3], [4], [5]. This can also be seen in embedded sensor network applications where multiple sensors transmit data over an ad hoc wireless network to a data fusion center [6]. In both cases, network artifacts (such as dropouts and delays) may adversely affect the application’s performance.

Many networked control systems presume the periodic transmission of information across the network. Periodic transmission, however, may consume more network bandwidth than necessary. Since the period is chosen prior to system deployment, it must be robust over all variations in network and system behavior and this "open-loop" approach to period selection can be overly conservative in its use of network bandwidth.

The recognition of the inherent conservatism in open-loop periodic transmission policies has led numerous researchers to move towards the sporadic transmission of information through event-triggered formalisms. Event-triggering has an agent transmit information to its neighbors when some measure of the "novelty" in that information exceeds a specified threshold. Early examples of event-triggering were used in relay control systems[7] and more recent work has looked at event-triggered PID controllers [8]. Much of the early work in event-triggered control assumed event-triggers in which the triggering thresholds were constant. Recently it was shown that state-dependent event triggers could be used to enforce stability concepts such as input-to-state stability [9] or $\mathcal{L}_2$ stability [10] in both embedded control systems and networked control systems [11]. There has been ample experimental evidence [12], [13], [14] to suggest that event-triggering can greatly reduce communication bandwidth while preserving overall system performance. Event-triggering therefore provides a useful approach for reducing an application’s use of the communication network.

While much of the prior work in event-triggering has focused on control in embedded and networked control systems. This prior work, however, has usually assumed full state feedback controllers. Extending this to output feedback control is complicated by the fact that one would need to estimate the process state. This paper therefore focuses on the state estimation problem in networked systems. In particular, we consider a simple "canonical" problem that was recently studied by M. Rabi [1]. This problem considers a discrete-time scalar linear process over a finite interval of time. The process is observed by a sensor that constructs local estimates of the process state and must decide when to transmit those local estimates to a remote observer so that the mean square estimation error at the remote observer is minimized. To keep the problem interesting, the decision to transmit local estimates must satisfy a bandwidth constraint that limits the number of messages that the sensor can send to the remote observer. This paper extends the earlier work in [1] by dropping the earlier assumption of zero mean initial conditions with no measurement noise. The technique used to obtain these results also differs from [1]. Rather than using optimal stopping results, this paper uses stochastic dynamic programming to derive the value function and event-triggering thresholds. This approach is very similar to what was used in [15] for a related infinite horizon problem. This analysis recovers the original results in [1].

The remainder of this paper is organized as follows. Section II discusses the prior work on event-triggered state
estimation. The problem statement, main results and simulation results are in section III, IV, V, respectively. Future directions are in section VI. Most of the paper’s proofs will be found in section VII.

II. PRIOR WORK

It has long been recognized that the sporadic flow of information can be incorporated into Kalman filters [16], [17] and into multi-sensor networks [18]. Rather than simply analyzing the impact that nondeterministic network artifacts have on estimator performance, one can also think about “controlling” the way in which information is transmitted. In multi-sensor networks, for example, one may try to schedule sensor transmissions in a manner that achieves optimal performance while reducing overall network usage [19], [20]. If one focuses on a single remote sensor transmitting over a throughput constrained link, then one can also control the time when information was transmitted. The potential benefits of controlling transmission time were experimentally documented by Yook et al. [21]. Formal analyses of this tradeoff were later carried out by Xu and Hespanha [15] for infinite horizon estimation problems and later by M. Rabi [1], [22] for finite horizon estimation problems. This paper uses event-triggering to control transmission times across a single communication link. This section reviews the related prior work [21], [15], [1] cited above.

In the system architecture considered by J. Yook et al. [21], each node can talk with other nodes. The local node estimates the state of the other nodes. At the same time, when a local node finds that the estimation error of the local state is greater than a pre-specified threshold, the true local state will be broadcasted to its neighbors. It was shown through simulations that network bandwidth can be significantly reduced while the performance of the system is only slightly impacted. This paper therefore provides a good motivation for controlling transmission times.

Based on the same system architecture, Y. Xu and J. Hespanha [15] derived an optimal triggering event to minimize the sum of the total mean square estimation error (MSEE) and the communication cost. Dynamic programming was used to solve this problem over an infinite horizon. Computing the optimal event-triggering threshold, however, proved to be difficult and approximate thresholds were determined in [23].

M. Rabi et al. [1], [22] examined a problem which sought to minimize the MSEE over a finite horizon subject to a constraint on the maximum number of transmissions. This work confined its attention to discrete-time scalar linear systems with zero initial condition and no measurement noise. For the single-sample case, the problem of minimizing the MSEE was treated as an optimal stopping problem [24]. This approach led to a backward recursion that computed the minimum total cost (MSEE) for the problem. This earlier work asserted that the extension to multiple transmissions was relatively easy. But they only provide partial characterizations of the proofs and algorithms supporting this assertion.

This paper adopts the dynamic programming methods to re-examine the finite-horizon multi-sample problem treated in [1]. Our use of dynamic programming is similar to what was used in [15] for a related infinite horizon problem. We recover the original results in [1] that determine an optimal time-varying event-triggering threshold. We also generalize the results in [1] to cases where the initial state is non-zero mean and the sensor data is corrupted by measurement noise. The backward recursion developed in this paper applies to both the scalar systems treated in [1] as well as more general vector systems. As was found in [23], however, the computation of the optimal event-triggering thresholds is computationally expensive, thereby suggesting that future work should investigate methods for approximating these optimal event-triggers.

III. PROBLEM STATEMENT

The event-triggering problem considered in [1] assumes that a sensor is observing a scalar linear discrete-time process over a finite horizon of length M. The process state $x : [0, M] \rightarrow \mathbb{R}$ satisfies the difference equation

$$x_{k+1} = ax_k + w_k$$

for $k \in [0, M]$ where $a$ is a real constant, $w : [0, M] \rightarrow \mathbb{R}$ is a zero mean white noise process with variance $Q$. The initial state, $x_0$, is assumed to be a Gaussian random variable with mean $\mu_0$ and variance $\Sigma_0$. The sensor generates a measurement $y : [0, M] \rightarrow \mathbb{R}$ that is a corrupted version of the process state. The sensor measurement at time $k$ is

$$y_k = x_k + v_k$$

for $k \in [0, M]$ and where $v : [0, M] \rightarrow \mathbb{R}$ is another zero mean white noise process with variance $R$ that is uncorrelated with the process noise $w$. The process and sensor blocks are shown on the left hand side of figure 1. In this figure, the output of the sensor feeds into a transmission subsystem that decides when to transmit information to a remote observer.

The subsystem consists of three components; an event detector, a filter, and a local observer. The event detector decides when to transmit information at $B \in [0, M+1]$ time instants to the remote observer. So $B$ represents the total number of transmissions that the sensor is allowed to make to the remote observer. We let the $\{r^l\}_{l=1}^B$ denote a sequence of increasing times $r^l \in [0, M]$ when information is transmitted from the sensor to the remote observer. The decision to transmit is based on estimates that are generated by the “filter” and “local observer”.

This paper performs the dynamic programming methods to re-examine the finite-horizon multi-sample problem treated in [1]. Our use of dynamic programming is similar to what was used in [15] for a related infinite horizon problem. We recover the original results in [1] that determine an optimal time-varying event-triggering threshold. We also generalize the results in [1] to cases where the initial state is non-zero mean and the sensor data is corrupted by measurement noise. The backward recursion developed in this paper applies to both the scalar systems treated in [1] as well as more general vector systems. As was found in [23], however, the computation of the optimal event-triggering thresholds is computationally expensive, thereby suggesting that future work should investigate methods for approximating these optimal event-triggers.
Let $Y_k = \{y_0, y_1, \ldots, y_k\}$ denote the measurement information available at time $k$. The filter generates a state estimate $\hat{x}_k$ that minimizes the mean square estimation error $E[(x_k - \hat{x}_k)^2 | Y_k]$ at each time step conditioned on all of the sensor information received up to and including time $k$. These estimates, of course, can be computed using a Kalman filter. For the scalar process under study the filter equations are,

$$
\begin{align*}
\pi_k &= E[x_k | Y_k] = a \pi_{k-1} + L_k (y_k - a \pi_{k-1}) \\
\tau_k &= E[(x_k - \pi_k)^2 | Y_k] = a^2 \tau_{k-1} + Q - L_k^2 (a^2 \tau_{k-1} + Q + R),
\end{align*}
$$

where $\pi_0 = \frac{10}{10^2 + R} y_0 + \frac{R}{R + \pi^2} \mu_0$, $\tau_0 = \frac{10 R}{10^2 + R}$ and $L_k = \frac{10 R}{10^2 + R}$. 

The event detector uses the filter’s state estimate, $\pi$, and another estimate generated by a local observer to decide when to transmit the filtered state $\pi$ to the remote observer. Given a set of transmission times $\{\tau_l\}_{l=1}^L$, let $\pi_k = \{\pi_1, \pi_2, \ldots, \pi_{\tau(k)}\}$ denote the filter estimates that were transmitted to the remote observer by time $k$ where $\ell(k) = \max \{\ell : \tau_l \leq k\}$. We can think of this as the “information set” available to the remote observer at time $k$. The remote observer generates an a posteriori estimate $\hat{x}_k : [0, M] \rightarrow \mathbb{R}$ of the process state that minimizes the MSE, $E[(x_k - \hat{x}_k)^2 | \pi_k]$, at time $k$ conditioned on the information received up to and including time $k$. The a priori estimate of the remote observer, $\hat{x}_k : [0, M] \rightarrow \mathbb{R}$, minimizes $E[(x_k - \hat{x}_k)^2 | \pi_{k-1}]$, the MSE at time $k$ conditioned on the information received up to and including time $k$. Due to the scalar nature of the process, these estimates take the form

$$
\begin{align*}
\hat{x}_{k-1} &= E[x_k | \pi_{k-1}] = a \hat{x}_{k-1} \\
\hat{x}_k &= E[x_k | \pi_k] = \begin{cases} 
\hat{x}_{k-1} & \text{don’t transmit at step } k \\
\frac{\hat{x}_{k-1}}{\tau_k} & \text{transmit at step } k
\end{cases}
\end{align*}
$$

where $\hat{x}_{0} = \mu_0$.

The event-detection strategy that is used to select the transmission times $\tau_l$ is based on the gap, $e_k = \pi_k - \hat{x}_k$ between the filter’s estimate $\pi$ and the remote observer’s a priori estimate $\hat{x}_k$. Note that even though the gap is a function of the remote observer’s estimate, this signal will be available to the sensor. This is because the sensor has access to all of the information, $\pi_k$, that it sent to the remote observer. As a result, the sensor can use another local estimator to construct a copy of $\hat{x}$ that can be locally accessed by the event-detector to compute the gap. This local estimator is shown as part of the decision subsystem in figure 1. The event detector’s decision to transmit is triggered when the estimate’s gap $e_k$ goes out of the time varying trigger set $S_k^{e_k}$ where $k \in [0, M]$ and $p_k$ is the number of transmissions that are remaining at step $k$. As noted in [1], this type of decision logic essentially treats the transmission time as a random variable that forms a stopping time of the stochastic process being monitored. As Rabi showed, the “optimal” sets can be computed using results from optimal stopping theory [24]. The result, however, is a backward recursion that bears great similarity to dynamic programming recursions. So in this paper we adopt stochastic dynamic programming to obtain these trigger sets.

For later convenience, the following notational conventions are used throughout this paper.

\begin{align*}
\hat{e}_k &= x_k - \hat{x}_k & \text{estimation error at step } k \\
\bar{e}_k &= x_k - \pi_k & \text{filtered state error at step } k \\
e_k &= \pi_k - \hat{x}_k & \text{a priori gap at step } k \\
e_k &= \pi_k - \bar{x}_k & \text{a posteriori gap at step } k
\end{align*}

We let $p_k$ denote the number of transmissions that are remaining at step $k$. This number must be an integer between 0 and $B$. The apriori information available to the event detector at time $k$ is denoted as $I_k = (\bar{e}_k, p_k)$, an ordered pair consisting of the a priori gap and the number of transmissions remaining to be made. The a posteriori information available to the event-detector is $I_k = (e_k, p_{k+1})$.

We are now in a position to formally state the problem being addressed in this paper. Consider a cost function of the form

$$J_M(B; S_{0|p_0=B}, \ldots, S_{M|p_0=B}) = E\left[ \sum_{k=0}^{M} e_k^2 | p_0 = B \right]$$

where the expectation is taken over $\bar{e}_0, \ldots, \bar{e}_M$, $\tau_1, \ldots, \tau_B$ and $S_{k|p_r=b} = \{S_k^{e_r}, b \in [0, b - (k - r)] \}$. $S_k^{e_r}$ is the collection of all possible trigger sets needed at time step $k$, given $b$ transmissions remaining at step $r$. The objective is to find the optimal trigger sets minimizing the cost function:

$$J^*_M(B) = \min_{S_0|p_0=B, \ldots, S_M|p_0=B} J_M(B; S_{0|p_0=B}, \ldots, S_{M|p_0=B}).$$

\textbf{IV. MAIN RESULTS}

The problem in equation (7) can be treated as the optimal control of a stochastic process. In our case, the control variable is the trigger set $S^*_k$, rather than some "control signal". Since this is a dynamic optimization problem, we can use a stochastic version of Bellman’s principle of optimality to obtain a backward recursion that generates the value function for our problem. That value problem characterizes the cost (as measured by the MSE at the remote observer) from any initial system state. This section introduces the recursion used to compute the value function and discusses some properties of the value function and the optimal trigger sets.

The value function for our problem is defined in a manner that is analogous to what is commonly done in stochastic dynamic programming. In particular, our value function is defined as

$$
\nu(\zeta, b; r) = \min_{S_{r|p_r=b}, \ldots, S_{M|p_r=b}} E\left( \sum_{k=r}^{M} e_k^2 | I_r = (\zeta, b) \right),
$$

which is the minimal expected cost conditioned on the information $I_r = (e_r, p_r)$ at time $r$. Because the information
sequence \( \{I_0, I_0, \ldots, I_M, I_M\} \) is Markov (lemma 7.2), the value function in equation (8) is only conditioned on the current information, rather than all past information. The main result of this section is stated below. This theorem provides a backward recursion that can be used to calculate the value function defined in equation (8). The theorem’s proof is given in the appendix.

**Theorem 4.1:** The value function (8) satisfies the backward recursive equation:

\[
v(\zeta, b; r) = \min \left\{ \bar{P}_r + \zeta^2 + E_{e_{r+1}}(v(e_{r+1}, b; r + 1) | I_r = (\zeta, b)), \bar{P}_r + E_{e_{r+1}}(v(e_{r+1}, b - 1; r + 1) | I_r = (0, b - 1)) \right\},
\]

with initial condition:

\[
v(\zeta, b; 0) = \begin{cases} Q(1 - a^2) + (\bar{P}_r + \zeta^2 - \frac{Q}{1-a^2}) \frac{1-a^2}{1-a^2}, & \text{if } |a| \neq 1; \\ Q(M+r)(M+1-r), & \text{if } |a| = 1,
\end{cases}
\]

for \( r = 1, \ldots, M \) and

\[
v(\zeta, b; r) = \sum_{k=r}^{M} \bar{P}_k
\]

where \( r = M + 1 - b \) for a given \( b \in [1, \ldots, B] \), where \( \bar{P}_r \) and \( e_r \) are defined in equations (1) and (5) respectively. The optimal triggering sets are

\( S_r^{B*} = \{ \xi: \zeta^2 + E_{e_{r+1}}(v(e_{r+1}, b; r + 1) | I_r = (\zeta, b)) \leq \}

\( E_{e_{r+1}}(v(e_{r+1}, b - 1; r + 1) | I_r = (0, b - 1)) \}, \)

with \( S_0^{B*} = R, \forall r = 0,1,\ldots,M \) and \( S_M^{B*} = \{0\} \), where \( r = M + 1 - b \).

The first term in equation (9) is the minimum conditional cost of not transmitting at step \( r \) whereas the second term is the cost incurred if the sensor does transmit at time step \( r \) to the remote observer. This first term consists of the predicted a priori cost, \( E_{e_{r+1}}[v(e_{r+1}, b; r + 1) | I_r = (\zeta, b)] \), at step \( r + 1 \) plus the additional cost, \( \bar{P}_r + \zeta^2 \), incurred by the current step. The second term has a similar structure with some important differences since this term characterizes the cost that’s incurred if the sensor transmits at step \( r \). If such a transmission occurs, then the gap, \( e_r^- \), equals zero and there are \( b - 1 \) transmissions remaining. The predicted a priori cost therefore becomes, \( E_{e_{r+1}}[v(e_{r+1}, b - 1; r + 1) | I_r = (0, b - 1)] \), and the cost increment reduces to \( \bar{P}_r \), the two terms that are seen in the second term of equation (9).

What should be apparent in examining equation (9) is that the optimal cost at step \( r \) is based on the choice between the costs of transmitting or not transmitting at step \( r \). The actual values that those two costs take is conditioned on the value, \( \zeta \), that the a priori gap, \( e_r^- \), takes at step \( r \). This means we can use the choice in equation (9) to identify two mutually disjoint sets; the trigger set \( S_r^{B*} \) and its complement. If \( e_r^- \) is not in the set \( S_r^{B*} \), then we trigger a transmission otherwise the sensor decides not to transmit its information.

Equation (9) is a backward recursion that recurses over two sets of indices; the time steps, \( r \), and the remaining transmissions \( b \). The value function, \( v(\zeta, b; r) \), at time step \( r \) with \( b \) remaining transmissions is computed from the value functions, \( v(\zeta, b; r + 1) \) and \( v(\zeta, b - 1; r + 1) \), at time step \( r + 1 \) with \( b \) and \( b - 1 \) remaining transmissions, respectively. The initial conditions for this recursion are given in equations 10 and 11 in the theorem. Equation 10 specifies the value function when at time step \( r \in [0, M] \) there are no transmissions remaining \( (b = 0) \). These initial conditions are easily computed as the total MSE estimated no further measurement updates. Equation 11 specifies the value function when there are \( b \in [0, B] \) transmissions remaining at time step \( M + 1 - b \). This initial condition equals the MSE assuming an update at each remaining time step. We can picture the recursion as shown in figure 2.

This picture plots the indices \( (b, r) \) and identifies the initial conditions and the order of computation. The blue dots in the graph show the initial value functions given in equations 10 and 11. The arrows show the computational dependencies in the recursion.

If we let \( R = 0, \mu_0 = 0, \) and \( \Pi_0 = 0, \) then theorem 4.1’s result is equivalent to the backward recursion derived by Rabi in [22]. In particular for the single sample case \( (B = 1) \), the cost function, \( V_1^e(\zeta) \) introduced in [22] is related to our value function through the relation

\[
v(\zeta, 1; r) = \frac{1 - a^{2(M+1-r)}}{1 - a^2} \zeta^2 + \sum_{k=r}^{M} \sum_{i=r}^{k-1} a^{2(i-r)} Q - V_1^e(\zeta).
\]

Substituting the above equation into equation (9) yields a backward recursion for \( V_1^e(\zeta) \) of the form

\[
V_r^e(\zeta) = \max \left\{ \zeta^2 \frac{1 - a^{2(M+1-r)}}{1 - a^2}, E[V_{r+1}^e(\zeta) | x_r = \zeta] \right\},
\]

which is identical to the recursion used in [22] to compute Rabi’s cost function \( V_1^e(\zeta) \).
The backward recursion in theorem 4.1 is used to compute the minimum cost associated with solving our problem. That cost is formally given in the following corollary.

**Corollary 4.2:** \( J^*_M(B) = E_{e_0^-}(v(e_0^-, B; 0)) \).

**Proof:**

\[
E_{e_0^-}(v(e_0^-, B; 0)) = E_{e_0^-} \left[ \min_{S_0|p_0 = B} E \left( \sum_{k=0}^M e_k^2 | I_0^- = (\zeta, B) \right) \right] = \min_{S_0|p_0 = B} E_{e_0^-} \left[ E \left( \sum_{k=0}^M e_k^2 | p_0 = B \right) \right] = \min_{S_0|p_0 = B} E \left( \sum_{k=0}^M e_k^2 | p_0 = B \right) = J^*_M(B).
\]

We can use equations (9) and (12) to identify properties of the value functions that help us obtain a simple form of the optimal triggering set. These properties are stated in the following corollaries which are presented without proof.

**Corollary 4.3:** With \( b \) fixed, the value function \( v(\zeta, b; r) \) is symmetric about the \( y \)-axis and nondecreasing with respect to \( |\zeta| \).

**Corollary 4.4:** The optimal trigger set \( S^b_r \) is in the form of \([-\theta_r^b, \theta_r^b]\).

With corollary 4.4, we can change our triggering event into \( |e_r^-| > \theta_r^b \). Instead of finding the optimal set \( S^b_r \), we can search for the optimal threshold \( \theta_r^b \).

**V. SIMULATION RESULTS**

This section presents simulation results characterizing the performance of the event-triggered estimation problem. We first introduce an algorithm to compute the value function and optimal trigger set. We then use these triggers in a simulation and compare the performance of optimal event-triggered transmissions against periodically triggered transmissions.

The value functions characterized in theorem 4.1 cannot usually be computed in closed form. We must therefore determine the value function (and associated event-triggers) using algorithmic methods. We now describe that algorithm.

From theorem 4.1, we know that the value function \( v(\zeta, b; r) \) may be computed as the minimum of two functions

\[ f_r^b(\zeta) = \bar{P}_r + \zeta^2 + E_{e_{r+1}^-}(v(e_{r+1}^-, b; r + 1) | I_r(\zeta,b)) \]

and

\[ g_r^b = \bar{P}_r + E_{e_{r+1}^-}(v(e_{r+1}^-, b; r + 1) | I_r = (0, b - 1)). \]

For the scalar systems under consideration, these two functions may be rewritten as

\[
f_r^b(\zeta) = \bar{P}_r + \zeta^2 + E_{e_{r+1}^-}(v(e_{r+1}^-, b; r + 1) | I_r = (\zeta, b)) = \bar{P}_r + \zeta^2 + \theta_{r+1}^b - \int_{-\theta_{r+1}^b}^{\theta_{r+1}^b} (g_{r+1}^b(x) - f_{r+1}^b(x)) p_{e_{r+1}^- | e_r^-}(x) dx
\]

![Fig. 3. flowchart of calculating the value function and optimal threshold](image-url)

and

\[ g_r^b = \bar{P}_r + E_{e_{r+1}^-}(v(e_{r+1}^-, b - 1; r + 1) | I_r = (0, b - 1)) = \bar{P}_r + \theta_{r+1}^b - \int_{-\theta_{r+1}^b}^{\theta_{r+1}^b} (g_{r+1}^b - f_{r+1}^b(x)) p_{e_{r+1}^- | e_r^-}(x) dx. \]

where \( \overline{p_{e|x}} \) denotes the probability density function of \( x \) conditioned on \( y \). At step \( r \) with \( b \) samples remaining, we first calculate \( g_r^b \), and then use a bisection algorithm to search for the optimal threshold \( \theta_r^b \) such that \( f_r^b(\theta_r^b) = g_r^b \). We then evaluate the value function at a number of points between \([-\theta_r^b, \theta_r^b]\).

The flowchart in figure 3 illustrates the algorithmic steps used in evaluating the value function and event thresholds. With remaining samples \( b \) fixed, we first initialize the value functions and the optimal thresholds for \( r = M - b \), and then calculate the value functions and the optimal threshold for step \( M - b \) backward to step 0. After finishing the calculation for \( b \) remaining samples at all steps, we go on with the calculation for the \( b + 1 \) remaining samples until \( b > B \).

Consider a scalar system with \( a = 1.2, \mu_0 = 1, \Pi_0 = 2 \) and \( Q = R = 1 \). Fix the terminal step \( M \) to be 8. Figure 4 plots the MSE for optimal event-triggered and periodically triggered transmissions as a function of the total number of transmissions, \( B \). The plot shows that the experimentally observed MSE equals the predicted MSE, thereby validating the correctness of our analysis. The plot also shows that optimal event-triggered transmissions always generate a smaller total MSE than comparable periodically triggered systems.

Figure 5 shows two plots for the single sample case where \( B = 1 \). The top plot graphs the event threshold \( \theta_r^b \) as a function of the time step \( r \) for different initial covariances,
Future work will try to extend our approach to vector systems. Backward recursions similar to those in theorem 4.1 may be obtained for vector systems. This recursion takes the following form

\[
v(\zeta; b; r) = \min\{trace(\hat{P}_r) + \zeta^T \zeta + E_{e_{r+1}}(v(e_{r+1}, b; r + 1)|I_r = (\zeta, b)), \\
trace(\hat{P}_r) + E_{e_{r+1}}(v(e_{r+1}, b - 1; r + 1)|I_r = (0, b - 1))\},
\]

and the optimal set is

\[
S_{r}^{b_k} = \{\zeta : \zeta^T \zeta + E_{e_{r+1}}(v(e_{r+1}, b; r + 1)|I_r = (\zeta, b)) \leq E_{e_{r+1}}(v(e_{r+1}, b - 1; r + 1)|I_r = (0, b - 1))\}.
\]

Using this recursion to compute the value function and triggering sets is much more difficult than the scalar case. As the system’s dimension increases, the number of points used to evaluate the \(v(\zeta; b; r)\) increases in an exponential manner. Moreover, the triggering set can no longer be described by a simple one dimensional interval. The only practical approach may be to compute good approximations to the triggering thresholds, in much the same way as was done in [23].

**VII. APPENDIX**

The following two lemmas are used in the proof of theorem 4.1. These lemmas are presented without proof.

**Lemma 7.1:** \(\bar{e}_k\) is independent with \(e_j^-\) and \(e_j\) for any \(j \leq k\).

**Proof:** This follows direction from the fact that \(e_j^-\), \(e_j\), and \(\bar{e}_k\) are Gaussian and our use of a MSE estimator. \(\blacksquare\)

**Lemma 7.2:** The sequence \(\{I_0^-, I_0^+, I_1^-, I_1^+, \ldots, I_{k-1}^-, I_{k-1}^+, I_k^-, I_k^+, \ldots, I_M^-, I_M^+\}\) is a Markov chain.

**Proof:** The dynamics of \(e_k^-\) and \(e_k\) are summarized below

\[
e_k^- = \l_\pi - \hat{x}_k^- = ae_{k-1}^- + L_k a \bar{e}_{k-1}^- + L_k w_k + v_k \tag{13}
\]

\[
e_k = \begin{cases} 
  e_k^- & e_k^- \in S_k^b \\
  0 & \text{otherwise}
\end{cases} \tag{14}
\]

From lemma 7.1, we know that \(\bar{e}_{k-1}\) is independent of \(e_{k-1}^-, \bar{e}_{k-1}^-, \ldots, e_0^-\). We also know that \(w_k\) and \(v_k\) are independent of \(e_{k-1}^-, \bar{e}_{k-1}^-, \ldots, e_0^-\). Therefore

\[
u_k = L_k a \bar{e}_{k-1}^- + L_k w_k + v_k
\]

is also independent of \(e_{k-1}^-, \bar{e}_{k-1}^-, \ldots, e_0^-\). Note that the number of transmissions

\[
p_{k+1} = \begin{cases} 
  p_k - 1 & \text{if } e_k^- \notin S_k^b \\
  p_k & \text{otherwise}
\end{cases}
\]

with \(p_0 = B\). So \(p_{k+1}\) is a function of \(p_0\) and \(e_j^-\) for \(j \leq k\). This means that \(u_k\) is also independent of \(p_j\) for \(j \leq k + 1\). So we can conclude \(u_k\) is independent of the information sets, \(I_{k-1}^-, I_{k-1}^+, \ldots, I_0^+_\).

Consider the conditional probability density function \(f(I_k^+ | I_{k-1}^-, I_{k-1}^+, I_{k-2}^-, \ldots, I_0^-)\). From equation (13) and
since \( I_k^- = (e_k^-, p_k) \), we see that
\[
\begin{align*}
&f(I_k^- | I_{k-1}, I_{k-1}^-, \ldots, I_0^-) \\
&= f(e_k^-, p_k | I_{k-1}, I_{k-1}^-, \ldots, I_0^-) \\
&= f(a e_k^- + u_k, p_k | I_{k-1}, I_{k-1}^-, \ldots, I_0^-)
\end{align*}
\]
This shows that \( I_k^- = (a e_k^- + u_k, p_k) \) is a linear combination of \( I_{k-1} = (e_k^-+1, p_k) \) and \( u_k \). We showed above that \( u_k \) is independent of \( I_{k-1}, I_{k-1}^-, \ldots, I_0^- \). So the conditional probability may be written as
\[
f(I_k^- | I_{k-1}, I_{k-1}^-, \ldots, I_0^-) = f(I_k^- | I_{k-1}^-)
\]
which implies that \( I_k^- , I_{k-1}^-, \ldots, I_0^- \) are Markov.

Notice that \( S_k^b \) is not a function of \( e_j^- \) or \( e_j^+ \) for all \( j \). Eq.(14) shows that \( e_k^- \) is only a function of \( I_k^- \), \( p_{k+1} \) is also a function of \( I_k^- \). So the conditional PDF of \( I_k^- = (e_k^-, p_{k+1}) \) over \( I_k^- , I_{k-1}^-, \ldots, I_0^- \) can be written as
\[
f(I_k^- | I_{k-1}^-, I_{k-2}^-, \ldots, I_0^-) = f(I_k^- | I_{k-1}^-)
\]

Theorem 4.1 Proof The value function satisfies
\[
v(\zeta, b; r) = \min_{S_{r+1,M}|p_{r+1}=b} \min_{S_{r}|p_{r}=b} E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (\zeta, b) \right]
\]
where \( S_{r+1,M}|p_{r+1}=b = \{ S_{r+1,M} \}_{r=1} \). Notice that \( S_{r+1,M}|p_{r+1}=b = \{ S_{r} \} \). If \( e_r^- \in S_{r} \), \( \bar{x}_r \) isn’t transmitted to the remote estimator, so that \( e_r^- = \zeta \). Otherwise, \( \bar{x}_r \) will be transmitted, and \( e_r = 0 \), \( p_{r+1} = b - 1 \). Therefore,
\[
v(\zeta, b; r) = \min_{S_{r}^b} \left\{ \min_{S_{r+1,M}|p_{r+1}=b} E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (\zeta, b) \right] \right\}_{1 \in S_{r}^b}
\]
\[
+ \min_{S_{r+1,M}|p_{r+1}=b-1} E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (0, b - 1) \right]_{1 \notin S_{r}^b}
\]

Let’s consider the first term in the above equation. This is the term associated with “not” transmitting at step \( r \). Recall that \( \bar{e}_r \) is independent of \( S_{r+1,M}|p_{r+1}=b \) so that
\[
\min_{S_{r+1,M}|p_{r+1}=b} E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (\zeta, b) \right] = E \left[ \tilde{e}_r^2 | I_r = (\zeta, b) \right] + \min_{S_{r+1,M}|p_{r+1}=b} E \left[ \sum_{k=r+1}^{M} \tilde{e}_k^2 | I_r = (\zeta, b) \right] = E \left[ \tilde{e}_r^2 | I_r = (\zeta, b) \right] + \min_{S_{r+1,M}|p_{r+1}=b} E \left[ h | I_r = (\zeta, b) \right].
\]
where
\[
h = E \left[ \sum_{k=r+1}^{M} \tilde{e}_k^2 | I_r = (e_{r+1}^-, b) \right] = (\zeta, b) \right] = E \left[ \tilde{e}_r^2 | I_r = (\zeta, b) \right] = \bar{P}_r + \zeta^2.
\]

From equations (2), (3) and (5), we can see that \( \bar{e}_r = \bar{e}_r + \epsilon_r \). Lemma 7.1 asserts that \( \bar{e}_r \) is independent with \( e_r \). We also know that \( \bar{e}_r \) is independent from \( p_{r+1} \), so that
\[
E \left[ \tilde{e}_r^2 | I_r = (\zeta, b) \right] = E \left[ \tilde{e}_r^2 + \bar{e}_r^2 | I_r = (\zeta, b) \right] = \bar{P}_r + \zeta^2.
\]

Expanding \( \tilde{e}_r^2 \) in our expression for \( h \) yields
\[
h = E \left[ \sum_{k=r+1}^{M} \tilde{e}_k^2 + \bar{e}_r^2 + 2\epsilon_k \tilde{e}_k | I_{r+1} = (e_{r+1}^-, b) \right] = E \left[ \tilde{e}_r^2 + \tilde{e}_r^2 | I_r = (\zeta, b) \right]
\]
\[
= \bar{P}_r + \zeta^2.
\]

The Markov nature of the information sets then yields
\[
h = E \left[ \sum_{k=r+1}^{M} \tilde{e}_k^2 | I_{r+1} = (e_{r+1}^-, b) \right] = E \left[ \tilde{e}_r^2 | I_r = (\zeta, b) \right] = \bar{P}_r + \zeta^2.
\]

The first term of eq.(15) can therefore be rewritten as
\[
\min_{S_{r+1,M}|p_{r+1}=b} E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (\zeta, b) \right] = \bar{P}_r + \zeta^2 + E_{\epsilon_{r+1}} \left[ \min_{S_{r+1,M}|p_{r+1}=b} E \left[ h | I_r = (\zeta, b) \right] = \bar{P}_r + \zeta^2 + E_{\epsilon_{r+1}} \left[ v(e_{r+1}^-, b; r + 1) | I_r = (\zeta, b) \right].
\]

where \( h \) is given in equation 20.

Following almost the same steps, we show that the second term of eq.(15) equals
\[
\min_{S_{r+1,M}|p_{r+1}=b-1} E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (0, b - 1) \right] = \bar{P}_r + E_{\epsilon_{r+1}} \left[ v(e_{r+1}^-, b - 1; r + 1) | I_r = (0, b - 1) \right],
\]

thereby yielding the backward recursive equation with the specified optimal trigger sets.

The initial condition given in equation 10 is obtained as follows. \( v(\zeta, 0; r) \) means that no transmissions occur between step \( r \) to step \( M \). Since \( \tilde{e}_k = a e_{k-1} + w_k \) then for all \( k \geq r + 1 \) we can see that
\[
E \left[ \tilde{e}_k^2 | I_{r+1} = (\zeta, 0) \right] = E \left[ a^2 e_{k-1}^2 + w_k^2 + 2 a w_k e_{k-1} | I_{r+1} = (\zeta, 0) \right] = a^2 E \left[ e_{k-1}^2 | I_{r+1} = (\zeta, 0) \right] + Q.
\]

Using equation (17) and some algebra, we see that
\[
E \left[ \tilde{e}_k^2 | I_{r+1} = (\zeta, 0) \right] = a^{2(k-r)}(\bar{P}_r + \zeta^2) + \sum_{i=r+1}^{k} a^{2(k-i)} Q.
\]

Note that \( v(\zeta, 0; r) = E \left[ \sum_{k=r}^{M} \tilde{e}_k^2 | I_r = (\zeta, 0) \right]. \) So with some algebra, we obtain the initial condition in equation (10).

The initial condition in equation 11 is obtained as follows. This condition is the MSEE from time step $r$ assuming there is a transmission in each of the remaining time steps. This means that $\hat{x}_k = \overline{P}_k$ for these remaining time steps. Since the covariance of $\overline{P}_k$ is $\overline{T}_k$, the total MSEE from $r$ to the last time step is simply $\sum_{k=r}^{M} \overline{T}_k$ as given in equation 11.

**Corollary 4.3 Proof:** This result can be established through mathematical induction.

**Corollary 4.4 Proof:** $S_r^\alpha = R, \forall r = 0, 1, \ldots, M$, and $\theta_0^\alpha = \infty$. $S_r^\alpha = \{0\}$, $\forall r = M + 1 - b, \ldots, M$, and $\theta_0^\alpha = 0$, $\forall r = M + 1 - b, \ldots, M$. For the other cases,

$$S_r^\alpha = \{ (\zeta, \theta) : \zeta^2 + E_{\epsilon_{r+1}}(v(e_{r+1}; b; r+1)|I_r = (\zeta, b)) \leq E_{\epsilon_{r+1}}(v(e_{r+1}; b-1; r+1)|I_r = (0, b-1)) \}.$$

From corollary 4.3 we can show that the second term is a constant and the first term is symmetric about y-axis and increasing about $|\zeta|$. So $S_r^\alpha$ must be in the form of $[\theta, \theta^\alpha]$.
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