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ABSTRACT: The molecu le {Cp*(dppe)Fe(C
C−)}3(1,3,5-C6H3) (Fe3) was adsorbed on a single-crystal
gold surface and studied using ultrahigh-vacuum scanning
tunneling microscopy (STM). Both the singly oxidized Fe3+

and doubly oxidized Fe32+ are mixed-valence ions, and
localization of the charge at specific metal centers was
observed as the appearance of pronounced asymmetry in
STM images. Switching the tip−sample bias voltage demonstrates that this asymmetry is electronic in nature. The nature of
intramolecular structure and the degree of asymmetry produced in STM images varies according to the state of the scanning tip.
Constrained density functional theory was used to simulate STM images for the neutral molecule and for both mixed-valence
species, and simulated images agreed closely with observed results. In particular, changing the number of molecular electronic
states contributing to contrast in the STM image produced a good match to the variation in structures measured experimentally.

■ INTRODUCTION

Molecules with mixed-valence oxidation states are compelling
targets of study. These molecules provide important model
systems for intramolecular charge transfer,1,2 and their
electronic and optical properties are of potential use in
materials and devices.3,4 Our own interest in mixed-valence
molecules stems from the possibility of exploiting their charge-
transfer properties to create molecular components usable in
electronic devices based upon the quantum cellular automata
(QCA) architecture.5−12

Previous reports from our laboratory have described
scanning tunneling microscopy (STM) imaging of mixed-
valence molecules, and compared the STM images to the
results of electronic-structure calculations.13,14 Most recently,
we showed that a geometry difference in a central benzene
linker determined the degree of localization observed for single
molecules. For two dinuclear organometallic molecules with
identical Cp*Fe(dppe) metal−ligand systems, the meta
compound showed localization of intramolecular charge that
appeared as a bias-dependent “bright-dim” contrast in STM
images, while the para-Fe2 compound showed delocalized
charge and symmetric STM images.15

In this manuscript, we present STM images and constrained
density-functional (CDFT) calculations of the trimetallic
molecule Fe3, based on the same Cp*Fe(dppe) unit linked
to the central benzene at the 1, 3, and 5 positions. A model of
Fe3 is shown in Figure 1a,b. Like the meta-Fe2 molecule
studied previously, we do not expect the π-electron system of
the benzene to effectively couple the metal nuclei. Con-

sequently, this molecule is a mixed-valence species in both the
+1 and +2 charge states when studied in solution. The
increased complexity of this molecule, and the correspondingly
greater range of experimental images that can be acquired,
provides a more stringent test of the theoretical models used.
We present a detailed comparison between experiment and
theory in this manuscript.

■ EXPERIMENTAL AND THEORETICAL METHODS

Neutral Fe3 and mixed-valence Fe3+ and Fe32+ were prepared
and deposited in a similar manner as previously reported.
Briefly, Fe3 was dissolved in tetrahydrofuran (THF), and
stoichiometric quantities of FcPF6 were added to produce the
desired mixed-valence state or mixture of states. Solution was
injected directly onto a vacuum-sputtered and annealed
Au(111)-on-mica sample, and solvent was allowed to evaporate
at room temperature. This preparation method has the
advantages of being suitable to deposit virtually any molecule,
and it does not break down the Fe3 species, which are both
heat- and air-sensitive.16,17

We varied the extent of oxidation considerably over the
course of many experiments, although for any given sample, the
very small quantities of Fe3 used made the preparation of
specific oxidation states somewhat imprecise. However, we
were able to compare samples with neutral Fe3 to those
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containing both Fe3 and Fe3+, and both of the previous two
samples containing Fe3+ and Fe32+. By noting the similarities
and differences between molecular features in these samples, we
build up a reasonable degree of certainty that our samples do
contain the oxidized species we are interested in studying.
STM images were acquired at 77 K with an ultrahigh-vacuum

low-temperature STM (Omicron Nanotechnology LT-STM)
using mechanically cut Pt/Ir tips. All images were acquired in
constant-current mode at a current of 10 pA, in order to
minimize the interaction of the tip with surface-adsorbed
molecules. Other than image flattening to correct for surface
tilt, all data presented are raw STM data, with no filtering or
postprocessing performed.
Electronic structure calculations were performed using

NWCHEM.18 Density functional theory (DFT) was used for
calculations performed on neutral Fe3. For mixed-valence
systems such as Fe3+ and Fe32+, traditional DFT has been
shown to be inadequate because it most often delocalizes the
charge.19 For this reason, the calculations performed on Fe3+

and Fe32+ instead used CDFT.20 CDFT overcomes the
delocalization problem by calculating the electron density
subject to a charge constraint applied to a set of atoms.21−23

The B3LYP exchange-correlation functional was utilized for
all DFT and CDFT calculations with the 6-311G(d, p) basis set
for C, H, and P atoms and the LANL2TZ(f) effective core
potential basis set for Fe atoms. Calculations were performed
on the full Fe3 molecule with atomic positions taken directly

from published X-ray crystallographic data24 as well as an Fe3
molecule with simplified ligands. The ligands were simplified in
accordance with previous studies which replaced all dppe and
Cp* ligands with pairs of PH3 and Cp ligands respectively.14,15

For the CDFT calculations positive unit charges were
constrained to entire Cp*Fe(dppe)(CC−) or simplified
CpFe(PH3)2(CC−) moieties.

■ RESULTS AND DISCUSSION

Neutral Fe3. Figure 1c,d shows STM images of neutral Fe3
on Au(111): the sample imaged in panel a was prepared using
Fe3 only, while the image in panel b was selected from a sample
where Fe3+ (discussed in the following section) was also
coadsorbed, though not imaged here. Molecular features consist
of three bright, symmetric lobes concentrated around the iron-
ligand centers. This is consistent with Fe3 molecules that
adsorb with the plane of the molecule mostly flat on the
surface, and, as all iron atoms are in the +2 oxidation state, each
Fe3 molecule appears symmetric in these STM images. 3-fold
symmetry was observed for all neutral Fe3 molecules across
multiple experiments, regardless of the state of the STM tip.
Rather more variation was observed in the relative order of
surfaces prepared, with some experiments producing loosely
aggregated, disordered Fe3 molecules with a range of
intermolecular spacings, and others (panel d of Figure 1)
showing closer packing and increased order. This is presumably
due to the complex and variable nature of the solvent-drying

Figure 1. Structural formula (a) and model (b) of Fe3: {Cp*(dppe)Fe(CC−)}3(1,3,5-C6H3). The lower panels show STM images of neutral Fe3,
(c) 106 Å × 94 Å, coadsorbed with solvent in relative disorder, imaged at +2 V bias; and (d) more closely packed, 91 Å × 74 Å, −1 V bias.
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process in vacuum. In almost all images, we observe smaller and
dimmer structures that can be attributed to solvent molecules
or to the FcPF6 oxidant, coadsorbed along with Fe3 species. We
have run a number of control experiments depositing solutions
with different components absent or present, in order to
confirm these assignments.14−16

Mixed-Valence Fe3+ and Fe32+. According to the Robin−
Day classification, Fe3 is considered a Class II mixed-valence
complex; that is, intramolecular electron transfer between metal
centers is slow.25 Potentially, charge localized within a mixed-
valence complex will appear as an asymmetric electron density
in an STM image. This was observed for the Class II meta-Fe2
compound, which shares with Fe3 the 1,3-substituted geometry
around the central benzene.15

Figure 2 shows samples with mixed-valence species, prepared
to be an equal mixture of singly oxidized Fe3+ and doubly
oxidized Fe32+. Images were acquired at both positive and
negative junction bias to allow for a more sensitive probe of
electronic structure.26,27 At positive sample biases, electrons
tunnel from the tip to the sample, and image contrast is
influenced more significantly by unoccupied molecule-surface
electronic states; conversely, negative sample biases induce
tunneling from the sample to the tip and reveal occupied
molecule-surface electronic states.
A variety of molecular features appear in these images.

Features circled in green appear asymmetric in the positive-bias

image (Figure 2a), with two of the three lobes in the feature
significantly dimmer than the third. (We note that the different
orientation of these features implies that the asymmetry does
not result from the microstructure of the STM tip.) In the
negative-bias image (Figure 2b), these features appear largely
symmetric. The opposite behavior is seen for the features
circled in orange, which are largely symmetric at positive bias
voltages, and appear as asymmetric, bright−dim−dim features
at negative bias. Most molecular features were similar to the
orange-circled or green-circled features in their appearance and
bias-voltage dependence, although a minority of observed
structures (viz., the molecule in the lower middle-left of the
figure) appeared dissimilar to either. This may be the result of
minor impurities in the sample, differences in adsorption
geometry, or comproportionation to produce other Fe3
oxidation states.
Assigning features in STM images to molecules must be

done cautiously. Qualitatively, we expect an Fe3+ molecule to
show an enhancement in empty electronic states and a
corresponding depletion in filled electronic states, both
appearing on only one of its three lobes. The green-circled
features match this empty-state behavior (a), but appear
relatively symmetric with respect to filled states (b), and we
assign these features as Fe3+. The orange-circled features are
Fe32+, and while they appear relatively symmetric in empty-
state density, they show depletion in two of three lobes in the

Figure 2. Images of samples containing an equal mixture of Fe3+ and Fe32+, acquired at positive sample bias (panels a, c, and e) and negative sample
bias (panels b, d, and f). Intramolecular contrast depends on the state of the tip for both Fe3+ (green and blue) and Fe32+ (orange and purple).
Panels a and b were acquired at ±2 V and are 145 Å × 111 Å; panels c−f were acquired at ±1 V and are 42 Å × 38 Å.
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filled-state image. The sensitivity of STM images to variations
in molecular electronic-state density will be discussed in more
detail when comparing to theoretical calculations in the
discussion.
We find that from experiment to experiment, the bias-

dependent contrast in images of Fe3+ and Fe32+ changes. This
is demonstrated in Figure 2c−f, which shows additional images
of these molecules, recorded under similar conditions but on
different samples and different days. In these images, we
observe Fe3+ molecules where contrast is sharp in filled states,
but empty-state features appear nearly symmetric (blue circles),
as well as Fe2+ features showing high asymmetry in empty state
images (purple circles.) Some molecular mobility obscures the
Fe32+ features in Figure 2f, though they appear significantly
more symmetric than the molecular features at positive bias. It
is not uncommon for the state of the STM tip to affect the
contrast observed in STM images, an effect that has been
attributed to the tip electronic state density determining which
surface states contribute to tunneling.28,29 We note that
generally, features identified with green circles for Fe3+ are

paired with orange-circled Fe32+ (as in Figure 2a,b); and blue
circles with purple circles. However, we have observed a green-
purple pairing, which indicates that the contrast mechanism
may be a more complex function of the state of the tip.

Calculated STM Images. There are a number of different
methods for using electronic-structure calculations to simulate
STM images.21−23,30−34 For all of these techniques, however,
there is a trade-off between accuracy and expense, as exact
computation of the result of an STM experiment requires a full
quantum-mechanical treatment of the combined molecule-
surface-tip system. For large molecules, such as the one studied
here, this calculation is prohibitively complex given current
computational resources. Our approach here is to disregard
both the surface and the STM tip, and thus limit the electronic-
structure calculation to the molecule in vacuum.35 We note that
this is necessarily less general and less rigorous than an
approach that includes the sample and tip in the calcu-
lation,34,36−44 and will discuss below what can still be gained
from a comparison between experiment and theory.

Figure 3. (a) Comparison of simulated STM images for neutral Fe3, using simplified ligands but optimized geometry, or full ligands but single-point
geometry. (b) Calculated STM images for mixed-valence Fe3+, broken down into contributions from individual electronic states, from LUMO
through LUMO+3.
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The probability distributions that are the result of NWChem
calculations are integrated over space to predict the tunneling
current resulting from placing the STM tip at any given

location. This integration is weighted, with the largest
contribution to the tunneling current arising from the electron
density in the vicinity of the tip, falling off exponentially with

Figure 4. (a−d) Simulated STM images for mixed-valence Fe3+. Green: LUMO at positive bias, HOMO through HOMO−4 at negative bias. Blue:
LUMO through LUMO+4 at positive bias, HOMO at negative bias. (e−h) Simulated STM images for mixed-valence Fe32+. Purple: LUMO and
LUMO+1 at positive bias, HOMO through HOMO−4 at negative bias. Orange: LUMO through LUMO+4 at positive bias, HOMO and HOMO−1
at negative bias.
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distance. The decay constant of the exponential is an adjustable
parameter. In the limit of short decay, this procedure maps out
a surface of constant electron state density, while the long-
decay limit projects the electron density onto two dimensions.
Both of these limiting cases are established methods to simulate
STM images. By selecting a decay length intermediate between
these two limits, we aim for a more physically reasonable
method for converting electron density distributions to
tunneling current and, from there, STM images.
Figure 3a shows simulated STM images for neutral Fe3. The

first simulation used a fully optimized molecular geometry, but
simplified the diphenylphosphino ligands to pairs of PH3
moieties. In contrast, a second simulation uses the full ligands,
but did not employ a geometry optimization; instead, atomic
positions were taken from published X-ray crystallographic data
and used as-is. Because the geometry likely changes
substantially on surface adsorption, there is no reason to
think that a geometry optimized for the molecule in vacuum
would be any more accurate than the experimental solid-state
geometry.
While the image generated using the full dppe ligands shows

intramolecular structure that is more complex, the two images
are qualitatively similar in their overall symmetry and in the
contrast between the center of the molecule and the outer
lobes. In previous studies, we opted for simplified ligands to
reduce computation time,14,15 and Figure 3a bears out the
reasonableness of that approach. In this manuscript, we opt to
use the full ligands, without the computationally expensive step
of optimizing the molecular geometry.
Experimental images of Fe3+ and Fe32+ show a pronounced

dependence on the sign of the tip−sample bias voltage;
furthermore, the contrast evident in positive-bias and negative-
bias images appears to change in some fashion with the state of
the STM tip. To investigate this further, we construct images
considering each calculated electronic state of Fe3+ independ-
ently. These empty-state images for Fe3+ are shown in Figure
3b. The asymmetry for the lowest unoccupied molecular orbital
(LUMO), shown in panel (a), is qualitatively what one would
expect: the metal−ligand system that is constrained to have one
fewer electron shows up brightly compared to the other two
iron centers. However, the experiment will be sensitive not only
to the molecular LUMO, but also higher-lying empty states
within the range of the bias voltage (1−2 V) applied between
the tip and sample. Integration over multiple states will tend to
produce images with more symmetric molecular features.
As we have already discussed, the contrast of Fe3+ and Fe32+

changes according to the state of the STM tip, with two distinct
features observed for each molecule. In general terms, each
mixed-valence molecule shows asymmetry in its intramolecular
contrast only at one tip−sample bias polarity: i.e., in Figure 2,
both the Fe3+ (green) and Fe32+ (purple) features are
asymmetric at positive bias and symmetric at negative bias.
Figure 4 presents simulated images for Fe3+ and Fe32+ to which
the experimental data can be compared. The best match for the
green-and-purple coded images comes when the simulation
assumes that only the LUMO contributes to positive-bias
images, but that states ranging from the highest occupied
molecular orbital (HOMO) to the HOMO−3 are important
when imaging at negative bias. The other features observed for
Fe3+ and Fe32+ in Figure 2 are matched very well by the
simulations colored blue and orange in Figure 4, which were
calculated assuming that multiple electronic states (LUMO
through LUMO+3) contribute at positive bias, while only the

HOMO (and, for Figure 4h, the HOMO−1) are imaged at
negative bias. The qualitative fit for both Fe3+ and Fe32+

between Figure 2 and Figure 4 is excellent.
On a purely phenomenological basis, then, the experimental

differences in tip contrast are explained by a shift in the Fermi
level of the STM tip.45−47 For example, a shift upward in the tip
Fermi level would increase the number of unoccupied states
imaged at positive bias, but narrow the number of occupied
states imaged at negative bias. This is consistent with the shift
from blue-coded to green-coded features for Fe3+, or from
orange to purple for Fe32+. A shift in the Fermi level of the tip
relative to the sample could be either apparent or actual.
Asymmetry in the tip density of states near the Fermi level
could produce an apparent effect: if the tip microstructure
determines whether the tip has a relatively greater number of
filled or empty states, this could appear experimentally as a
Fermi level shifted higher or lower.45 Alternately, variations in
the tip’s chemical composition could result in an actual Fermi
level shift. An additional possibility is that it is the sample Fermi
level that is shifting relative to the tip. Fe3+ and Fe32+ are
typically imaged coadsorbed with, and potentially on top of,
solvent molecules. Changing surface conditions could affect the
adsorption environment, and in that way be responsible for the
contrast differences observed.
Overall, qualitative agreement is quite strong between the

experimentally observed images of Fe3+ and Fe32+ and the
images simulated using electronic-structure calculations of the
molecules in vacuum. Agreement between experiment and
calculation is excellent for this molecule as a neutral species and
for two cationic oxidation states, and a similar approach
produced good agreement for the previously observed Fe2
species.14,15 It is noteworthy, and perhaps surprising, that a
simplified calculation that ignores the effect of the surface and
STM tip can nonetheless appear qualitatively correct. We do
not expect that this approach would work similarly well for
other molecules, for which a more general treatment would be
necessary.34,36−44 For Fe3, we suggest that a number of factors
may be responsible for the in-vacuum calculation producing
good results. First among these is the effect of the relatively
bulky dppe ligands, which will tend to insulate the iron centers
from the surface; previous experiments have shown that the
presence of an intentionally adsorbed insulating layer may
result in STM images that more closely resemble molecular
frontier orbitals, and the ligands may serendipitously be playing
a similar role. This effect could be magnified by the tendency
for STM image contrast to depend strongly on the metal
centers and much more weakly on the specifics of the ligand
geometry, which would additionally explain why moderate
changes in geometry on adsorption would not invalidate the
comparison between experiment and a gas-phase calculation.
In conclusion, CDFT is effective for calculating STM images

of mixed-valence molecules, and it reproduces relatively
complex tip-dependent variation in intramolecular structure
for the Fe3 mixed-valence system. Both Fe3+ and Fe32+ ions are
observed via STM to be asymmetric in their electronic
structure, with stable, localized electronic state density
consistent with their assignment as class II mixed-valence
molecules.
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