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Molecular quantum-dot cellular automata (QCA) is a promising paradigm for realizing molecular

electronics. In molecular QCA, binary information is encoded in the distribution of

intramolecular charge, and Coulomb interactions between neighboring molecules combine to

create long-range correlations in charge distribution that can be exploited for signal transfer and

computation. Appropriate mixed-valence species are promising candidates for single-molecule

device operation. A complication arises because many mixed-valence compounds are ions and the

associated counterions can potentially disrupt the correct flow of information through the circuit.

We suggest a self-doping mechanism which incorporates the counterion covalently into the

structure of a neutral molecular cell, thus producing a zwitterionic mixed-valence complex.

The counterion is located at the geometrical center of the QCA molecule and bound to the

working dots via covalent bonds, thus avoiding counterion effects that bias the system toward

one binary information state or the other. We investigate the feasibility of using multiply charged

anion (MCA) boron clusters, specifically closo-borate dianion, as building blocks. A first

principle calculation shows that neutral, bistable, and switchable QCA molecules are possible.

The self-doping mechanism is confirmed by molecular orbital analysis, which shows that MCA

counterions can be stabilized by the electrostatic interaction between negatively charged

counterions and positively charged working dots.

1. Introduction

The quantum-dot cellular automata (QCA)1–8 approach is a

promising paradigm for nanoelectronic binary computing. In

the QCA scheme, binary information is represented by the

charge configuration of QCA cells. As Fig. 1 shows schemati-

cally, each QCA cell contains four quantum dots, which are simply

places at which electrons can be localized. Two mobile charges

occupy antipodal sites of the cell, providing two charged

configurations with which the binary information ‘‘0’’ and ‘‘1’’

can be encoded. The Coulomb interaction between neighboring

cells provides device-device coupling for information transfer.

This interaction is the basis of QCA device operation. Fig. 1(b)

also shows a QCA wire2 that can transfer a bit from one side

to the other. More complicated device structure like a QCA

inverter, fan-in, fan-out, majority logic gate, and full adder have

been proposed3 and demonstrated experimentally.7,8

QCA devices can be shrunk to the molecular level.9–16 Each

molecule acts as a QCA cell, and the redox centers of the

molecule constitute the quantum dots, with tunneling paths

provided by bridging ligands. Molecular QCA shares many of

the advantages and disadvantages of other approaches to

molecular electronics. Molecules can be synthesized in tremen-

dous numbers with atomic-level precision and repeatability,

and their small size conceivably could allow densities of 1011 to

1012 devices/cm2 range.17,18 This density and uniformity is far

beyond what is practical via traditional device fabrication,

though along with these advantages comes the extraordinary

challenge of bottom-up assembly into large-scale, complex

devices. The true advantage of molecular QCA is its greatly

reduced heat dissipation, as computation proceeds from the

rearrangement of charge, with no requirement for continuous

current flow to transmit and process data. Additionally,

because the amount of charge switched is constant in number

of electrons, QCA devices inherently improve as size is reduced.

Fig. 1 (a) Schematic of a QCA cell. The four dots are labeled 1, 2, 3,

and 4. Binary information is encoded in the charge configuration.

(b) A QCA wire.
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The strong interaction between neighboring molecules provides

sufficiently high coupling energy, so molecular QCA can

operate at room temperature as shown previously.13,14

Several QCA candidate mixed-valence molecules have been

synthesized and characterized by Fehlner and co-workers.9–12

A double-dot molecule trans-Ru(dppm)2(CRCFc)-

(NCCH2CH2NH2) dication
9 has been attached to a Si substrate,

and a measurement of capacitance between two redox centers

showed the switchable bistable charge configuration which

is a fundamental requirement for QCA operation. A more

complicated four-dot molecule has also been synthesized and

isolated.10,11 Theoretical studies14 of these molecules again

show the requisite bistable charge configurations, and that

the Coulomb interactions between neighboring molecules are

sufficient to support bit transfer at room temperature. More

recent scanning tunneling microscopy (STM) investigation

demonstrated the charge localization of QCA candidate

molecules.19

It is important to control the effect of counterions in the

QCA arrays because in most cases, mixed-valence states are

created by chemical oxidation/reduction, which inevitably

introduces counterions in to maintain charge neutrality. The effect

of counterions has been discussed in detail in the literature,9,20

where the QCA cells were switched by the combined influence of

external field and the movement of counterions.

2. Neutral QCA molecules

A natural way to eliminate counterion effects is to use neutral

molecules with internal mobile charges as molecular QCA

cells, that is, zwitterionic mixed-valence complexes. To this

end, we examine incorporating a donor or acceptor within the

molecule at an electrostatically symmetric position. This donor/

acceptor provides the required mobile charge—electrons or

holes. The donor/acceptor can be built into QCA molecules

via covalent bonds. If the oxidation potential of the donor/

acceptor is properly controlled, mobile charges can be generated

in the working dots of the molecule. The donor/acceptor

moiety will become charged, and that charge must not bias

the molecular cell into either configuration (a logical ‘‘1’’ or

‘‘0’’). In QCA operation, the logical state of the molecular

cell should be determined by the state of its neighbors. This

‘‘self-doping’’ can be accomplished by choosing an appro-

priately symmetric position for the donor/acceptor dot.

A plausible scheme is suggested as shown in Fig. 2. Here an

electron deficient dot is added in the center of the molecule,

connecting to the four working dots via covalent bonds. If the

oxidation potential of the acceptor site is properly designed,

two working dots could be oxidized by the acceptor, creating

two holes in the peripheral dots and two electrons in the center

acceptor. These two electrons will be fixed in the center

acceptor since it is electron deficient; the two holes, due to the

Coulomb repulsion, will occupy two antipodal working dots.

The mobile holes can be arranged in either the ‘‘0’’ state or

the ‘‘1’’ state as shown in the figure. In isolation, these two

states have the same energy. The presence of another nearby

molecule (or appropriate external driver) lifts this degeneracy

so that either a ‘‘0’’ or ‘‘1’’ state is energetically preferred. The

central dot is here playing the role of the counterion, providing

the neutralizing charge. But in this case, the counterion is in

fact fixed at the geometrical center of the QCA cell and is part

of the molecule itself. Its Coulombic effect is symmetric to the

‘‘0’’ and ‘‘1’’ states, so the state of a cell is decided by the

state of its neighboring cells. The unwanted biasing effects of

counterions are thereby eliminated.

To accomplish this ‘‘self-doping’’ using the approach shown

in Fig. 2 requires a moiety in the cell center which is doubly

charged. The recently-shown stability of gas-phase multiply

charged anions (MCAs)21–24 may provide an important element

in creating neutral molecular QCA. The research field of MCAs

in the gas phase received great impetus since the experimental

observation of small MCAs in 1990.25 A large number of

experimental26,27 and theoretical studies21,22 have established

the existence of MCAs in the gas phase. Kalcher and Sax have

written a detailed review of MCAs.24 Here we focus our

interest on using the MCAs as building blocks of QCA cells.

Among different types of MCAs, boron clusters are of

particular interest for the present purpose. Many boron

clusters are electron deficient and contain three-dimensional

cage structures. The elucidation of the chemical bonding in the

boron clusters and the confirmation of their cage structures

open opportunities to use them as new types of building blocks

in chemistry. The closo-hexaborate dianion B6H6
2� has a

closed-shell electronic configuration and an octahedral cage

structure, which make it an ideal linker group to connect the

working dots of QCA cells. The closed-shell electron configu-

ration is important because open-shell systems are generally

too reactive and susceptible to cluster-cluster agglomeration.

The octahedral cage structure makes it possible to bind four

redox centers (working dots) to the linker, and the remaining

axial boron atoms provide the degrees of freedom to build a

leg or strut to attach the QCA cell on the surface of substrates,

as shown in Fig. 3.

Recent studies have pointed out that, even though the

closo-hexoborate dianion B6H6
2� is not stable in the gas

phase, some of its derivatives are. For example, B6L6
2� and

B6H2L4
2� (L = BO, CN or NC) are stable in the gas phase,

according to the ab initio study of Zint et al.22 The stability of

these derivatives, as explained by these authors, comes from

the extra molecular space provided by the diatomic pseudo-

halogen ligands—the larger space allows the distribution of

the extra electrons across a bigger volume, thus reducing the

Coulomb repulsion significantly. We here consider the possibility

Fig. 2 The self-doping mechanism of a molecular QCA.
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of using derivatives of B6H6
2� as the central acceptor of

QCA cells.

We explore the feasibility of using the B6L6
2� fragment as

the built-in counterion of neutral QCA cells by employing a

quantum chemistry ab initio technique. Our purpose is to

investigate the interaction between this counterion and the working

dots. We aim at understanding the electronic structure of

QCA cells when certain working dots are bound to this

built-in counterion. To this end, a proper working dot should

be chosen carefully, such that the self-doping mechanism can

create mobile charges in the QCA cell, as mentioned above.

We use allyl groups to model working dots, connecting to the

B6(CN)2 fragment through a CRC triple bond. Though real

working dots would no doubt be constructed differently

(experimentally organometallic dots have been used,9–12,19)

these allyl groups are useful because the QCA cell so constructed

is amenable to high level ab initio calculations.13,28 The purpose

of using a CRC triple bond binding an allyl group and the

B6(CN)2 fragment is to maintain the D2h symmetry of the QCA

cell, which, again, simplifies our calculations.

The constructed model cell B6(CN)2(CRCC3H4)4 is shown

in Fig. 4(a), hereafter denoted as molecule 1. To identify the

mechanism which stabilizes the zwitterionic configuration,

we will systematically reduce the number of ligands and

redox centers and examine the resulting B6H2(CRCC3H4)4,

molecule 2, B6H4(CRCC3H4)2, molecule 3, and non-bonded

supermolecular system B6H6(C3H4)2, molecule 4, with standard

ab initio quantum chemical methods. Molecules 2, 3, and 4 are

shown in Fig. 4(b)–(d). We focus on the electronic structure of

these MCA-cation complexes and discuss the effects of the

ligands and working dots on the geometric and electronic

properties of the complexes. This paper is organized as follows:

the computational details are given in Section 3. In Section 4,

we present our results describing the electronic properties

of 1, 2, 3, and 4. For molecule 1, we also demonstrate the

charge bistability and switching characteristics when driven by

a point charge driver. Finally, a brief summary of our main

results is given in Section 5.

3. Computational details

The calculation of 1, 2, 3, and 4 includes geometry optimization

and electronic structure. For 1, we also study the bistablility of

the charge configuration, a basic QCA requirement, and the

switching between stable states induced by the Coulomb

interaction with a neighboring molecule. The geometry optimi-

zations within a given point group are carried out until the

stationary points at the potential energy surface are found.

For all stationary points, a harmonic vibrational analysis is

implemented to identify the local minima on the PES, for

which all frequencies possess only real values. The electronic

stability of the central dot hexaborate dianion is investigated

by calculating the binding energy of the excess electrons, which

is quantified by the energy of the molecular orbitals that are

occupied by the two doping electrons.

For molecule 1 and 2, there are four allyl groups each

having one singly occupied p orbital. After ‘‘self-doping’’,

two of those p orbitals become empty and the other two

unpaired electrons remain on same orbitals. Therefore the neutral

mixed-valence complexes 1 and 2 have biradical configu-

rations. Computing the electronic structure of these molecules

is challenging. It is well known that unrestricted Hartree–Fock

based methods may suffer severely from spin contamination

and the computational results often cannot be trusted. Density

functional theory (DFT) generally suffers from spin contami-

nation at a much less degree, but DFT has difficulty getting the

charge localization correct.16 In DFT calculations, the mobile

electrons tend to delocalize over the donor and acceptor

groups, and the donor–acceptor interactions are usually

overestimated. The origin of this failure is attributable to the

delocalization error of the exchange–correlation functional as

well as the self-interaction error.29 A multi-configurational

self-consistent field (MCSCF) method is normally needed

to obtain an accurate electronic structure of donor–acceptor

electron transfer system. But a full MCSCF calculation is

computationally intractable for systems we are considering here.

We employ restricted open-shell Hartree–Fock (ROHF)

and restricted open-shell Møller–Plesset second-order pertur-

bation (ROMP2) methods to avoid spin contamination. For

a comparison, calculations are also conducted using the

constrained density functional theory (CDFT). The CDFT

method was first suggested by Dederich et al.30 and more

recently developed by Van Voorhis et al.31–33 This method is

based on the traditional density functional theory of Hohenberg,

Kohn, and Sham,34,35 but with the additional requirement that

ground-state electron density satisfies some special constraint.

When applied to mixed-valence complexes, this constraint

requires the mobile electron localizing on either the donor site

or the acceptor site, instead of delocalizing over both sites, as

the traditional DFT method tends to do because of the self-

interaction error.29 CDFT has been successfully applied to

study electron transfer in large molecular systems. We have

also applied this method to calculate STM images of mixed-

valence complexes.19 The 6-31G* basis is used for all atoms.

Fig. 3 The scheme of using a boron cluster as a ‘‘dopant.’’

Fig. 4 The structure of the model molecules 1, 2, 3, and 4. Six boron

atoms are labeled as 1 to 6. (a) Molecule 1, B6(CN)2(CRCC3H4)4.

A boron cluster is used as an integrated acceptor, and allyl groups

as the active quantum dots. (b) Molecule 2, B6H2(CRCC3H4)4.

(c) Molecule 3, B6H4(CRCC3H4)2. (d) Molecule 4, B6H6(C3H4)2.
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ROHF and ROMP2 calculations have been done with the

MOLPRO program,36 and CDFT calculations have been

conducted with the NWCHEM program.37

4. Results and discussion

4.1 B6(CN)2(CRRRCC3H4)4

The optimized geometry is displayed in Fig. 4(a), and selected

optimized bond lengths are listed in Table 1. The optimizations

are conducted with D2h molecular symmetry. Bond lengths

between axial B and equatorial B atoms are 1.710 and 1.735 Å,

obtained at the ROHF level, which is in agreement with Zint

et al.’s calculation of CN substituted species.22 Four equatorial

B atoms form a rhombus with a lateral length of 1.727 Å.

The B1–B3 bond length is 0.25 Å longer than that of the B1–B4

(see Fig. 4 for the numbering of boron atoms). That is because

the two cationic allyl groups are connected to B3 and B5, while

the two ally groups connected to B4 and B6 are neutral. It is the

electrostatic interaction between cationic allyl groups and the

anionic borane cage that shrinks the B1–B3 and B1–B5 bond

length, resulting in a D2h, instead of D4h symmetry. As to the

substituted ligand CN, the B–C and C–N bond lengths are

1.556 Å and 1.141 Å, corresponding to the covalent single bond

and triple bond, respectively. Comparing the different geometries

obtained at the ROHF level and ROMP2 level, we can see that

electron correlation has a small effect on the boron cage; only

the intraligand bond lengths are clearly stretched. The elongation

of terminal multiple bonds attached to the closo-boron cluster

has been observed in the literature.22

Turning to the geometry of the allyl groups, we see that the

four allyls are not identical, but have two different geometries

corresponding to their charge state. The C–C bond lengths of

all four allyl groups are almost identical. The clear difference is

in the C–C–C bond angle. Two allyl groups occupying the

antipodal sites have a value of 121.31, corresponding to allyl

radicals. The C–C–C bond angles of the other two allyl groups

are 113.71, which is in agreement with the bond angle of the

allyl cation as shown by Avriam.38

CDFT calculations were conducted by forcing two positive

unit charges localize on a pair of antipodal allyl groups.

From Table 1 one can see CDFT results are consistent with

those of ROHF and ROMP2. Bond lengths between axial B

and equatorial B atoms are 1.720 and 1.738 Å according to

CDFT optimization. B–C and C–N bond lengths are predicted

to be 1.534 Å and 1.167 Å, respectively. C–C–C bond angle is

120.91 for neutral allyl groups and 117.61 for cationic allyl

groups. It is worth noting that in our CDFT calculations

the charge constrained conditions were only applied on two

antipodal allyl groups so that mobile charges do not delocalize

among all four allyl groups. The extra two electrons accumulating

on the borate moiety were caused by the electron-deficiency of

boron cluster, not parameterized constraint requirement.

Molecule 1 has two stable charge configurations, as demon-

strated in Fig. 5, which shows the electrostatic isopotential

surface. The charge distribution analysis shows that the

central boron cluster group has two extra electrons, and two

allyl groups are positively charged. These two positively

charged groups, occupying antipodal positions, give two stable

charge configurations which are energetically degenerate, so they

can be used to represent binary information. The advantage is

that the counterion is fixed at the geometrical center of the

molecule, which does not influence the degeneracy of the ‘‘0’’

and ‘‘1’’ states.

More detailed molecular orbital analysis demonstrates

that two unpaired allyl p electrons are indeed ‘‘doped’’ into

the boron cluster. Fig. 6 shows the frontier orbitals of 1.

The HOMO � 3 and HOMO � 4 of 1 are singly occupied

degenerate p orbitals that localize on two antipodal allyl

groups. These two HOMOs are occupied by two unpaired

electrons, which are information-bearing mobile electrons that

can be switched to other two allyl groups. LUMO and LUMO

+ 1 are singly unoccupied degenerate p orbitals, localizing on

the other two allyl groups. These two allyl orbitals become

empty because two electrons transfer into the boron cluster,

and occupy the b1g orbital centered on the boron cluster.

Comparing the frontier orbitals of 1 to the closo-hexaborate

dianion B6H6
2� (shown in Fig. 7), one can see that the triply

degenerate t2g and t1u orbitals of B6H6
2� evolve into the bg

and bu orbitals of 1. The HOMO orbital of 1, which has b1g
symmetry, is equivalent to t2g HOMO orbital of un-substituted

B6H6
2�. The orbital analysis further confirms the self-doping

mechanism: two energetically high-lying p electrons of the allyl

groups can be trapped in the boron cluster to satisfy Wade’s

rule,39 creating two holes inside the allyl groups. The configu-

ration of these two holes can be used to encode binary

information as discussed above.

Table 1 The optimized structural parameters (in Å) of B6(CN)2(CRCC3H4)4, B6H2(CRCC3H4)4, and B6H4(CRCC3H4)2 at ROHF, ROMP2,
and constrained DFT/B3LYP levels. Boron atoms are numbered as shown in Fig. 4

B1–B3 B1–B4 B3–B4 B–C C–N C–C–C C–C–C(+)

B6(CN)2(CRCC3H4)4 ROHF 1.710 1.735 1.727 1.556 1.141 121.3 113.7
ROMP2 1.714 1.741 1.729 1.531 1.188 121.9 112.1
CDFT 1.720 1.738 1.734 1.534 1.167 120.9 117.6

B6H2(CRCC3H4)4 ROHF 1.724 1.748 1.713 120.7 113.0
ROMP2 1.724 1.750 1.719 121.3 111.2
CDFT 1.729 1.744 1.723 120.2 117.6

B6H4(CRCC3H4)2 ROHF 1.719 1.755 1.719 112.3
ROMP2 1.720 1.752 1.720 110.5
CDFT 1.724 1.746 1.724 117.5

B6(CN)6
2�a HF 1.723 1.723 1.723 1.562 1.144

MP2 1.727 1.727 1.727 1.538 1.194

a Results from ref. 22.
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The coupling between neighboring QCA cells is characterized

by the cell–cell response function, which is defined as one

cell’s polarization as a function of its neighboring cell’s

polarization.1 For a four dot molecule like 1, the QCA

polarization of the molecule is proportional to its electric

quadrupole moment. The cell–cell response function describes

the switching behavior of one QCA cell under the Coulomb

interaction of its neighboring cell. To calculate the cell–cell

response function of 1, we employ a driver which consists of

positive charges arranged on the corners of a square with a

lateral length of 9 Å, mimicking the presence of a driver

molecule, as shown in Fig. 8(a). The distance between the

geometrical center of the point charge driver and that of

molecule 1 is fixed at 18 Å, two times of the square lateral

length. The magnitude of the positive driver charge on the four

corners is varied smoothly to adjust the quadrupole moment

of the driver Qdriver. The QCA response function of 1 under

the Coulomb interaction of a neighboring molecule, shown in

Fig. 8(b), is the induced molecular quadrupole moment as a

function of the driver quadrupole moment. The molecular

quadrupole moment is calculated for the case of frozen nuclear

positions, for which the nuclear coordinates are intermediate

between ‘‘0’’ state and ‘‘1’’ state. The intermediate structure is

geometrically symmetrical, favoring neither ‘‘0’’ nor ‘‘1’’ state,

and thus the calculated result can be explained by the electronic

structure of the molecule, not by the effect of nuclear relaxa-

tion. In a previous study, it was found that the electron switch

is caused mainly by the change of local field, with only a weak

dependence on nuclear relaxation.13 From Fig. 8(b) one can

see that in the vicinity of zero polarization, a small input

quadrupole moment induces a large quadrupole moment in

the output, suggesting that a small change in the input charge

configuration can switch a neighboring molecule from one

state to the other. This provides the basis for QCA operation.

Fig. 5 Bistable charge configuration ofmolecule 1, B6(CN)2(CRCC3H4)4.

The bistability is shown by the electrostatic isopotential surface. The

blue surface shows negative charge, and the red surface shows the

positive charge (colors are displayed in the online version only).

The closo-borate, locating at the geometrical center of 1, is negatively

charged, while two peripheral allyl groups are positively charged. The

different charge configurations are used to represent ‘‘0’’ and ‘‘1’’.

Fig. 6 Frontier molecular orbitals of molecule 1, B6(CN)2(CRCC3H4)4. Orbital energies are given in Hartree, obtained from ROHF calculations.

Fig. 7 HOMO and HOMO � 1 orbitals of the closo-hexaborate

dianion B6H6
2�. The HOMO is triply degenerate t2g orbitals and

HOMO � 1 is triply degenerate t1u orbitals. The extra two electrons

are needed to stabilized the boron cluster according to the Wade’s rule.
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For molecule 1, the Coulomb interaction tends to align

neighboring molecules. Each molecular quadrupole moment

induces the same quadrupole moment in its neighbor, at both

0 K and 300 K. The nonzero temperature response is calculated

by taking the thermal expectation value of the molecular

quadrupole moment calculated as follows:

QðTÞ ¼ ðQ0 þQ1e
�ðE1�E0Þ

kBT Þ=ð1þ e
�ðE1�E0Þ

kBT Þ ð1Þ

in which T is the temperature, Q0, Q1, E0 and E1 are the

quadrupole moment and total energy of the ‘‘0’’ and ‘‘1’’ states

respectively, and kB is Boltzman’s constant. From Fig. 8 we can

see that the quadrupole moment of two neighboring molecules

tend to align. Even at room temperature, the Coulomb inter-

action is sufficient to switch neighboring molecules. Also, for

Coulomb interactions between molecules, the built-in counter-

ions have symmetric effects on the neighboring molecule, and so

do not introduce a bias between the ‘‘0’’ and ‘‘1’’ states.

It worth noting that Fig. 8 demonstrates the response

function of 1 obtained by the direct computing of the polar-

ization and energy of two charge configurations. It does not

address the dynamics or speed of switching, which would

require the detailed study of the electron transfer matrix element,

as shown in our previous work.15 We note that comparable

electron transfer in saturated borate zwitterions has been

demonstrated by experiment.40

4.2 B6H2(CRRRCC3H4)4, B6H4(CRRRCC3H4)2, and

B6H6(C3H5)2

We turn to investigate the mechanism which stabilizes the

dianion dopant inside these QCA molecules. In the above

discussion we have considered the stable hexasubstituted

B6(CN)2(CRCC3H4)4. We now reduce the number of ligands

from six, to four, and then to two, and examine the resulting

B6H2(CRCC3H4)4, B6H4(CRCC3H4)2, and B6H6(C3H5)2
designated molecules 2, 3, and 4, as shown in Fig. 4(b)–(d),

in the same fashion. For all these species, we maintain D2h

symmetry for convenience in comparing the ligand influence

on the frontier molecular orbitals, which are helpful in under-

standing the stability of the corresponding borate dopant.

Geometry optimization of molecule 2 reveals that the

closo-borate is stretched along the four allyl groups, resulting

in a longer boron–boron distance between axial and equatorial

atoms than between axial and axial atoms (Table 1). The

optimization shows that four allyl groups are divided into two

groups. Two allyl groups are parallel to the B4 equatorial

plane, while the other two allyl groups are perpendicular to the

B4 equatorial plane. Like 1, two mobile electrons localize in

two antipodal allyl groups. The other two allyl p orbitals

are empty orbitals LUMO and LUMO + 1 due to the

‘‘self-doping’’. The B6 cluster obtains two extra electrons to

maintain a stable charge configuration. The Mulliken charge

distribution analysis reveals that the charge density for each

allyl group parallel to the B4 equatorial plane is about +1,

while allyl groups perpendicular to the B4 equatorial plane are

neutral. The charge distribution is consistent with the optimized

geometry. The C–C–C bond angle of cationic allyl groups is

1131, compared with that of the neutral allyl groups, which is

120.71 (see Table 1). Again, ROHF, ROMP2, and CDFT

calculations predict similar results on molecule 2.

Further reduction of the number of ligands leads to the

disubstituted B6H4(CRCC3H4)2 and non-substituted B6H6(C3H5)2

Fig. 8 (a) Geometry of the point charge quadrupole driver used as

input to molecule 1. The driver simulates the effect of another nearby

molecular cell. (b) The response function of molecule 1 when driven by

a neighboring molecule.

Fig. 9 Frontier molecular orbitals of molecule 2, B6H2(CRCC3H4)4. Orbital energies are given in Hartree, obtained from ROHF calculations.
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supermolecular system, where the allyl groups interact with

B6H6
2� via Van der Waals effects. The geometry optimizations

of 3 and 4 converge onto equilibrium structures that corres-

pond to the compressed octahedron, in which the boron–boron

distance between the axial and the substituted equatorial

boron is shortened compared to that between the axial and the

unsubstituted equatorial boron (see Table 1). This can be

explained by electrostatic attraction between borate dianion

and allyl cations. Other geometrical parameters are very similar

to those obtained from the hexa- and tetrasubstituted analogues.

The frontier molecular orbitals of 2, 3, and 4 are given in

Fig. 9–11. When the substituent group is bonded to the borate

cluster, molecular symmetry degrades from Oh to D2h, and

t2g and t1u evolve into Bg and Bu orbitals. The energy levels of

B6H6
2�, 1, 2, 3, and 4 are plotted in Fig. 12. For un-substituted

B6H6
2�, the energy of the HOMO t2g orbital is above 0,

which shows that the un-substituted dianion is unstable in

the gas phase and will spontaneously emit excess electrons. For

molecule 1, 2, 3 and 4, we can see that all Bg and Bu corres-

ponding to t2g and t1u of B6H6
2� are stable bonding orbitals,

since the orbital energies are obviously lower than zero.

It is well established that there are two mechanisms to

stabilize MCAs.24 One is provided by the larger molecular

space given by substituent ligands, because the large space

allows the distribution of extra electrons, thus reducing their

Coulomb repulsion. The other mechanism comes from the

Coulomb attraction between MCAs and positively charged

counterions. Molecule 1 demonstrates both mechanisms for

stabilizing a borate cluster, because 1 has two electrophilic CN

groups as well as the two mobile holes centered on allyl

groups. Compared with 1, 2 does not have CN groups, thus

the energy of its frontier orbitals is higher than that of

1 because of the relatively smaller molecular space; but the

anion-cation attraction is still sufficient to stabilize the boron

cluster MCA. Molecules 3 and 4 show that the smaller

molecular spaces are still able to contain extra charges, if the

cation–anion interaction is present. 4 is totally substituent-

free; however, due to the electrostatic interaction between allyl

cations and the borate anion, the whole molecular system

is still rather stable, which can be seen from the frontier

molecular orbitals energies given in Fig. 12.

5. Summary

We explore the possibility of neutral QCA molecules,

which include multiply charged anions MCAs,23 specifically

Fig. 10 Frontier molecular orbitals of molecule 3, B6H4(CRCC3H4)2.

Orbital energies are given in Hartree, obtained from ROHF calculations.

Fig. 11 Frontier molecular orbitals of molecule 4, B6H6(C3H5)2. Orbital

energies are given in Hartree, obtained from ROHF calculations.

Fig. 12 Frontier molecular orbitals of B6H6
2�, B6(CN)2(CRCC3H4)4,

B6H2(CRCC3H4)4, B6H4(CRCC3H4)2, and B6H6(C3H5)2. Orbital

energies are given in eV, obtained from ROHF calculations.
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closo-hexoborate dianion, as building blocks of candidate

QCA molecules. Due to the charge-deficiency of this type of

boron cluster, mobile charges are created in the molecular cell

though the whole molecular cell remains charge neutral. This

‘‘self-doping’’ mechanism removes counterions from the QCA

array, thus avoiding the complicated cation–anion pairing

that may impede information processes. We demonstrate the

‘‘self-doping’’ of several model molecules. The switchability of

molecule 1 was investigated using a molecular driver, which

showed that mobile charges created by ‘‘self-doping’’ can be

switched by a neighboring cell. Molecular orbital analysis

suggests that electrostatic interaction between opposite

charged moieties stabilizes the MCA building blocks. The

above studies suggests stable, neutral, and switchable QCA

molecules may indeed be possible.

The outlook for using boron clusters in the relevant synthesis

chemistry is promising. For QCA applications, feasible working

dots that can encode binary information may be provided by

various metallocenes and their derivatives due to their chemical

stability. In the past 20 years, zwitterionic metallocenes41 have

attracted considerable interest in the field of olefin polymeri-

zation catalysis since the pioneering work of Hlatky and

Turner,42 who serendipitously discovered a zwitterionic catalyst

that includes a reactive zirconocene center covalently bound to

an anionic triphenylborane. Interestingly, the motivation of

investigating zwitterionic metallocene catalysts is to avoid the

detrimental counterion effects—the same reason motivated us

in this study of potential molecular electronic devices.

To date most studies of zwitterionic metallocene catalysts have

been limited to systems containing a single boron atom,43–46

although dianion boron clusters have been introduced in the

chemistry of transition-metal zwitterions very recently.47–50

Monoborane systems have a relatively small spatial volume

and thus a weak ability to hold extra electrons. It is possible

that many complexes thought to be zwitterionic are in fact

stabilized by non-zwitterionic resonance or by partial hapticity.51

Instead of the monoborane moiety, the larger closo-borate

clusters suggested in this work are better charge containers

because of the unique electronic structure of boron clusters.39

For QCA implementation, this means that the mobile charges

created in the working dots are well separated from the opposite

charges, thus maintaining the binary characteristic of infor-

mation encoded on the molecular charge configuration.

Our results may have a bearing on related issues in catalysis.

For the implementation of zwitterionic metallocene catalysts,

using a closo-borate cluster building block instead of a single

boron atom may significantly increase the catalytic activity,

since the metal center may demonstrate a stronger cationic

characteristic. Also, due to the multiple charged anionic

structures, more than one cationic metal centers can be built

into the catalyst while the whole molecule still maintains

charge neutrality. This may create a new type of zwitterionic

catalyst with multiple reactive centers.
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