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ABSTRACT. On the flat torus Tm = Rm/Zm with angular coordinates θ⃗ we consider the random
function FR = a

(
R−1

√
∆

)
W , where R > 0, ∆ is the Laplacian on this flat torus, a is an even

Schwartz function on R such that a(0) > 0 and W is the Gaussian white noise on Tm viewed as a
random generalized function. For any f ∈ C(Tm) we set

ZR(f) :=
∑

∇FR(θ⃗)=0

f(θ⃗)

We prove that if the support of f is contained in a geodesic ball of Tm, then the variance of ZR(f)
is asymptotic to const × Rm as R → ∞. We use this to prove that if m ≥ 2, then as N → ∞ the
random measures N−mZN (−) converge a.s. to an explicit multiple of the volume measure on the
flat torus.
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1. INTRODUCTION

Denote by Tm the m-dimensional torus Rm/Zm and by g1 the flat metric of volume 1. In terms
of angular coordinates θ⃗ = (θ1, . . . , θ⃗m), θi ∈ R mod Z,

g1 = (dθ1)2 + · · ·+ (dθm)2.

For R > 0, meant to be large, we denote by ∆R the Laplacian of the metric gR = R2g1. Observe
that

vol
[
M, gR

]
= Rm vol

[
M, g1

]
= Rm, ∆R = R−2∆1.
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A complete orthonormal system of complex eigenfunctions of ∆1 is given by
(
e
ℓ⃗

)
ℓ⃗∈Zm

e
ℓ⃗

(
θ⃗
)
= e2πi⟨ℓ⃗,θ⃗⟩, ⟨ℓ⃗, θ⃗⟩ =

m∑
j=1

ℓjθ
j .

To describe a complete orthonormal system of real eigenfunctions of ∆1 we introduce the lexi-
cografic order on Zm, ℓ⃗ ≻ 0 iff ∃i0 : ℓi0 > 0, ℓi = 0, ∀i < i0. We set u0 = 1 and, for ℓ⃗ ≻ 0 we
set

u
k⃗

(
θ⃗
)
=

√
2 cos

(
2π⟨k⃗, θ⃗⟩

)
, v

ℓ⃗

(
θ⃗
)
=

√
2 sin

(
2π⟨ℓ⃗, θ⃗⟩

)
,

uR
k⃗
= R−m/2u

k⃗
, vR

ℓ⃗
= R−m/2v

ℓ⃗
.

The collection {
uR
k⃗
, vR

ℓ⃗
; k⃗ ⪰ 0, ℓ⃗ ≻ 0

}
is a complete L2(M, gR)-orthonormal system of real eigenfunctions of ∆R. Moreover

∆Ru
R
k⃗
= λ

k⃗
(R), ∆Rv

R
ℓ⃗
= λ

ℓ⃗
(R)vR

ℓ⃗
, λ

k⃗
(R) = R−2

∣∣ 2πk⃗ ∣∣2 = ( 2π/R )2 m∑
j=1

k2j .

Fix an even Schwarz function a ∈ S(R) such that a(0) = 1. We will refer to such an a as amplitude.
Fix independent standard normal random variables{

A
k⃗
, B

ℓ⃗
; k⃗ ⪰ 0, ℓ⃗ ≻ 0

}
and consider the random Fourier series

FR
a (θ⃗) = a(0)A0u

R
0

(
θ⃗
)
+
∑
ℓ⃗≻0

a
(
λ
ℓ⃗
(R)1/2

)(
A

ℓ⃗
uR
ℓ⃗

(
θ⃗
)
+B

ℓ⃗
vR
ℓ⃗

(
θ⃗
) )

= R−m/2
(
A0u0

(
θ⃗
)
+
∑
ℓ⃗≻0

a
(
|2πℓ⃗|/R

)(
A

ℓ⃗
u
ℓ⃗

(
θ⃗
)
+B

ℓ⃗
v
(
θ⃗
) ) )

= R−m/2
∑
ℓ⃗∈Zm

a
(
|2πℓ⃗|/R

)
Z
ℓ⃗
e
ℓ⃗
(θ⃗),

(1.1)

where

Z
ℓ⃗
=


A0, ℓ⃗ = 0,
1√
2

(
A

ℓ⃗
− iB

ℓ⃗

)
, ℓ⃗ ≻ 0,

Z̄−ℓ⃗
, ℓ⃗ ≺ 0.

Since a
(
|2πℓ⃗|/R

)
decays very fast as |ℓ⃗| → ∞ we deduce from Kolmogorov’s two-series theorem

that for any ν ∈ N the random series∑
ℓ⃗∈Zm

a
(
|2πℓ⃗|/R

)2 ∥ e
ℓ⃗
∥2Cν(Tm)

converges a.s. and thus the series ∑
ℓ⃗∈Zm

a
(
|2πℓ⃗|/R

)
Z
ℓ⃗
e
ℓ⃗

converges a.s. in Cν
(
Tm
)
. In particular, this shows that the Gaussian function FR

a is a.s. smooth.
Its covariance kernel is

CR
a

(
φ⃗+ τ⃗ , φ⃗

)
= CR

a (τ⃗) = R−m
∑
ℓ⃗∈Zm

a
(
|2πℓ⃗|/R

)2
e2πi⟨ℓ⃗,τ⃗⟩.
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Define

wa : Rm → R, wa

(
ξ
)
= a
(
|ξ|
)2
, |ξ|2 :=

m∑
j=1

ξ2j .

Its Fourier transform is
ŵa(x) =

∫
Rm

ei⟨ξ,x⟩wa(ξ)dξ.

The Fourier inversion formula shows that

a
(
|ξ|2

)
=

∫
Rm

ei⟨ξ,x⟩Ka(x)dx, Ka(x) :=
1

(2π)m
ŵa(x).

Using Poisson’s summation formula [15, §7.2] we deduce

CR
a (τ⃗) =

∑
k⃗∈Zm

Ka

(
(k⃗ − τ⃗)R

)
, τ⃗ = θ⃗ − φ⃗. (1.2)

We can think of FR
a either as a function on Tm, or as a Zm-periodic function of Rm. If we formally

let R→ ∞ in the equality

Rm/2FR
a (θ⃗) =

∑
ℓ⃗∈Zm

a
(
|2πℓ⃗|/R

)
Z
ℓ⃗
e
ℓ⃗
(θ⃗)

we deduce
W∞(θ⃗)“ = ” lim

R→∞
Rm/2FR

a (θ⃗) =
∑
ℓ⃗∈Zm

Z
ℓ⃗
e
ℓ⃗
(θ⃗).

The series on the right-hand-side is a.s. divergent but we can still assign a meaning to W∞ as a
random generalized function, i.e., a random linear functional

C∞(Tm) → R, W∞(f) =
∑
ℓ⃗∈Zm

Z
ℓ⃗

(
f, e

ℓ⃗
(θ⃗)
)
L2(Tm)

.

A simple computation shows that for any functions f0, f1 ∈ C∞(Tm)

Cov
[
W∞(f0),W∞(f1)

]
=
∑
ℓ⃗∈Zm

(
f0, eℓ⃗

)
L2(Tm,g1)

(
f1, eℓ⃗

)
L2(Tm,g1)

=
(
f0, f1

)
L2(Tm,g1)

.

The last equality shows that W∞ is the Gaussian white noise on Tm driven by the volume measure
volg1 ; see [13]. In other words, one could think of the family

(
WR = Rm/2FR

a

)
R>0

as a white

noise approximation. More precisely,WR
a = a

(
R−1

√
∆
)
W∞. Note that if a(x) = e−x2

, t = R−2,
then a

(
R−1

√
∆
)
= e−t∆, the heat operator.

The main goal of this paper is to investigate the distribution of the critical points of FR
a in the

white noise limit, R→ ∞.
With this in mind, we consider the rescaled function

ΦR
a

(
x
)
:= FR

a

(
x/R

)
= R−m/2

∑
ℓ⃗∈Zm

a
(
|2πℓ⃗|/R

)
Z
ℓ⃗
e2πi⟨ℓ⃗,R

−1x⟩.

We denote by KR
a the covariance kernel of ΦR

a . Then KR
a (x,y) = KR

a (x− y), where

KR
a (z)

(1.2)
=

∑
k⃗∈Zm

Ka(Rk⃗ − z) =
∑

t∈(RZ)m
Ka(t− z). (1.3)

Since Ka is a Schwartz function we deduce that

lim
R↗∞

KR
a = Ka in Ck

(
Rm

)
, ∀k ∈ N. (1.4)
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The function Ka(x−y) is the covariance kernel of an isotropic Gaussian function Φa. The equality
(1.4) suggests that ΦR

a approximates Φa for R >> 0.
Suppose that G : Rm → R is a Gaussian C2-function such that ∇G(x) is a nondegenerate

Gaussian vector for any x ∈ Rm. Then G is a.s. Morse (see Corollary 2.4). Define

C
[
−, G

]
=

∑
∇G(x)=0

δx.

This is a locally finite random measure on Rm in the sense of [8] or [17]. Thus, for every Borel
subset S ⊂ Rm, C[S,G] is the number of critical points of G in S. More generally, for any
measurable function φ : Rm → [0,∞), we set

C[φ,G] :=

∫
Rm

φ(x)C[dx, G] =
∑

∇G(x)=0

φ(x) ∈ [0,∞].

Clearly, ∇FR
a (y) = 0 iff ∇ΦR

a (Ry) = 0 so, for any boxB = [a, b]m ⊂ Rm, and any f ∈ C0
cpt(Rm),

we have
C
[
B,ΦR

a

]
= C

[
RB,FR

a

]
, C

[
f, FR

a

]
= C

[
fR,Φ

R
a

]
where fR(x) = f

(
R−1x

)
.

In [19, 23] it is shown that the random function Φa is a.s. Morse and there exists an explicit
positive constant Cm(a) that depends only on a and m such that for any box B ⊂ Rm and any
f ∈ C0

cpt(Rm) we have
E
[
C[B,Φa]

]
= Cm(a) vol

[
B
]
, (1.5a)

E
[
C[f,Φa]

]
= Cm(a)

∫
Rm

f(x)λ
[
dx
]
, (1.5b)

where λ denotes the Lebesgue measure on Rm.
Set C1 := [0, 1]m. In [19] the second author proved that there exists a constant C ′

a(m) ≥ 0 such
that

lim
R→∞

R−mVar
[
C[C1, F

R
a ]
]
= C ′

m(a). (1.6)

The proof of (1.6) in [19] is very laborious and computationally intensive.
The first result of this paper is a functional version of (1.6). We achieve this using a less compu-

tational, more robust and more conceptual technique. One consequence of this asymptotic estimate
functional strong law of large numbers concerning the random measures C[−, FN

a ], N ∈ N. Let us
provide some more details.

First some notation. Denote by | − | the Euclidean norm on Rm and by | − |∞ the sup-norm on
Rm. For x0 ∈ Rm and r > 0 we set

Br(x0) :=
{
x ∈ Rm; |x| ≤ r

}
, B∞

r (x0) :=
{
x ∈ Rm; |x|∞ ≤ r

}
.

Clearly Br(x0) ⊂ B∞
r (x0).

The function FR
a is Zm-periodic and for r ∈ (0, 1/2) the ball B∞

r (0) is contained in the interior
of a fundamental domain of the Zm-action since |x − y|∞ ≤ 2r < 1 and |ℓ⃗|∞ ≥ 1, ∀ℓ⃗ ∈ Zm \ 0.
This reflects the fact that the injectivity radius of the flat torus Tm = Rm/Zm is ≤ 1

2 so Br(0) can
be viewed as a geodesic ball. We can now state the main technical result of this paper.

Theorem 1.1. Fix an amplitude a, a positive integer m ∈ N, a radius r0 ∈ (0, 1/2) and a nonneg-
ative function f : Rm → R with support contained in Br0(0). Then the following hold.

(i)

lim
R→∞

R−mE
[
C[f, FR

a ]
]
= E

[
C[f,Φa]

]
= Cm(a)

∫
Rm

f(x)λ
[
dx
]
. (1.7)
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(ii) There exists a constant Vm(a) ≥ 0 that depends only on m and a such that

lim
R→∞

R−mVar
[
C[f, FR

a ]
]
= Vm(a)

∫
Rm

f(x)2dx. (1.8)

If we consider the normalized random measures

C̄R :=
1

Rm
C[−, FR

a ], R > 0

then we deduce that for any nonnegative f ∈ C0
cpt(Rm), supp f ∈ Br0(0), we have

lim
R→∞

E
[
C̄R[f ]

]
= Cm(a)

∫
Rm

f(x)λ
[
dx
]
, (1.9)

and
Var

[
C̄R[f ]

]
∼ V R−m as R→ ∞. (1.10)

Using finite partitions of unity we deduce from (1.10) that for any nonnegative f with compact
support

Var
[
C̄R[f ]

]
= O

(
R−m

)
as R→ ∞.

If m ≥ 2, then ∑
N∈N

1

Nm
<∞

Borel-Cantelli and (1.10) imply that for any nonnegative f ∈ C0
cpt(Rm) we have

lim
N→∞

C̄N [f ] = Cm(a)

∫
Rm

f(x)λ
[
dx
]

a.s. and in L2. (1.11)

Thus, in the white noise limit (R → ∞), the critical points of FR
a will equidistribute with prob-

ability 1. In the case m = 1, this law of large numbers is proved in the recent work of L. Gass [11,
Thm. 1.6].

To put (1.11) in its proper context we need to recall a few facts about the convergence of random
measures. For proofs and details we refer to [8, Chap. 11] and [17, Chap. 4].

We denote by Prob(Rm) the space of Borel probability measures on Rm, by Meas(Rm) the
space of finite probability measures on Rm and by Measloc(Rm) the space of locally finite Borel
measures on Rm, i.e., Borel measures µ such that µ

[
S
]
< ∞ for any bounded Borel set S ⊂ Rm.

Any such set S defines an additive map

LS : Measloc(Rm) → R, Measloc(Rm) ∋ µ 7→ LS(µ) = µ
[
S
]
∈ R.

The vague topology on the space Measloc(Rm) is the smallest topology such that all the maps LS ,
S bounded Borel, are continuous. The space Measloc(Rm) equipped with the vague topology is a
Polish space, i.e., it is separable and the topology is induced by a complete (Prokhorov-like) metric.

A random locally finite measure on Rm is a measurable map

M :
(
Ω, S,P

)
→ Measloc

(
Rm

)
,

where
(
Ω, S,P

)
is a probability space. Its distribution is a Borel probability measure PM on

Measloc
(
Rm

)
. It’s mean intensity is the measure M̄ on Rm

M̄[S] = E
[
M[S]

]
for any Borel subset S ⊂ Rm. We say that M is locally integrable if its mean intensity is locally
finite.
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A sequence of random measures MN :
(
Ω, S,P

)
→ Measloc

(
Rm

)
is said to converge vaguely

a.s. to the random measure M if

P
[ {

ω; MN (ω) → M(ω) vaguely in Measloc(Rm)
} ]

= 1.

One can show that the following statements are equivalent
• MN → M vaguely a.s..
• MN [S] → M[S], a.s., for any bounded Borel S ⊂ Rm.
• MN [f ] → M[f ], a.s., ∀f ∈ C0

cpt(Rm).
Similarly we say that MN → M vaguely Lp if the following equivalent conditions hold.

• MN [S] → M[S], Lp, for any bounded Borel S ⊂ Rm.
• MN [f ] → M[f ], Lp, ∀f ∈ C0

cpt(Rm).
We can rephrase the equality (1.11) as a law as large numbers.

Corollary 1.2 (Strong Law of Large Numbers). Suppose thatm ≥ 2. In white noise limit (N → ∞)
the random measures 1

NmC
[
−, FN

a

]
converge vaguely a.s. and L2 to the deterministic measure

Cm(a)λ. In particular, for any bounded Borel subset S ⊂ Rm we have

lim
N→∞

1

Nm
C
[
S, FN

a

]
= Cm(a)λ

[
S
]

a.s. and L2. ⊓⊔

In [20] the second author proved that in white noise limit the random measures C
[
−, FN

a

]
also

satisfy a Central Limit Theorem. More precisely, for any r ∈ (0, 1)

1

Nm/2

(
C[B∞

r/2, F
N
a ]− E

[
C[B∞

r/2, F
N
a ]
] )

converges in distribution to a centered normal random variable with nonzero variance.
The random functions FN

a are stationary and so the random measures C
[
−, FN

a

]
are stationary

as well, i.e., their distributions are invariant with respect to the natural action of Rm by translations
on Measloc(Rm).

As discussed in [8, Chap.12] or [17, Chap.5], every stationary random locally finite measure
M on Rm with locally finite mean intensity has an asymptotic intensity M̂. This is an integrable
random variable M̂ ∈ L1

(
Measloc(Rm),PM

)
with an ergodic meaning, [8, Sec. 12.2] or [17, Sec.

5.4]. More precisely, for any compact convex subset C ⊂ Rm containing the origin in its interior
we have

M̂ = lim
N→∞

1

vol
[
NC]

M[NC] a.s. and L1.

The random measure M = C[−,Φa] is stationary and the results of [23] show that the asymptotic
intensity of C[−,Φa] is the constant ĈΦa = Cm(a). We set

BR := [−R,R]m = B∞
R (0).

For fixed R ∈ N, the random function ΦR
a is

(
RZ

)m-periodic and we deduce that for any N ∈ N
we have

C[NBR,Φ
N0
a ] = NmC[NBR,Φ

R
a ].

Hence

C[BR,Φ
R
a ] = lim

N→∞

1

Nm
C[NBR,Φ

R
a ] = ĈΦR

a
vol
[
BR

]
,
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where ĈΦR
a

denotes the asymptotic intensity of the stationary random measure C[−,ΦR
a ]. Hence

ĈΦR
a
=

1

Rm
C
[
BR,Φ

R
a

]
.

Corollary 1.2 shows that

lim
N0→∞

Ĉ
Φ

N0
a

= ĈΦa = Cm(a),

a.s. and L2.
To prove Theorem 1.1 we relate the critical points of FR

a to the critical points of ΦR
a . The

advantage is that ΦR
a converges in distribution to the smooth isotropic function Φa. To get a handle

on the variance we express it as in integral over (Rm × Rm) \ ∆ where ∆ is the diagonal. To
deal with integrability far away from the diagonal we rely on the estimates in Lemma 3.1 that,
roughly speaking, states that as R → ∞ the covariance kernel Ka of Φa approximates well the
covariance kernel KR

a of ΦR
a over a large ball, of radius ≈ R/2. To deal with local integrability

near the diagonal we rely on the strategy of [2, 6]. The tricky part is proving estimates uniform in
R. Appendix B justifies why this is possible.

Let us say a few things about the organization of the paper. In Section 2 we survey a few facts
about Gaussian measures and Gaussian random fields and the Kac-Rice formula. Theorem 1.1 is
proved in Section 3. We have subdivided this section into several subsections corresponding to the
conceptually different steps in proof of Theorem 1.1.

The paper also includes two technical appendices. Appendix A describes several general con-
ditions guaranteeing various forms of ampleness (nondegeneracy) of Gaussian fields. To the best
of our knowledge these seem to be new and we believe they will find many other applications.
Appendix B contains explicit upper bounds for the variance of the number of zeros of a C2 Gauss-
ian field F in a given region R in terms of Ck norms of its covariance kernel of F and the size
of R. The finiteness of the variance is ultimately due to Fernique’s inequality [10] guaranteeing
that E

[
∥F∥p

C2

]
< ∞ for all p ∈ [1,∞). The fact that these Lp-norms can be controlled by the

covariance kernel of F follows from a result of Nazarov and Sodin [18].

2. BASIC GAUSSIAN CONCEPTS AND THE KAC-RICE FORMULA

Let first recall a few things about Gaussian vectors. For details and proofs we refer to [24].
Suppose that X is a finite dimensional real Euclidean space with inner product (−,−). An X-

valued Gaussian vector is a measurable map X :
(
Ω, S,P

)
→ X such that, for any ξ ∈ X ,

the random variable
(
ξ,X

)
is Gaussian. Above and in the sequel

(
Ω, S,P

)
denotes a probability

space. The Gaussian vector X is called centered if
(
ξ,X

)
has mean zero, ∀ξ ∈ X .

If X is a centered Gaussian random vector valued in the finite dimensional Euclidean space X ,
then its distribution is uniquely determined by its variance. This is the symmetric nonnegative
operator Var

[
X
]
: X → X uniquely determined by the equality

E
[
ei(ξ,X)

]
= e−

1
2
(Var[X]ξ,ξ ), ∀ξ ∈ X.

The Gaussian vector X is called nondegenerate if Var
[
X
]

is nonsingular.
Suppose that X1, X2 are centered Gaussian vectors valued in the Euclidean spaces X1 and re-

spectively X2. If X1, X2 are jointly Gaussian, i.e., X1 ⊕X2 is also Gaussian, then the variance of
X1 ⊕X2 has the block decomposition

Var
[
Xi ⊕X2

]
=

[
Var

[
X1

]
Cov

[
X1, X2

]
Cov

[
X2, X1 Var

[
X2

] ]
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where the covariance Cov
[
X1, X2

]
is a linear map X2 → X1 and

Cov
[
X1, X2

]
= Cov

[
X1, X2

]∗
.

If X1, X2 are jointly Gaussian and X1 is nondegenerate, then E
[
X2 ∥X1

]
, the conditional expec-

tation of X2 given X1, is an explicit linear function of X1. Moreover, for any continuous function
f : X2 → R with at most polynomial growth at ∞ we have the regression formula (see [4, Prop.
12] or [11, Sec. 2.3.2])

E
[
f(X2)

∣∣X1 = 0
]
= E

[
f(Z)

]
where Z = X2 − E

[
X2 ∥X1

]
is a centered Gaussian vector with variance

∆X2,X1 = Var
[
X2

]
− Cov

[
X2, X1] Var[X1]

−1Cov
[
X1, X2

]
. (2.1)

Suppose that U and V are finite dimensional real Euclidean spaces and V ⊂ V is an open set.
For a map F ∈ Ck(V ,U) we denote by F (k)(v) the k-order differential of F at v. It is an element
of the vector space Symk

(
V ,U

)
consisting of symmetric k-linear maps

V × · · · × V︸ ︷︷ ︸
k

→ U .

The k-th jet of F at v ∈ V is the vector

JkF (v) := F (v)⊕ F ′(v)⊕ · · · ⊕ F (v)(v).

The Jacobian of F at v ∈ V is

JF (v) =
√

det
(
F ′(v(F ′(v)∗

)
.

When U = V we have
JF (v) =

∣∣ detF ′(v)
∣∣

A U -valued random field on V is a family of random variables

F (v) :
(
Ω, S,P

)
→ U , Ω ∋ ω 7→ Fω(v) ∈ U , v ∈ V .

We will work with measurable random fields , i.e., random fields F such that the the map

Ω× V → U , (ω,v) 7→ Fω(v)

is measurable with respect to the product sigma-algebra on Ω × V . The maps Fω : V → U are
called the sample maps of the random field F . The random field is called Cℓ if all its sample maps
belong to Cℓ(V ,U).

The random field is called Gaussian if, for any n ∈ N, and any v1, . . . ,vn ∈ V , the random
vector (

F (v1), . . . , F (vn)
)
∈ Un

is Gaussian. In the sequel we will work exclusively with centered Gaussian fields, i.e., F (v) is
centered, ∀v ∈ V .

If F : Ω× V → U , the the covariance kernel of F is the map

KF : V × V → End
(
U
)
, KF (v1,v0) = Cov

[
F (v1), Fv0)

]
Work going back to Kolmogorov shows that if the covariance kernel of F is sufficiently regular, then
so is F . More precisely, we will need the following more precise result, [18, Appendices A.9-A.11].
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Theorem 2.1. Fix ℓ ∈ N0 andα ∈ (0, 1). Suppose that V is an open subset of Rm andX : Ω×V → R
is a centered Gaussian function with covariance kernel KX . Assume that K ∈ C2ℓ+2

(
V×V). Then

X admits a Cℓ,α-modification. Moreover, for every box B ⊂ V and every p ≥ 1 there exists a con-
stant Cp = C(B,V, ℓ, α) such that

E
[
∥X∥p

Cℓ,α(B)

]
≤ C

∥∥KX

∥∥p+1

C2ℓ+2(B×B)
, (2.2)

where Ck,α denotes the spaces of functions that are k times differentiable and the k-th differential
is Hölder continuous with exponent α. ⊓⊔

Suppose that F : Ω × V → U is a Cℓ Gaussian field. F is said to be ample if for any v ∈ V
the Gaussian vector F (v) is nondegenerate. More generally, if n is a positive integer, then we
say that F is n-ample if, for any pairwise distinct points v1, . . . ,vn ∈ V , the Gaussian vector
F (v1) ⊕ · · · ⊕ F (vn) is nondegenerate. Let 0 ≤ k ≤ ℓ. We say that F is Jk-ample if, for any
v ∈ V , the k-th jet JkF (v) is a nondegenerate Gaussian vector.

We have the following result. For a proof we refer to [1, Lemma 11.2.10] or [3, Sec. 4].

Lemma 2.2 (Bulinskaya). Suppose now that dimU = dimV = m and F : Ω × V → V is
an ample C1, Gaussian random field. Then, if K ⊂ V is a compact set of Hausdorff dimension
≤ m− 1, then F−1(0) ∩K = ∅ a.s.. Moreover

P
[
{F (v) = 0, JF (v) = 0}

]
= 0

⊓⊔

The Kac-Rice formula plays a central role in this paper. We state below one version of this
formula. For a proof we refer to [3] or [4, Thm.6.2].

Theorem 2.3 (Local Kac-Rice formula). Suppose that F : Ω× V → U is an ample C1, Gaussian
random field, m = dimV = dimU . Denote by pF (v) the probability density of the nondegenerate
Gaussian vector F (v). For any box B ⊂ V and any nonnegative continuous function w ∈ C(B)
we set

ZB(w,F ) =
∑

F (v)=0,
v∈B

w(v) ∈ [0,∞].

In particular Z(B,F ) := ZB(1, F ) is the number of zeros of F in B. Then ZB(φ, F ), is measur-
able, a.s. finite and

E
[
ZB(w,F )

]
=

∫
B
w(v)ρKR(v)dv (2.3)

where ρKR is the Kac-Rice density

ρKR(v) := E
[
JF (v)

∣∣F (v) = 0
]
pF (v)(0). (2.4)

⊓⊔

Corollary 2.4. Let V ⊂ Rm an open set. Suppose that Φ : V → R a Gaussian random function that
is a.s. C2 and such that the Gaussian vector ∇Φ(v) is nondegenerate for any v ∈ V. We denote by
p∇Φ(v) is probability density. The following hold.

(i) The random function Φ is a.s. Morse
(ii) We set

C[−,Φ] :=
∑

∇F (v)=0

δv (2.5)
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Then C[−,Φ] is a random locally finite measure on V in the sense of [8] or [17]. For any
nonnegative measurable function φ : V → [0,∞) we set

C[φ, ϕ] =

∫
φ(v)C[dv,Φ] =

∑
∇Φ(v)=0

φ(v).

(iii) For any box B ⊂ V , the function Φ a.s. has no critical points on ∂B and

E
[
CΦ[IBφ]

]
=

∫
B
E
[
| detHessΦ(v)|

∣∣∇Φ(v) = 0
]
p∇Φ(v)(0)φ(v)dv. (2.6)

The quantity
ρΦ := E

[
| detHessΦ(v)|

∣∣∇Φ(v) = 0
]
p∇F (v)(0) (2.7)

is called the Kac-Rice (or KR) density of Φ. ⊓⊔

We conclude this section with a technical result that will be used several times in the proof of
Theorem 1.1.

Suppose that V is an m-dimensional real Euclidean space with inner product (−,−). Denote
by S1(V ) the unit sphere in V , by Sym(V ) the space of symmetric operators V → V , and by
Sym≥0(V ) ⊂ Sym(V ) the cone of nonnegative ones. For A ∈ Sym≥0(V ) we denote by ΓA the
centered Gaussian measure on V with variance A.

The space Sym(V ) is equipped with an inner product(
A,B

)
op

= tr(AB), ∀A,B ∈ Sym(V ).

We denote by ∥ − ∥op the associated norm.
We have a natural map Sym≥0(V ) → Sym≥0(V ), A 7→ A1/2. We will have the following

result, [14, Prop.2.1].

Proposition 2.5. For any µ > 0 and ∀A,B ∈ Sym≥0(V ), such that A1/2 +B1/2 ≥ µ1 we have

µ
∥∥A1/2 −B1/2

∥∥
op

≤
∥∥A−B

∥∥1/2
op
. (2.8)

⊓⊔

Lemma 2.6. Fix A0 ∈ Sym≥0(V ) such that A1/2
0 ≥ µ01, µ0 > 0. Suppose that f : V → R is a

locally Lipschitz function that is homogeneous of degree k ≥ 1. For A ∈ Sym≥0(V ) we set

IA(f) :=

∫
V
f(v)ΓA

[
dv
]
.

Then for andR ≥ ∥A0∥op there exists a constantC = C(f,R, µ0) > 0 with the following property:
for any A ∈ Sym≥0(V ) such that ∥, A∥op ≤ R∣∣ IA0(f)− IA(f)

∣∣ ≤ C∥A−A0∥1/2 ≤ C(k,R)∥A−A0∥1/2op . (2.9)

In other words, A 7→ IA(f) is locally Hölder continuous with exponent 1/2 in the open set
Sym>0

(
V
)
.

Proof. The function f is Lipschitz on the ball

BR(V ) :=
{
v ∈ V ; ∥v∥ ≤ R

}
,

so there exists L = L(R) > 0 such that[
f(u)− f(v)

∣∣ ≤ L∥u− v∥, ∀u,v ∈ BR(V ). (2.10)
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Note that
IA(f) =

∫
V
f
(
A1/2v

)
Γ1
[
dv
]
,

so ∣∣ IA0(f)− IA(f)
∣∣ ≤ ∫

V

∣∣ f(A1/2v
)
− f

(
A

1/2
0 v

) ∣∣ Γ1[ dv ]
=

1

(2π)m/2

(∫ ∞

0
rn+k−1e−r2/2dr

)
︸ ︷︷ ︸

Cm,k

∫
S1(V )

∣∣ f(A1/2v
)
− f

(
A

1/2
0 v

) ∣∣ volS1(V )

[
dv
]

(2.10)

≤ Cm,kL(R)

∫
S1(V )

∥A1/2 −A
1/2
0 ∥op volS1(V )

[
dv
] (2.8)

≤ C(k,R, µ0)∥A−A0∥1/2op .

⊓⊔

3. PROOF OF THEOREM 1.1

We split the proof of Theorem 1.1 into several conceptually distinct parts.

3.1. The key estimate. The following technical result will play a key role.

Lemma 3.1. Fix r0 ∈ (0, 1) and a box B = B∞
r0/2

(0) = [−r0/2, r0/2]m. Then the following hold.

(i) For any ℓ ∈ N0 and any p > m there exists C = C(p,m, ℓ, a) > 0, independent of R,
such that, ∀R > 2 ∥∥KR

a −Ka

∥∥
Cℓ(RB)

≤ CR−p

(ii) For any ℓ ∈ N0 and any p > m there exists C = C(p,m, ℓ, a) > 0, independent of R,
such that, ∀R > 2, ∀x,y ∈ RB∣∣DℓKR

a (x− y)
∣∣ ≤ C(

1 + |x− y|∞
)p .

Proof. (i) Denote by T
Rk⃗

Ka the translate

T
Rk⃗

Ka(x) := K
(
x−Rk⃗

)
.

We have
KR

a (x)−Ka(x) =
∑

k⃗∈Zm\0

T
Rk⃗

Ka

(
x
)
.

Now observe that ∀R > 0, ∀x ∈ RB, and any k⃗ ∈ Zm \ 0 we have∣∣x−Rk⃗
∣∣
∞ ≥ N

∣∣ k⃗ ∣∣∞ −
∣∣x ∣∣∞ ≥ R

( ∣∣ k⃗ ∣∣∞ − r0/2
)
.

Since Ka and all its derivatives are Schwartz functions we deduce that for any p > m, and any
k⃗ ∈ Zm \ 0 ∥∥T

Rk⃗
Ka

∥∥
Cℓ(NB)

≤ C(p,m, ℓ, a)R−p
( ∣∣ k⃗ ∣∣∞ − r0/2

)−p
.

The last expression is well defined since r < 1 ≤
∣∣ k⃗ ∣∣∞ for any k⃗ ∈ Zm \ 0. Hence∥∥KR

a −Ka

∥∥
Cℓ(NB)

≤ C(p,m, ℓ, a)R−p
∑

k⃗∈Zm\0

( ∣∣ k⃗ ∣∣∞ − r0/2
)−p

The above series is convergent since p > m.
(ii) Note that ∀x,y ∈ RB we have

∣∣x − y
∣∣
∞ ≤ Rr0. Set z := x − y. We discuss only the case

ℓ = 0. The general case can be reduced to this case by taking partial derivatives.
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Using (i) we deduce that

C = sup
R

sup∣∣z ∣∣
∞
<r0

∣∣KR
a (z)

∣∣ <∞

and thus, ∀R ≥ 2, ∀
∣∣ z ∣∣∞ < r0, ∣∣KR

a (z)
∣∣ < C

(
1 + r0

)p(
1 +

∣∣ z ∣∣∞ )p .
Assume now that

∣∣ z ∣∣∞ ≥ r0. We have

KR
a (z) = Ka(z) +

∑
k⃗∈Zm\0

T
Rk⃗

Ka

(
z
)
,

and thus, ∣∣KR
a (z)

∣∣ ≤ ∣∣Ka(z)
∣∣+ ∑

k⃗∈Zm\0

∣∣T
Rk⃗

Ka

(
z
) ∣∣.

Since Ka(x) is Schwartz we deduce that there exists a constant C = C(p, a) such that

Cp(
1 +

∣∣ z ∣∣∞ )p + Cp

∑
k⃗∈Zm\0

1(
1 +

∣∣ z −Rk⃗
∣∣
∞
)p .

We have
∣∣ z ∣∣∞ ≤ Rr0 and

∣∣ z − Zk⃗
∣∣
∞ ≥

∣∣ z ∣∣∞( R
∣∣ k⃗ ∣∣∞∣∣ z ∣∣∞ − 1

)
≥
∣∣ z ∣∣∞( 1

r0

∣∣ k⃗ ∣∣∞ − 1
)
.

Thus ∑
k⃗∈Zm\0

1(
1 +

∣∣ z −Rk⃗
∣∣
∞
)p ≤

∣∣ z ∣∣−p

∞

∑
k⃗∈Zm\0

( 1

r0

∣∣ k⃗ ∣∣∞ − 1
)−p

︸ ︷︷ ︸
<∞

.

⊓⊔

3.2. An integral formula. Set B = B∞
r0/2

(0), fR(x) = f(x/R)

ZR[f ] = C[f, FR
a ] = C[fR,Φ

R
a ], Z[f ] = C[f,Φa].

Denote by ρRa the Kac-Rice density of ΦR
a and by ρa the Kac-Rice density of Φa; see (2.7). Since

both ΦR
a and Φa are stationary random functions we deduce that both ρRa and ρa are constant func-

tions. We set and Cm(a) := ρa(0). For an explicit description of Cm(a) we refer to [23] .
The covariance functions KR

a (z) and Ka(z) are even so the odd order derivatives of these func-
tions vanish at 0. This implies that the Gaussian vectors HessΦR

a
(0) and ∇ΦR

a (0) are independent.
A similar phenomenon is true for Φa. Thus, the conditional expectations in (2.7) are usual expecta-
tions. Using Lemma 2.6 and Lemma 3.1(i) we deduce that for any x ∈ Rm

sup
x∈RB

∣∣ ρRa (x)− ρa(x)
∣∣ = ∣∣ ρRa (0)− ρa(0)

∣∣ = O
(
R−∞ ), (3.1)

where O(N−∞) is short-hand for O(N−p), ∀p > 0. We deduce that

R−m
(
E
[
ZR[f ]

]
− E

[
Z[f ]

] )
= R−m

∫
RB

fR(x)
(
ρRa (0)− ρa(0)

)
dx
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=

∫
B
f(y)

(
ρRa (0)− ρa(0)

)
dy = O

(
R−∞ ).

On the other hand
E
[
Z[f ]

]
= Cm(a)

∫
Rm

f(x)dx.

We need to introduce some notation. Set
• Φ∞

a = Φa.
• For any R ∈ (0,∞] we define

Φ̂R, Φ̂ : Rm × Rm → R,

Φ̂R(x,y) = ΦR
a (x) + ΦR

a (y), Φ̂(x,y) = Φa(x) + Φa(y),

ĈR := C[−, Φ̂R
a ], ĤR(x,y) := Hess

Φ̂R(x,y), HR(x) := HessΦR
a
(x).

• Choose an independent copy ΨR
a of ΦR

a and for R ∈ (0,∞] set

Φ̃R(x,y) := ΦR
a (x) + ΨR

a (y), H̃R(x,y) := Hess
Φ̃R(x,y),

C̃R = C[−, Φ̃N ].
• For R ∈ (0,∞) define

f⊠2
R : Rm × Rm → R, f⊠R (x,y) = fR(x)fR(y)

and set ∥f∥ := ∥f∥C0(Rm).
• Set

X = Rm × Rm \∆ =
{
(x,y) ∈ Rm × Rm; x ̸= y

}
.

Observe that the random function on Φ̃R(x,y) is stationary with respect to the action of R2m on
itself by translations.

We have

ĈR[IXf
⊠2
R ] =

∑
∇ΦR

a (x)=∇ΦR
a (y)=0,

x̸=y

fR(x)fR(y) = ZR[f ]2 − ZR[f2].

Bulinskaya’s lemma implies that

P
[
∃x : ∇Φa(x) = ∇Ψa(x) = 0

]
= 0

and we deduce
C̃R[IXf

⊠2
R ] =

∑
∇ΦR

a (x)=∇ΨR
a (y)=0,

x̸=y

fR(x)fR(y)

=
∑

∇ΦR
a (x)=∇ΨR

a (y)=0

fR(x)fR(y) = C[f,ΦR
a ]
]
C[f,ΨR

a ], a.s..

Hence
E
[
C[f,ΦR

a ]C[f,Ψ
R
a ]
]
= E

[
C[f,ΦR

a ]
]
· E
[
C[f,ΨR

a ]
]
= E

[
C[f,ΦR

a ]
]2

so that

E
[
ĈR[IXf

⊠2
R ]
]
− E

[
C̃R[IXf

⊠2
R ]
]
= E

[
ZR[f ]2

]
− E

[
ZR[f ]

]2︸ ︷︷ ︸
=Var

[
ZR[f ]

] −E
[
ZR[f2]

]
We have seen that

lim
R→∞

R−mE
[
ZR[f2]

]
= Cm(a)

∫
Rm

f2(x)dx
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so we have to show that

I(R) := E
[
ĈR[IXf

⊠2
R ]
]
− E

[
C̃R[IXf

⊠2
R ]
]
∼ Zm(a)Rm

∫
Rm

f2(x)dx as R→ ∞ (3.2)

for some constant Zm(a) ∈ R that depends only on m and a.
According to Corollary A.12, there exists R0 > 0 such that for R ≥ R0, the gradient ∇ΦR

a is
2-ample and ΦR is J1-ample so, for R ≥ R0 the gradient ∇Φ̂R(x,y) is nondegenerate for any
x ̸= y and the random vector

(
ΦR
a (x),∇ΦR

a

)
is nondegenerate for any x ∈ Rn. As shown in [23]

this is true also for R = ∞, where we recall that Φ∞
a = Φa.

We can apply the Kac-Rice formula and we deduce that for any R > R0 we have

E
[
ĈR[IXf

⊠2
R ]
]

=

∫
Rm×Rm\∆

E
[
|det ĤR(x,y)|

∣∣∇Φ̂R(x,y) = 0
]
p∇Φ̂R(x,y)

(0)︸ ︷︷ ︸
=ρ̂R(x,y)

f⊠2
R (x,y)λ

[
dxdy

]
. (3.3)

The gradient ∇Φ̃R(x,y) is nondegenerate for any x,y and invoking Kac-Rice again we obtain

E
[
C̃R[IXf

⊠2
R ]
]

=

∫
Rm×Rm\∆

E
[
| det H̃R(x,y)|

∣∣∇Φ̃R(x,y) = 0
]
p∇Φ̃R(x,y)

(0)︸ ︷︷ ︸
=ρ̃R(x,y)

f⊠2
R (x,y)λ

[
dxdy

]
. (3.4)

The function ρ̃R(x,y) is independent of x,y since the random function Φ̃R is stationary. Thus

I(R) =

∫
X

(
ρ̂R(x,y)− ρ̃R(x,y)

)
fR(x)fR(y)λ

[
dxdy

]
=

∫
|x|, |y|≤Rr0/2,

x̸=y

(
ρ̂R(x,y)− ρ̃R(x,y)

)
fR(x)fR(y)λ

[
dxdy

]
.

(3.5)

Let us observe that for any x ̸= y we have

lim
R→∞

(
ρ̂R(x,y)− ρ̃R(x,y)

)
=
(
ρ̂∞(x,y)− ρ̃∞(x,y)

)
.

Moreover
lim

R→∞
fR(x) = f(0)

uniformly on compacts.

3.3. Off-diagonal behavior. Note that

Var
[
H̃R(x,y)

]
=

[
Var

[
HR(x)

]
0

0 Var
[
HR(y)

] ] .
For every z ∈ Rm we set

TR(z) :=
∑
|α|≤4

∣∣ ∂αKR
a (z)

∣∣.
Lemma 3.1(ii) shows that for every p > 0 there exists Cp = Cp(a,m, r) > 0 such that, ∀R,
∀
∣∣ z ∣∣∞ < Nr

∀N, ∀
∣∣ z ∣∣∞ < Rr0, TR(z) ≤ Cp

(
1 +

∣∣ z ∣∣∞ )−p
. (3.6)

We want to emphasize that Cp is independent of R.
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Observe next that

Var
[
∇Φ̃R(x,y)

]
=

[
Var

[
∇ΦR

a (x)
]

0
0 Var

[
∇ΦR

a (y)
] ] ,

is independent of x and y.

Var
[
∇Φ̂R(x,y)

]
=

 Var
[
∇ΦR

a (x)
]

Cov
[
∇ΦR

a (x),∇ΦR
a (y)

]
Cov

[
∇ΦR

a (y),∇ΦR
a (x)

]
Var

[
∇ΦR

a (y)
]


= Var

[
∇Φ̃R(x,y)

]
+

 0 Cov
[
∇ΦR

a (x),∇ΦR
a (y)

]
Cov

[
∇ΦR

a (y),∇ΦR
a (x)

]
0


︸ ︷︷ ︸

=:ER
∇(x,y)

.

Hence∥∥ Var
[
∇Φ̂R(x,y)

]
−Var

[
∇Φ̃R(x,y)

] ∥∥
op

= ∥ER
∇(x,y)∥op = O

(
TR(x− y)

)
, (3.7)

where ∥ − ∥op denotes the operator norm. Above and in the sequel, the constant implied by the
Landau symbol O is independent of R as long as x,y ∈ RB. In particular

Var
[
∇Φ̂R(x,y)

]−1
=
(
Var

[
∇Φ̃R(x,y)

]
+ ER

∇(x,y)
)−1

=
(
1+Var

[
∇Φ̃R(x,y)

]−1
ER
∇(x,y)

)−1
Var

[
∇Φ̃R(x,y)

]−1
.

(3.8)

As shown in [23], there exists an explicit positive constant dm such that

Var
[
∇Φa(x)

]
= dm1m, ∀x.

Then Var
[
∇ΦR

a (x)
]
= Var

[
∇ΦR

a (0)
]
, ∀x ∈ Rm and

Var
[
∇ΦR

a (0)
]
= dm1m +O

(
R−∞ ).

The variance Var
[
∇Φ̃R(x,y)

]
is independent of x and y and

Var
[
∇Φ̃R(x,y)

]
= Var

[
∇ΦR

a (0)
]
⊕Var

[
∇ΦR

a (0)
]
= dm12m +O

(
R−∞ ). (3.9)

From (3.8) and (3.9) we conclude that there exists C0 > 0, independent of R > R0, such that

∥Var
[
∇Φ̃R(x,y)

]−1
ER
∇(x,y)∥op <

1

2
, ∀x,y ∈ RB, |x− y|∞ > C0,

and thus ∥∥ Var
[
∇Φ̂R(x,y)

]−1 −Var
[
∇Φ̃R(x,y)

]−1 ∥∥
op

= O
(
TR(x− y)

)
, ∀x,y ∈ RB, |x− y|∞ > C0.

(3.10)

Note that since ΦR
a is stationary, Var

[
H̃R(x,y)

]
is independent of x and y.

Var
[
ĤR(x,y)

]
=

 Var
[
HR(x)

]
Cov

[
HR(x), HR(y)

]
Cov

[
HR(y), HR(x)

]
Var

[
HR(y)

]


= Var
[
H̃R(x,y)

]
+

 0 Cov
[
HR(x), HR(y)

]
Cov

[
HR(y), HR(x)

]
0


︸ ︷︷ ︸

=:ER
H(x,y)

.
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We deduce∥∥ Var
[
ĤR(x,y)

]
−Var

[
H̃R(x,y)

] ∥∥
op

= ∥ER
H(x,y)∥op = O

(
TR(x− y)

)
. (3.11)

We denote by H̃R(x,y)
♭ the Gaussian random matrix

H̃R(x,y)
♭ = H̃R(x,y)− E

[
H̃R(x,y) ∥∇Φ̃R(x,y)

]
.

We define ĤR(x,y)
♭ similarly

ĤR(x,y)
♭ = ĤR(x,y)− E

[
ĤR(x,y) ∥∇Φ̂R(x,y)

]
.

The distributions of H̃R(x,y)
♭ and ĤR(x,y)

♭ are determined by the Gaussian regression formula
(2.1). We have

Cov
[
ĤR(x,y),∇Φ̂R(x,y)

]
=

 Cov
[
HR(x),∇ΦR

a (x)
]

Cov
[
HR(x),∇ΦR

a (y)
]

Cov
[
HR(y),∇ΦN

a (x)
]

Cov
[
HR(y),∇ΦR

a (y)
]


=

 Cov
[
HR(0),∇ΦR

a (0)
]

Cov
[
HR(x),∇ΦR

a (y)
]

Cov
[
HR(y),∇ΦR

a (x)
]

Cov
[
HR(0),∇ΦR

a (0)
]
 .

The covariance Cov
[
HR(0),∇ΦR

a (0)
]

involves only third order partial derivatives of KN
a at 0,

and these are all trivial since KR
a is an even function. Hence

Cov
[
ĤR(x,y),∇Φ̂R(x,y)

]
=

 0 Cov
[
HR(x),∇ΦR

a (y)
]

Cov
[
HR(y),∇ΦR

a (x)
]

0

 .
Similarly

Cov
[
H̃R(x,y),∇Φ̃R(x,y)

]
=

 Cov
[
HR(x),∇ΦR

a (x)
]

0

0 Cov
[
HR(y),∇ΦR

a (y)
]
 = 0.

Lemma 3.1(ii) implies that∥∥ Cov
[
H̃R(x,y),∇Φ̃R(x,y)

] ∥∥
op

= O
(
TR(x− y)

)
,∥∥ Cov

[
ĤR(x,y),∇Φ̂R(x,y)

] ∥∥
op

= O
(
TR(x− y)

)
.

Since Var
[
∇Φ̃N (x,y)

]
and we deduce from the regression formula (2.1) that

Var
[
H̃R(x,y)

]
= Var

[
H̃R(x,y)

♭
]
+O

(
TR(x− y)

)
,

Var
[
ĤR(x,y)

]
= Var

[
H̃R(x,y)

♭
]
+O

(
TR(x− y)

)
.

The regression formula (2.1) shows that

Var
[
ĤR(x,y)

♭
]
= Var

[
ĤR(x,y)

]
−Cov

[
ĤR(x,y),∇Φ̂R(x,y)

]
Var

[
∇Φ̂R(x,y)

]−1
Cov∇Φ̂R(x,y), ĤR(x,y)

]
.

= Var
[
H̃R(x,y)

♭
]
+O

(
TR(x− y)

)
−Cov

[
ĤR(x,y),∇Φ̂R(x,y)

]
Var

[
∇Φ̂R(x,y)

]−1
Cov

[
∇Φ̂R(x,y), ĤR(x,y)

]
.
.
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Since Cov
[
ĤR(x,y),∇Φ̂R(x,y)

]
= O

(
TR(x− y)

)
we deduce from (3.9) and (3.10) that there

exists C1 > 0, independent of R > R0, such that

Cov
[
ĤR(x,y),∇Φ̂R(x,y)

]
Var

[
∇Φ̂R(x,y)

]−1
Cov

[
∇Φ̂R(x,y), ĤR(x,y)

]
= O

(
TR(x,y)

)
, ∀x,y ∈ RB, |x− y|∞ > C1,

and thus ∥∥ Var
[
ĤR(x,y)

♭
]
−Var

[
H̃R(x,y)

♭
] ∥∥

op

= O
(
TR(x− y)

)
, ∀x,y ∈ RB, |x− y|∞ > C2 = max(C0, C1).

Since Var
[
H̃R(x,y)

]
= Var

[
HR(0)

]
⊕Var

[
HR(0)

]
we deduce from Lemma 3.1(i) that there

exists µ0 > 0 such that

Var
[
H̃R(x,y)

♭
]
≥ µ01, ∀R ≥ R0.

Note also that (3.7) implies that there exists C3 > 0, independent of R > R0, such that

sup
x,y∈RB

|x−y|∞>C3

∥Var
[
ĤR(x,y)

♭
]
∥op = O(1).

Lemma 2.6 implies that∣∣∣E[ | det ĤR(x,y)
♭|
]
− E

[
|det H̃R(x,y)

♭|
] ∣∣∣ = O

(
TR(x− y)1/2

)
. (3.12)

Using (3.10) we deduce that there exists C4 > 0, independent of R > R0, such that∣∣∣ p∇Φ̂R(x,y)
(0)− p∇Φ̃R(x,y)

(0)
∣∣

=
1

(2π)m/2

∣∣∣ detVar [∇Φ̂R(x,y)
]−1 − detVar

[
∇Φ̃R(x,y)

]−1
∣∣∣

= O
(
TR(x− y)

)
, ∀x,y ∈ RB, |x− y|∞ > C4.

(3.13)

We can now estimate the right-hand-side of (3.5). For any x,y ∈ RB

O
(
TR(x− y)

) (3.6)
= O

( ∣∣x− y
∣∣−p/2

∞
)
, ∀p > 0.

Using (3.10), (3.11), (3.12) and (3.13) that we conclude that there exists C5 > 1, independent of
R > R0 such that, for any p > m,

∀x,y ∈ RB, |x− y|∞ > C5,
∣∣ ρ̂R(x,y)− ρ̃R(x,y)︸ ︷︷ ︸

=∆R(x,y)

∣∣ = O
( ∣∣x− y

∣∣−p/2

∞
)
. (3.14)

Since the random function ΦR
a is stationary, we deduce that for any x,y, z ∈ Rm such that x ̸= y

we have

∆R(x+ z,y + z) = ∆R(x,y)

so ρ̂R(x,y), ρ̃R(x,y) and ∆R(x,y) depend only on y − x.
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3.4. Conclusion. Assume now that x,y ∈ RB and |x−y|∞ ≤ C5. Denote by X̂ the radial-blowup
of Rm × Rm along the diagonal. It is diffeomorphic to the product Rm × Sm−1 × [0,∞).

Choose new orthogonal coordinates (ξ, η) given by

ξ = x+ y, η = x− y⇐⇒x =
1

2
(ξ + η), y =

1

2
(ξ − η)

then
|x− y| = |η|, dxdy = 2−2mdξdη.

Note that if x,y ∈ supp fR, then |x|, |y| ≤ Rr0/2 and thus

x,y ∈ supp fR ⇒ |ξ|, |η| < 1

2

(
|ξ + η|+ |ξ − η|

)
= |x|+ |y| ≤ Rr0. (3.15)

The natural projection π : X̂ → Rm × Rm can given the explicit description

Rm × Sm−1 × [0,∞) ∋ (ξ,ν, r) 7→ (ξ, η) = (ξ, rν) ∈ Rm × Rm.

Set for R ∈ (R0,∞] we set

wR(x,y) = |x− y|m−2ρ̂R(x,y).

Lemma 3.1(i) implies that for any C > 0

sup
R∈(R0,∞]

sup ∥KR
a ∥C6(RB) <∞.

We deduce from Proposition B.2 and Lemma B.1 that

sup
R∈(R0,∞]

sup
x,y∈RB

0<|x−y|≤C5

∣∣wR(x,y)
∣∣ <∞. (3.16)

It is easy to see that ρ̃R ◦ π admits a continuous extension to the blow-up. Using (3.14) and (3.16)
we deduce that for any p > 0 there exists a constant Kp > 0, independent of R, such that

|x− y|m−1
∣∣∆R(x,y)

∣∣ ≤ Kp

(
1 + |x− y|

)−p+m−1
, ∀x,y ∈ RB (3.17)

Set
δR(ξ, η) = ∆R

(
π(ξ, η)

)
Since ∆R(x,y) depends only on y − x we deduce that δR(ξ, η) is independent of ξ. We have

I(R) =

∫
X
∆R(x,y)f

⊠2
R (x,y)dxdy =

∫
|x|,|y|≤Rr0/2

x̸=y

∆R(x,y)f
⊠2
R (x,y)dxdy

(3.15)
=

1

22m

∫
|ξ|<Rr0,

|ν|=1, r∈(0,Rr0)

rm−1δR
(
ξ, rν

)
fR

( ξ + rν

2

)
fR

( ξ − rν

2

)
dr volSm−1 [dν]dξ

(ξ = 2Rζ, δR(ξ, rν) = δR(0, rν))

= Rm

∫
|ζ|≤

2−m

∫
|ν|=1

r∈(0,Rr0)

rm−1δR
(
0, rν

)
f
(
ζ +

rν

2R

)
f(ζ − rν

2R

)
dr volSm−1 [dν]

 dζ

︸ ︷︷ ︸
=:J(R)

.

Note that
δR
(
0, rν

)
= ρ̂R(rν/2,−rν/2)− ρ̃R(rν/2,−rν/2)

and for r > 0, |ν| = 1 fixed

lim
R→∞

δR
(
0, rν

)
= δ∞(0, rν) = ρ̂∞(rν/2,−rν/2)− ρ̃∞(rν/2,−rν/2).
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We deduce from (3.15) and (3.16) that for any p > 0 there exists Kp > 0 such that for any R > R0

, |ζ| < r0/2, |ν| = 1 and r ≤ Rr0 we have∣∣∣ rm−1δR
(
0, rν

)
f
(
ζ +

rν

2R

)
f
(
ζ − rν

2R

) ∣∣∣ ≤ Kp∥f∥2
(
1 + r

)−p+m−1
.

For p > m we have∫
|ζ|≤r0/2

(∫
(0,∞)×Sm−1

(
1 + r

)−p+m−1
dr volSm−1

[
dν

)
dζ <∞.

The dominated convergence theorem implies that J(R) has a finite limit asR→ ∞. More precisely

lim
R→∞

J(R) =

∫
|ζ|≤r0/2

2−m

(∫
|ν|=1
r>0

rm−1δ∞
(
0, rν

)
dr volSm−1 [dν]

)
︸ ︷︷ ︸

=:Zm(a)

f(ζ)2dζ.

This concludes the proof of Theorem 1.1.

APPENDIX A. SOME ABSTRACT AMPLENESS CRITERIA

We begin we an abstract result that will be our main tool for detecting ample Gaussian fields.

Proposition A.1. Let X be a separable Banach space with norm ∥−∥. Let (xn)n≥0 be a sequence
in X and (cn)n≥0 a sequence of positive real numbers such that∑

n≥1

cn∥xn∥ <∞.

Denote by Y the closure of the span of (xn)n≥1. Let (An)n≥1 be a sequence of independent stan-
dard normal random variables defined on the probability space (Ω, S,P). Then the following hold.

(i) There exists a negligible subset N ∈ S such that the series∑
n≥1

An(ω)cnxn

converges in X to an element in Y for any ω ∈ Ω \N.
(ii) The map S : Ω → Y defined by

S(ω) =

{∑
n≥1An(ω)cnxn, ω ∈ Ω \N,

0, ω ∈ N

is Borel measurable and the push-forward ΓS := S#P is a nondegenerate Gaussian mea-
sure on Y .

(iii) For any nonempty open subset O ⊂ Y , P
[
S ∈ O

]
> 0.

Proof. (i) We will show that the random scalar series∑
n

|An|cn∥xn∥

is a.s. convergent. According to Kolmogorov’s two-series theorem this happens if the positive
random variables Xn = |An| · cn∥xn∥ satisfy∑

n≥1

E
[
Xn

]
<∞ and

∑
n≥1

E
[
X2

n

]
<∞.
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Now observe that

E
[
|An|

]
= 2

1√
2π

∫ ∞

0
xe−x2/2dx =

√
2

π
,

∑
n≥1

E
[
Xn

]
=

√
2

π

∑
n≥1

cn∥xn∥ <∞

and ∑
n≥1

E
[
X2

n

]
=
∑
n≥1

c2n∥xn∥2 <∞.

(ii) Define Sn : Ω → Y

Sn(ω) =

{∑n
k=1Ak(ω)ckxk, ω ∈ Ω \N,

0, ω ∈ N.

The maps Sn are measurable since the addition operation on a separable Banach space is a measur-
able map. The map S is measurable since for any ξ ∈ Y ∗ the function ⟨ξ, S⟩ is measurable as limit
of the measurable functions ⟨ξ, Sn⟩.

To see that ΓS is a Gaussian map let ξ ∈ Y ∗. Then

⟨ξ, S(ω)⟩ = lim
n→∞

⟨ξ, Sn(ω)⟩.

The random variables

⟨ξ, Sn⟩ =
n∑

k=1

Ancn⟨ξ, xn⟩

are Gaussian as sum of independent Gaussians. Since the limit of Gaussian random variables is also
Gaussian we deduce that ⟨ξ, S⟩ is Gaussian with variance

v[ξ] =
∑
n≥1

c2n
∣∣ ⟨ξ, xn⟩ ∣∣2.

Since (xn) spans a dense subspace of Y , we deduce that for any ξ ∈ Y ∗ \ 0 there exists n such
that ⟨ξ, xn⟩ ̸= 0. This proves that ΓS is nondegenerate. Part (iii) now follows from the Support
Theorem [7, Thm. 3.6.1] or [24, Cor. 4.2.1]. ⊓⊔

Proposition A.2. Suppose that U is a Banach space with norm ∥−∥, T is a compact metric space,
N ∈ N and

G : UN × T → [0,∞), (u1, . . . , uN , t) 7→ G(u1, . . . , uN , t) ∈ [0,∞)

is a continuous function. We define

G∗ : U
N → [0,∞), G∗(u1, . . . , uN ) := min

t∈T
G(u1, . . . , uN , t).

Suppose that there exist v1, . . . , vN ∈ U such that G∗(v1, . . . , vN ) = r0 > 0. Then, for any
r ∈ (0, r0), there exists ε = ε(r) > 0 such that

∀u1, . . . , uN ∈ U , ∀i = 1, . . . N, ∥ui − vi∥ < ε⇒ G∗(u1, . . . , uN ) > r.

In particular if
U1 ⊂ U2 ⊂ · · ·

is an increasing sequence of finite dimensional subspaces of U whose union is a dense subspace of
U , then there exists ν ∈ N and

u1,ν , . . . , uN,ν ∈ Uν

such that G∗
(
u1,ν , . . . , uN,ν

)
> 0.
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Proof. We argue by contradiction suppose there exists r1 ∈ (0, r0) and sequences in U(
ui,ν

)
ν∈N, i = 1, . . . , N,

such that
lim
ν→∞

∥ui,ν − vi∥ = 0, ∀i = 1, . . . , N,

and
G∗(u1,ν , . . . , uN,ν) ≤ r1, ∀ν.

Next choose tν ∈ T such that

G
(
u1,ν , . . . , uN,ν , tν

)
= G∗

(
u1,ν , . . . , uN,ν

)
.

Upon extracting a subsequence we can assume that tν converges in T to some point t∞. Then

r1 ≥ lim inf
ν→∞

G∗
(
u1,ν , . . . , uN,ν

)
= lim inf

ν→∞
G
(
u1,ν , . . . , uN,ν , tν

)
= G

(
v1, . . . , vN , t∞) ≥ r0 > r1.

⊓⊔

With T a compact metric space as above. Let E → T be a rank r topological real vector bundle
over T equipped with a continuous metric h. We will refer to the pair (E, h) as a metric vector
bundle. For t ∈ T we denote by | − |t the norm on the fiber Et induced by h. The space C0(E) of
continuous sections E is a Banach space with respect to the norm

∥u∥ := sup
t∈T

∣∣u(t) ∣∣
t
, u ∈ C(E).

Definition A.3. An ample Banach space of sections of E is a Banach space U ⊂ C0(E) continu-
ously embedded in C0(E) such that

∀t ∈ T , span
{
u(t), u ∈ U

}
= Et.

Let k ∈ N. We say that the Banach space U is k-ample if for any distinct points t1, . . . , tk ∈ T the
map

U ∋ u 7→ u(t1)⊕ · · · ⊕ u(tk) ∈ Et1 ⊕ · · · ⊕ Etk

is onto. ⊓⊔

Example A.4. The space C0(E) is a k-ample Banach space of continuous sections of E → T for
any k ∈ N. If T is a compact smooth manifold and E → T is a smooth vector bundle, then each of
the spaces Cℓ(E), ℓ ∈ N, is a k-ample Banach space of sections of E for any k ∈ N. ⊓⊔

Corollary A.5. Let E → T be a real metric vector bundle over the compact metric space T .
Suppose that U ⊂ C0(E) is an ample Banach space of sections of E and

U1 ⊂ U2 · · ·

is an increasing sequence of finite dimensional subspaces of U such that

U∞ =
⋃
ν∈N

Uν

is dense in U . Then there exists ν ∈ N, for any t ∈ T , the evaluation map

Evt : Uν → Et is onto.
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Proof. Using the compactness of T and the openess of the surjectivity condition we can find
v1, . . . , vN ∈ U such that

∀t ∈ T , span
{
v1(t), . . . , vN (t)

}
= Et.

For every u1, . . . , uN ∈ U and t ∈ T define

Su1,...,uN ,t : RN → Et, Su1,...,uN ,t(x) =
N∑
k=1

xkuk(t)

and
G(u1, . . . , uN , t) = det

(
Su1,...,uN ,tS

∗
u1,...,uN ,t

)
≥ 0.

Note that
span

{
u1(t), . . . , uN (t)

}
= Et⇐⇒G(u1, . . . , uN , t) > 0.

The resulting map G : UN × T → [0,∞) is continuous and

G(v1, . . . , vN , t) > 0, ∀t ∈ T

Hence
G∗(v1, . . . , vN ) = inf

t∈T
G(v1, . . . , vN , t) > 0.

Using Proposition A.2, we deduce that there exists ν ∈ N and u1,ν , . . . , uN,ν ∈ Uν such that

G∗(u1,ν , . . . , uN,ν) > 0.

Hence
Evt : span

{
u1, . . . , uN

}
⊂ U → Et is onto, ∀t ∈ T .

A fortiori, this implies that
Evt : Uν → Et is onto, ∀t ∈ T .

⊓⊔

Corollary A.6. Let E → T be a real metric vector bundle over the compact metric space T .
Suppose that U ⊂ C0(E) is a 2-ample Banach space of sections and

U1 ⊂ U2 · · ·

is an increasing sequence of finite dimensional subspaces of U such that

U∞ =
⋃
ν∈N

Uν

is dense in U . Then, for any open neighborhood O of the diagonal ∆ ⊂ T× T, there exists ν ∈ N
such that for any (t1, t2) ∈ T 2 \ O, the evaluation map

Evt1,t2 : Uν → Et1 ⊕ Et2 is onto.

Proof. For t ∈ T 2 and u ∈ U we set

u(t) := u(t1)⊕ u(t2), Et = Et1 ⊕ Et2 , Evt(u) = u(t).

Using the compactness of T 2 \ O and the openness of the surjectivity condition we can find
v1, . . . , vN ∈ U such that

∀t ∈ T 2 \ O, span
{
v1(t), . . . , vN (t)

}
= Et.
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For every u1, . . . , uN ∈ U and t ∈ T 2 define

Su1,...,uN ,t : RN → Et, Su1,...,uN ,t(x) =
N∑
k=1

xkuk(t)

and

G(u1, . . . , uN , t) = det
(
Su1,...,uN ,tS

∗
u1,...,uN ,t

)
≥ 0.

Note that

span
{
u1(t), . . . , uN (t)

}
= Et⇐⇒G(u1, . . . , uN , t) > 0.

Thus

G(u1, . . . , uN , t) > 0 ⇐⇒ Evt : span
{
u1, . . . , uN

}
⊂ U → Et is onto.

The resulting map G : UN ×
(
T 2 \ O

)
→ [0,∞) is continuous and

G∗(v1, . . . , vN ) = inf
t∈T 2\O

G(v1, . . . , vN , t) > 0.

Using Proposition A.2, we deduce that there exists ν ∈ N and u1,ν , . . . , uN,ν ∈ Uν such that

G∗(u1,ν , . . . , uN,ν) > 0.

Hence

Evt : span
{
u1, . . . , uN

}
⊂ U → Et is onto, ∀t ∈ T 2 \ O.

A fortiori, this implies that

Evt : Uν → Et is onto, ∀t ∈ T 2 \ O.

⊓⊔

Proposition A.7. Suppose that E → T is a topological metric vector bundle over the compact met-
ric space T . Let X ⊂ C0(E) be an ample Banach space of sections of E embedded continuously
in C0(T ).

Suppose that (un)n∈N is a sequence of sections in X such that span
{
un, n ∈ N

}
is dense in

X and exists α > 0 such that

∥un∥U = O(nα) as n→ ∞. (A.1)

Fix a sequence of positive real numbers (λn)n≥0 such that

lim inf
n→∞

λn
nβ

> 0, (A.2)

for some β > 0. Let a ∈ S(R) be an even Schwartz function such that a(0) = 1. Fix a sequence of
i.i.d. standard normal random variables (Xn)n≥0. Then the following hold.

(i) For any R > 0 the random series∑
n∈N

a
(
λn/R

)
Xnun (A.3)

converges a.s. in X . Denote by ΦR the resulting continuous Gaussian section of E.
(ii) There exists R0 such that ∀R > R0 the Gaussian section ΦR is ample.
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Proof. (i) Since a is a Schwartz function we deduce from (A.1) and (A.2) that∑
n→∞

∣∣ a(λn/R ) ∣∣∥un∥X <∞, ∀ℏ > 0

The convergence of the random series (A.3) in C0(E) follows from Proposition A.1.
(ii) For ℏ > 0 we set

NR :=
{
n ∈ N; a

(
λn/R

)
̸= 0

}
and denote by Y R the closure in X of

span
{
un; n ∈ NR

}
.

According to Proposition A.1 the above random series defines a nondegenerate Gaussian Γℏ mea-
sure on the Banach space Y ℏ.

Set
Uν := span

{
u1, . . . , uν

}
.

Since a(0) = 1, we deduce that

∃r0 > 0, ∀|t| ≤ r0,
∣∣ a(t) ∣∣ ≥ 1/2.

Hence, for any ν ∈ N there exists R = R(ν) > 0 so that

∀R ≥ R(ν), max
1≤k≤ν

λk/R < r0,

i.e.,
Uν ⊂ Y R, ∀R ≥ R(ν).

Corollary A.5 implies that there exists ν0 ∈ N such that

∀t ∈ T , Evt : Uν0 → Et is onto.

Set ℏ0 = ℏ(ν0) such that Uν0 ⊂ Y R, ∀R ≤ R0.
We will show that for any t ∈ T and any R ≥ R0, the Gaussian vector ΦR(t) is nondegenerate,

i.e., for any open set O ⊂ Et, P
[
ΦR(t) ∈ O

]
> 0. Equivalently, this means

ΓR
[
Ev−1

t (O)
]
> 0.

Since ΓR is a nondegenerate Gaussian measure on Y R, it suffice to show that the open subset
Ev−1

t (O) ⊂ Y R is nonempty. This is indeed the case since Ev−1
t (O) ⊃ Ev−1

t (O) ∩ Uν0 ̸= ∅. ⊓⊔

Suppose that M is a smooth compact manifold. Denote by Ck(E) the vector space of sections of
E that are k-times continuously differentiable. We need to define on Ck(E) a structure of separable
Banach space and to do so we need to make some choices.

• Fix a smooth Riemannian metric g on M .
• Fix a smooth h metric on E. We denote by (−,−)Ex the induced inner product on Ex.
• Fix a connection (covariant derivative) ∇h on E that is compatible with the metric h.

We will refer to such choices as standard choices. There are several geometric objects canonically
induced by these choices; see [22, Sec. 3.3].

First, the metric g determines a a Borel measure volg on M , classically referred to as the volume
element or the volume density. Next, the metric determines the Levi-Civita connection ∇g on TM .
The metric g also determines metrics on all the tensor bundles TM⊗p ⊗ (T ∗M)⊗q and the connec-
tion ∇g determines connections on these bundles compatible with the metrics induced by g. To ease
the notational burden we will denote by ∇g each of these connections.
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Similarly, the metric h induces metrics in all the bundles E⊗p ⊗ (E∗)⊗q and the connection ∇h

determines connections on these bundles compatible with the induced metrics. We will denote by∣∣ − ∣∣
x

the Euclidean norms in any of the spaces (T ∗
xM)⊗q ⊗ E⊗p. We define the jet bundle

Jk(E) :=
k⊕

j−0

T ∗M⊗j ⊗ E. (A.4)

The connections ∇g and ∇h induce a connection ∇ = ∇g,h on the bundle (T ∗M)⊗k ⊗ E

∇ : C1
(
(T ∗M)⊗k ⊗ E

)
→ C0

(
(T ∗M)⊗k+1 ⊗ E

)
.

We denote by ∇q the composition

Cq(E)
∇→ Cm−1

(
T ∗M ⊗ E

) ∇→ · · · ∇→ C1
(
(T ∗M)⊗q−1 ⊗ E

) ∇→ C0
(
(T ∗M)⊗q ⊗ E

)
.

For every section ψ ∈ Ck(E) we set

Jk(ψ) = Jk(ψ,∇) =

k⊕
k=0

∇kψ

∥u∥Ck =

q∑
j=0

∥∇jψ∥,

where
∥∇ju∥ = sup

x∈M

∣∣∇ju(x)
∣∣
x
.

Note that Jk(ψ) is a continuous section of Jk(E).The resulting normed spaces is a separable Banach
space. The norm ∥ − ∥Ck depends on the standard choices, but different standard choices yield
equivalent norms. Fix one such norm and denote by Ck(E) the resulting separable Banach space.

Corollary A.8. Suppose that E → M is a smooth real vector bundle over the compact smooth
manifold M . Fix a smooth Riemann metric g on M , a smooth metric h on E and a smooth connec-
tion on E compatible with h. Let k ∈ N and suppose that (ϕn)n∈N is a sequence of Ck sections of
E that span a dense subset of Ck(E). Suppose that

∥ϕn∥Ck(E) = O(nα) as n→ ∞, (A.5)

for some α > 0. Fix a sequence of positive numbers (λn)n∈N satisfying (A.2). Let (Xn)n∈N be a
sequence of i.i.d. standard normal random variables and suppose that a ∈ S(R) is an even Schwartz
function such that a(0) = 1. Then the following hold.

(i) For any R > 0 the random series∑
n∈N

a
(
λn/R

)
Xnϕn (A.6)

converges a.s. in Ck(E). Denote by ΦR the resulting Ck Gaussian section of E.
(ii) There exists R0 > such that ∀R > R0 the Gaussian section ΦR is Jk-ample, i.e., for any

x ∈M the Gaussian vector

JkΦ
R(x) =

k⊕
j=0

∇jΦR(x)

is nondegenerate.
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Proof. (i) This follows from Proposition A.7.
(ii) Consider the jet bundle Jk(E) →M ; see (A.4) We have a continuous linear

Ck(E) → C0
(
Jk(E)

)
, ϕ 7→ Jk(ϕ).

Denote by U the image of this map. It is a closed1 subspace of C0
(
Jk(E)

)
. Then the random

series ∑
n∈N

a
(
λn/R

)
XnJk(ϕn)

converges a.s. uniformly to Jk(ΦR). Now observe that U is an ample Banach space of sections of
Jk(E). Indeed, using smooth partitions of unity we can find ψ1, . . . , ψN ∈ Ck(E) such that, for
any x ∈M ,

span
{
Jk(ψ1(x), . . . , Jk(ψN )(x)

}
= Jk(E)x.

Proposition A.7 now implies that Jk(ΦR) is an ample Gaussian section of Jk(E). ⊓⊔

Remark A.9. In applications (ϕn) are eigenfunctions of the Laplacian ∆ on a Riemann manifold
(M, g) and ∆ϕn = λ2nϕn. The covariance kernel of ΦR is then the Schwartz kernel of the smoothing
operator a

(
ℏ
√
∆
)2, ℏ = R−1. If a(x) = e−x2/2 ℏ = t1/2, then a

(
ℏ
√
∆
)2

= e−t∆, the heat
operator on M . ⊓⊔

Corollary A.10. Fix an even Schwartz function a ∈ S(R) and consider the random Fourier series
FR
a defined in (1.1). We regard it as a random smooth function on the torus Tm. Then for any k ∈ R

there exists R = Rk > 0 such that, for any R > Rk the function FR
a is Jk-ample. In particular it is

a.s. Morse for R > R1. ⊓⊔

Lemma A.11. Suppose that E →M is a smooth real vector bundle over the compact smooth man-
ifold M . Fix a smooth Riemann metric g on M , a smooth metric h on E and a smooth connection
on E compatible with h. Let k ∈ N and suppose that (ϕn)n∈N is a sequence of Ck sections of E
that span a dense subset of Ck(E). Set

Uν := span
{
ϕ1, . . . , ϕν

}
Then there exists ν0 > 0 such that ∀ν ≥ ν0 the following hold.

(i) For any t ∈M and any ν ≥ ν0 the map

Uν ∋ u 7→ J1(u)t ∈ J1(Et)

is onto. Above, J1(u)t is the 1-jet of u at t, J1(u)t = u(t)⊕∇u(t) ∈ Et ⊕ T ∗
t M ⊗ Et.

(ii) For any t ∈M2 \∆ the map

Uν ∋ u 7→ u(t) ∈ Et

is onto.

Proof. The space Ck(E) is J1-ample and arguing as in the proof of Corollary A.5 we deduce that
there exists ν1 ∈ N such that for any ν ≥ ν1 and t ∈M the map

Uν ∋ u 7→ J1(u)t ∈ J1(E)t

is ample.

1Here we are using the classical fact that if a sequence of C1-function (un) has the property that both (un) and their
differentials (dun) converge uniformly to u and respectively v, then u is C1 and du = v.
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The argument at the beginning of [12, Sec. 3.3] based on Kergin interpolation shows that there
exists an open neighborhood O of the diagonal ∆ ∈ M2 such that ∀ν ≥ ν1 and any t ∈ O \∆ the
map

Uν ∋ u 7→ u(t) ∈ Et

is onto.
Corollary A.6 implies that there exists ν0 > 0 such that ∀ν ≥ ν2 and any t ∈M2 \ O the map

Uν ∋ u 7→ u(t) ∈ Et

is onto. Then ν0 = max(ν1, ν2) has all the claimed properties.
⊓⊔

Corollary A.12. Fix an even Schwartz function a ∈ S(R) and consider the random Fourier series
FR
a defined in (1.1). We regard it as a random smooth function on the torus Tm. Then there exists
R = R2,2 > 0 such that, for any R > R2,2 the function FR

a is J2-ample and ∇FR
a is 2-ample. ⊓⊔

APPENDIX B. VARIANCE ESTIMATES

It has been known for some time that under certain conditions the number of zeros in a box of
a Gaussian field F has finite variance, [2, 6, 9, 12]. In this paper we need an upper estimate for
this variance in terms of the covariance kernel of F . In this appendix we use the ideas in the above
references to obtain such estimates and a bit more.

Suppose that U and V are finite dimensional real Euclidean spaces of the same dimension m
and V ⊂ V is an open set. Let F : V → U be a Gaussian random field whose covariance kernel
KF is C6. In particular, this implies that F is a.s. C2.

Theorem 2.1 implies the following result.

Lemma B.1. For any box B ⊂ V the random variable

CF (B) := sup
v∈B

( ∣∣F (v) ∣∣+ ∥∥F ′(v)
∥∥+ ∥∥F (2)(v)

∥∥ )
is p-integrable for any p ∈ [1,∞). More precisely there exists a constant M = Mp(B) > 0 such
that

E
[
CF (B)p

]
≤M∥KF ∥p+1

C6(B×B)
.

⊓⊔

For any box B ⊂ V we denote by ZB the number of zeros of F in B, i.e., ZB = Z[B,F ]. Let
V 2
∗ := V 2 \∆, where ∆ is the diagonal

∆ :=
{
(v0, v1) ∈ V 2; v0 = v1

}
.

Define B2
∗ in a similar fashion. Consider the random field

F̂ =: V 2
∗ → U ⊕U , F̂ (v0, v1) = F (v0)⊕ F (v1).

Note that
Z[F̂ , B2

∗ ] = ZB

(
ZB − 1

)
.

Suppose that F |B is 2-ample, i.e., for any v = (v0, v1) ∈ B2
∗ the Gaussian vector F (v0)⊕ F (v1) is

nondegenerate. We deduce from the local Kac-Rice formula that (2.3), E
[
ZB

]
<∞, and

E
[
ZB

(
ZB − 1

) ]
=

∫
B2

∗

ρ
(2)
G (v0, v1)dv0dv1,
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where ρ(2)F is the Kac-Rice density

ρ
(2)
F (v0, v1) := E

[
| detF ′(v0) detF

′(v1)|
∣∣F (v0) = F (v1) = 0

]
p
F̂ (v0,v1)

(0). (B.1)

Note that
p
F̂ (v0,v1)

(0) =
1√

det
(
2πVar[F (v0)⊕ F (v1)]

) ,
so p

F̂ (v0,v1)
(0) explodes as (v0, v1) approaches the diagonal since F (v)⊕F (v) is degenerate for any

v ∈ V . Thus the function ρ(2)F (v0, v1) might have a non integrable singularity along the diagonal so
E
[
Z2
B

]
could be infinite.

We want to show that this is not the case and a bit more. We will use the gauge-change trick
outlined in the introduction.

Denote by B̂2 the radial blow-up of B2 along the diagonal and by π : B̂2 → B2 the canonical
projection.

Proposition B.2. Suppose that F
∣∣
B

is C2, 2-ample and J1-ample, i.e., for any v ∈ B the Gaussian
vector

(
F (v), F ′(v)

)
is nondegenerate. Define

wF : B2
∗ → R, wF (x,y) = |x− y|m−2ρ

(2)
F (x,y).

Then there exists a constant K > 0, independent of B, such that

sup
p∈B2

∗

|wF (p)
∣∣ ≤ KCF (B). (B.2)

Proof. Our approach is a modification of the arguments in [6, Sec. 4.2]. For any v0, v1 ∈ B,
v0 ̸= v1, the Gaussian vector F̂ (v0, v1) = F (v0) ⊕ F (v1) is nondegenerate. We denote by
pF (v0),F (v1) the probability density of F̂ (v0, v1).

We set
r(v) := ∥v1 − v0∥, Ξ(v) :=

1

r(v)

(
F (v1)− F (v0)

)
.

Note that
F̂ (v) = 0⇐⇒F (v0) = Ξ(v) = 0.

Denote by A(v) the linear map U2 → U2 given by

A(v)

[
u0
u1

]
=

[
u0

u0 + r(v)u1

]
=

[
1U 0
1U r(v)1U

]
·
[
u0
u1

]
. (B.3)

Thus [
F (v0)
F (v1)

]
= A(v)

[
F (v0)
Ξ(v)

]
.

Then the Gaussian regression formula implies that

E
[
| detF ′(v0) detF

′(v1)|
∣∣F (v0) = F (v1) = 0

]
= E

[
| detF ′(v0) detF

′(v1)|
∣∣F (v0) = Ξ(v) = 0

]
.

Note that
pF (v0),F (v1) =

1√
det
(
2πVar[F (v0)⊕ F (v1)]

)
=

1

| detA|
√
det
(
2πVar[F (v0)⊕ Ξ(v))])

= r(v)−mpF (v0)⊕Ξ(v)(0).
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We deduce that for any u ∈ B2
∗ we have

ρ
(2)
F (v) := r(v)−mE

[
| detF ′(v0) detF

′(v1)|
∣∣F (v0) = Ξ(v) = 0

]
pF (v0)⊕Ξ(v)(0). (B.4)

Lemma B.3. There exists a constant C = C(B) > 0 such that for i = 0, 1, and any v ∈ B2
∗∣∣E[ | detF (vi)|2∣∣F (v0) = Ξ(v) = 0

] ∣∣ ≤ Cr(v)2.

Proof. It suffices to consider only the case i = 0 since

F (v0) = Ξ(v) = 0⇐⇒F (v1) = Ξ(v) = 0.

We argue by contradiction. Suppose that there exists a sequence vn = (vn0 , v
n
1 ) in B2

∗ converging to
v ∈ B2 such that

1

r(vn)2
∣∣E[ | detF ′(vn0 )|2

∣∣F (vn0 ) = Ξ(vn) = 0
] ∣∣→ ∞. (B.5)

Note that E
[
| detF ′(v0)|2

∣∣F (v0) = Ξ(v) = 0
]

depends continuously on v ∈ B2
∗ . The assump-

tion (B.5) shows that the limit point v must live on the diagonal v = (v, v). Upon extracting a
subsequence we can assume that

νn :=
1

r(vn)

(
v1n − vn0

)
converges to a unit vector e. Extend e to an orthonormal basis (ek) of U such that e = e1 Note
that

lim
n→∞

Ξ(vn) = ∂eF (v).

Moreover, the Gaussian random vector F (v)⊕ ∂eF (v) is nondegenerate since F was assumed J1-
ample. The regression formula shows that for any continuous and homogeneous function f = f

(
F ′(v0), F

′(v1)
)

we have
lim
n→∞

E
[
f
(
F ′(vn0 ), F

′(vn1 )
) ∣∣F (vn0 ) = Ξ(vn) = 0

]
= E

[
f(F ′(v), F ′(v)

) ∣∣F (v) = ∂eF (v) = 0
]
.

Since F (v) is a.s. C2 we deduce from the first order Taylor approximation with integral remainder
that ∣∣F (vn1 )− F (vn0 )− r(vn)∂νnF (v

n
0 )
∣∣ ≤ K(B)r(v)2 (B.6)

where, according to Lemma B.1, the quantity K(B) is a nonnegative random variable that is p-
integrable ∀p ∈ [1,∞). According to the regression formula the quantity

E
[ ∣∣F (vn1 )− F (vn0 )− r(vn)∂νnF (v

n
0 )
∣∣p ∣∣F (vn0 ) = Ξ(vn) = 0

]
can be expressed as integral with respect to a Gaussian measure Γn whose variance is given by the
regression fomula (2.1). Since the limiting condition F (v) = ∂eF (v) = 0 is also nondegenerate we
deduce that the variances Var

[
Γn

]
stay bounded as n → ∞. The variances of the unconditioned

vectors F (vn1 ) − F (vn0 ) − r(vn)∂νnF (v
n
0 ) also stay bounded as n → ∞ Thus, ∀p ∈ [1,∞) there

exists a positive constant Cp(B) such that ∀n we have

E
[ ∣∣ r(vn)∂νnF (vn0 ) ∣∣p ∣∣F (vn0 ) = Ξ(vn) = 0

]
= E

[ ∣∣F (vn1 )− F (vn0 )− r(vn)∂νnF (v
n
0 )
∣∣p ∣∣F (vn0 ) = Ξ(vn) = 0

]
= EΓn

[ ∣∣F (vn1 )− F (vn0 )− r(vn)∂νnF (v
n
0 )
∣∣p ] (B.6)

≤ Cp(B)E
[
K(B)p

]
r(v)2p.

Hence
E
[ ∣∣ ∂νnF (vn0 ) ∣∣p ∣∣F (vn0 ) = Ξ(vn) = 0

]
≤ Cp(B)r(v)2p. (B.7)
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Extend (νn) to an orthonormal basis (enk) of V such that νn = en1 and

lim
n→∞

enk = ek.

Then, using Hadamard’s inequality [16, Cor. 7.8.2] we deduce∣∣ detF ′(vn0 )
∣∣ = ∣∣ det ( ∂en1F (vn0 ), ∂en2F (vn0 ), . . . , ∂enmF (vn0 ) ) ∣∣

≤
∣∣ ∂en1F (vn0 ) ∣∣ m∏

k=2

∣∣ ∂enkF (vk0 ) ∣∣.
Hence

E
[ ∣∣ detF ′(vn0 )

∣∣2 ∣∣F (vn0 ) = Ξ(vn) = 0
]
≤

m∏
k=1

E
[ ∣∣ ∂enkF (vn0 ) ∣∣2m ∣∣ ∣∣F (vn0 ) = Ξ(vn) = 0

] ] 1
m .

For k = 2, . . . ,m we have

E
[ ∣∣ ∂enkF (vn0 ) ∣∣2m ∣∣ ∣∣F (vn0 ) = Ξ(vn) = 0

] 1
m = O(1), as n→ ∞,

since
lim
n→∞

E
[ ∣∣ ∂enkF (vn0 ) ∣∣2m ∣∣ ∣∣F (vn0 ) = Ξ(vn) = 0

]
= lim

n→∞
E
[ ∣∣ ∂enkF (vn0 ) ∣∣2m ∣∣ ∣∣F (vn0 ) = Ξ(vn) = 0

]
= E

[ ∣∣ ∂ekF (v) ∣∣2m ∣∣ ∣∣F (v) = ∂eF (v) = 0
]
<∞.

The last equality follows from the Gaussian regression formula which is valid also in the limit since
the limiting condition is also nondegenerate.

On the other hand (B.7), shows that

E
[ ∣∣ ∂en1F (vn0 ) ∣∣2m ∣∣F (vn1 ) = F (vn0 ) = 0

] 1
m = O

(
r(vn)2

)
, as n→ ∞.

E
[ ∣∣ detF ′(vn0 )

∣∣2 ∣∣ F (vn1 ) = F (vn0 ) = 0
]
= O

(
r(vn)2

)
, as n→ ∞.

This contradicts (B.5) and thus completes the proof of Lemma B.3. ⊓⊔

Lemma B.3 implies

E
[
|detF ′(v0) detF

′(v1)|
∣∣F (v0) = F (v1) = 0

]
≤ E

[ ∣∣ detF ′(v0)
∣∣2 ∣∣ F (v0) = F (v1) = 0

] ∣∣1/2E[ ∣∣ detF ′(v1)
∣∣2 ∣∣ F (v0) = F (v1) = 0

] ∣∣1/2
= O

(
r(v)−2

)
.

Hence
ρ
(2)
F (v) = O

(
r(v)2−m

)
on B2

∗ . (B.8)

This shows that ρ(2)F ∈ L1
(
B2

∗
)

and completes the proof of Proposition B.2. ⊓⊔

We can extract from the above proof a more precise result. For any box B in a Euclidean space
V we set

q(B) :=

∫
B2

∗

r(v)2−mdv0dv1.

Note that q(B) is a translation invariant and for any t > 0, q(tB) = tm+2q(B). In particular, if B
is is the cube Br = [0, r]m, then

q(Br) = q(B1)r
m+2 = q(B1) vol

[
Br

]m+2
m .
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Corollary B.4. Let V be an open subset of V . There exists a function

F : (0,∞) → (0,∞)

with the following property: for anym0 > 0, any boxB ⊂ W and any Gaussian fieldF : Ω×V → U
such that

• the covariance kernel KF is C6,
• the restriction of F to B is 2-ample,
• and

∥∥K ∥∥
C6(B×B)

< m0

we have ∥∥ ρ(2)KR

∥∥
L1(B×B)

< F(m0)q(B).

⊓⊔

Remark B.5. One can show that if F is a.s. C3, then the function wF in Proposition B.2 admits an
extension to a continuous function on the radial blow-up of B2 along the diagonal. ⊓⊔
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