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Name:
November 19, 1997

Practice Exam 3

The exam will cover §4.2t0 §6.2.

1. Givedefinitionsfor each of the following terms.

. An orthogonal basis.

. Anorthonormal basis.

. An orthogonal matrix.

. The cofactor matrix of amatrix.

. The cross product @ x 1 of two vectors 7, w € R>.

o o~ W DN P

. An eigenvector and its eigenvalue.
2. (Projections)

(@). Consider thevector 7 = (1, -2, —1,2) € R*. Compute the projection matrix for # and compute the projection
of W = (1,0,0,0) and @ = (a, a, b, b) onto the line through 7.

1 3
(b). Thecolumnspaceof A = |0 1| isaplaneinR?. Find the edges of the projection of the square with vertices
30
(0,0,0), (1,0,0), (0,1,0), and (1,1, 0). What kind of shape isthe projection?

1 1 2
3. Find an orthonormal basis for the column space of the matrix A = (1) i ; . Write the vector (4,3,4,3) asa
0 2 1
linear combination of your orthonormal basis.
4. Sketch brief arguments for the following statements:
(@. Any setqy,...,qgx Of orthonormal vectorsis always linearly independent.

(b). Supposethat v, v2,v3 are eigenvectors for the matrix A with corresponding eigenvalues A1, A2, Az. Assume
that A1 # A2, A1 # A3, and A2 # A3. Show that the vectors vy , v2, v are linearly independent.

5 LetQ = [1 0] -1 [1 3] . Compute Q~!. Solvethe equation QF = [l

; S |3
01 39 3] , and solve the equation QF = [ ) ] .
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solution (z,y, z) equal to 0? (HINT: use Cramer’srule).

X
6. Consider the matrix equation A [y:|
z

1 1 1
, Where A = [0 2 3] . For what « is the z coordinate of the
1 0 2

3 -1 0 0
-1 3 -1 0
0o -1 3 -1
0o 0 -1 3
matrix, has 3's on the main diagonal, and has -1'simmediately above and below the main diagonal.

(@). Compute |A;] and |A45|.

3 -1 0

7. LetA1:[3],A2=[3 _1],143:{—1 3 1|, A4, = etc. S0 Ay isak x k

-1 3 0 -1 3

(b). Using cofactors, obtain aformulafor |Ay| intermsof |4;| forl < k.
(c). Canyou give an argument asto why | A, | isdivisible by 3 when k is odd?
8. Decide whether the following are true or false; give a brief reason if true and an example if false.
(@). If the columns of the matrix A are orthogonal, then A” - A isadiagonal matrix.
(b). Theset of all eigenvectorswith the same eigenvalue A is a subspace of R™.

(o). If vy isan eigenvector with eigenvalue A\; and v, is an eigenvector with eigenvalue A2, then v; + v isan
eigenvector with eigenvalue A; + As.

1 2
o szl 2]

(@). Find S sothat S~1AS = A isadiagona matrix.
(b). Compute A=>. (Hint: compute A—5 and use S.)

10. Find the area of the parallelogram in R? with vertices (1,1), (2,4), (1,4), and (2, 7).



