Rudin, page 239/15:

a) We have (z* +42)? — 4z2%y? = (2* — »?)? > 0 for all (z,y) €2.

To see that f is continuous, it’s enough to check continuity at (0,0):
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since 2 — 0 whereas the magnitude of the other factor is bounded above by 1. Since

£(0,0) = 0 by definition, this shows that f is continuous at (0, 0).
b) A computation shows that
go(t) = t? — 2t3(cos? Osin B) — t1h(t)

where

4 cos® fsin? 0
h(t) = —3
(t% cos 6 — sin® 0)
is defined and C* even at t = 0 (when 6 # 2n7, we have sinf # 0 and this is clear; when
0 = 2n7m the numerator vanishes altogether and h(t) = 0). Thus

gy(t) = 2t —6t%(cos? Osin @) — t3(4h(t) +th'(t))
gy(t) = 2—12t(cos®Osinf) — t2(12h(t) + Sth'(t) + t>h"(t))

It follows that gy(0) =0, g5 (0) = 2. Thus gs(t) has a strict local minimum at ¢ = 0.

However, it doesn’t follow that f has a local minimum at (0,0). In fact,

#( 2)_ 24 4 gpd 455'10_2_ 44 22 g4
r,x°)==x x x (2x4)2—x x Tt =—-x,

so that e.g. {(1/n,1/n?)} is a sequence of points converging to (0,0) such that f(1/n,1/n?) <
0 = f(0,0) for every n €.



