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ABSTRACT function to model the network self-interference over a wide

The performance analysis of ad hoc networks requires tHénge of path loss exponents. The stochastic nature of the
characterization of the network’s self-interference. HoweveProcess can be used to model random channel flucuta-
thus far, the exact distribution of the interference has beelfons, variable transmission powers etc. Further, we apply a
analytically tractable only for a path loss exponent of 4Pounded m_odlflcatlon p_re\(alent in Iltgraturel to the decgymg
Further, conventional power law decay models for signaPOWer law in qrder to ehmmqte the singularity at the origin,
propagation have a singularity at the origin that causes$s© that the signal propagation model becomes physically
all the moments of the network self-interference to diverg8yeaningful for arbitrarily small distances as well. This
resulting in no useful insight into the statistics of the interferounded shot noise model can be successfully applied to both
ence. In this paper, we employ a 2D shot noise process Wiﬁﬁlitg and infiniFe networks to derive performanc_e measures.
a stochastic power law impulse response function togethdP illustrate this concept, we use this shot noise model to
with a bounded path loss to model the interference igolve the dual problems of cooperative coverage and outage
large wireless networks, where the nodes are distributel large wireless networks.
according to a Poisson point process. We further show that The first part of this paper models coverage in cooperative
this interference problem and the problem of coverage if€nsor networks. Coverage is a fundamental issue in wireless
cooperative sensor networks are duals of each other — th&pnsor networks [7][8] and is a measure of how well a

can be solved using the same shot noise-based approacht@rget point or region is covered by a given network of
sensors. References [9][10] introduce the notionirdbr-

I. INTRODUCTION mation coveragewhich is based on the assumption that

Large, self-organizing wireless networks, variously redistributed sensing among nodes is possible. In this paper,
ferred to as ad hoc or sensor networks, have recently ate use the shot noise interference model to derive bounds
tracted a lot of attention [1][2]. Such networks are typicallyon the sensor node density required to cover a target region
modeled as a randomly deployed set of nodes that competen the sensing relies on wave propagation laws equal to
for common network resources, potentially interfering witithose which guide signal propagation in wireless ad hoc
every other transmitter in the network. An accurate statisticaletworks. We, therefore, derive these bounds for 2 cases -
characterization of the interference is a prerequisite for thene where sensing occurs over a medium that introduces
performance analysis of such networks. The most commonédditive noise and large scale path loss and the other where
adopted path loss model for signal propagation in literatutdie medium additionally introduces small scale fading as
is one where the signal strength falls off as a decaying powerell. This analysis also presents a limiting lower bound by
law of the distance of transmission. For this model, howeveusing a Gaussian approximation in the limit when infinite
when the nodes are distributed®? according to a Poisson processing power is available for node cooperation.
point process (PPP), the exact distribution of the interferenceln the latter part of this paper, we consider the dual
is analytically tractable only for a path loss exponent ofo the coverage problem - the outage problem. Given an
4 for the additive white Gaussian noise (AWGN) [4] andoutage constraint, we use the shot noise model to derive
Rayleigh fading channels [5]. Path loss exponents, howevehe transmission capacity [11], i.e., the maximum allowed
can assume values in a continuous range. In such cases, ewvegensity of simultaneously transmitting nodes in an ad hoc
if the exact distribution of the interference is unavailable, theetwork setting with peer-to-peer transmission. We present
first few moments can prove useful in obtaining performancthis metric for a multihop cooperative transmission scheme
bounds. Unfortunately, the singularity at the origin for theoperating under ¢hreshold link modef12]. The conclusion
power law decay model causes all the moments of thellows.
interference to diverge for all decay exponents [6], thereby
not providing any meaningful insight. Il. RELATED WORK

The objective of our paper is to propose the use of a Baccelli et al. [13][14] study the effect of interference
2D shot noise process with a stochastic impulse responsa connectivity in random ad hoc networks by constructing



a signal to interference ratio graph. Reference [13] also IV. SHOT NOISE BACKGROUND

considers a bounded modification to the path loss attenuation

model but does not incorporate the modified function in ) ) ] )
the shot noise model to study outage. References [15][16] Shot noise results when a memoryless linear filter is
present cooperative communications models in a random §3cited by a train of impulses derived from a homogeneous
hoc network. However, [15] only investigates the diversitf’ PP With arrival rate: [20]. The impulse response of the
gain for an additive noise channel and does not includdter. f(t), can assume different shapes like a triangle,
the effects of self-interference. Similarly, [16] focuses on 4€ctangle, decaying exponential, decaying power law etc.
power allocation strategy in a multihop network that doeMore generally, the impulse shapes can be stochastic and
not include the effects of self-interference. Reference [17]'@Y be randomly chosen from a family of shapgek; ¢),
talks about duality of connectivity and coverage, but agailith @ random variablek. In this paper, we consider the
does not incorporate interference. The information coveragiochastic impulse response model. Specialization to the
models used in this paper are derived from [9][10], whiclfeterministic case is trivial. The shot noise amplitude is given
present lower bounds on the node density for the AWGNRY

channel. Final_ly, the transmission capacity ideas used in this I(t) = Zf (ki t—t;). 1)
paper are derived from [11]. 7

The arrival time$ {t;} are Poisson with rate. and {k;}

Il. SYSTEM MODEL are iid random variables drawn from a common distribution
. and independent oft;}. All impulse functionsf(k,t) are
The system model is as follows: assumed to be causal and integrable ovev < ¢t < 0o S0
« Nodes are distributed iR? according to a homogeneousthat the series in (1) converges in distribution. As the driving
Poisson point process (PPH)of density \. rate i increases, under some weak conditions on the charac-

« Nodes make independent decisions on whether to trarieristic time duration of the impulse response function, the
mit or listen, and each node is equipped with an omniamplitude distribution of shot noise approaches a Gaussian
directional antenna. In any given time slot, a nodalistribution [20][21]. This is true for many impulse response
transmits with probabilitya so that the set of all functions. However, for a decaying power law, the amplitude
transmitting nodes forms a PHR, of intensity A«. distribution does not tend to a Gaussian for any value of

« All transmissions are nearest neighbor transmissiongg]. In this paper, we are interested only in the decaying
Transmitters can all use either a constant transmissigrower law shot noise process to model the large scale path
power or choose to draw their powers independentlipss in wireless networks.
from the same known distribution. The Laplace transform of (t), ®(s) = E [esZ()], is

« We present the performance results for an “averagebtained as follows. Let thie;’s be drawn from a discrete set
network realization, i.e., by averaging over all possiblg |, . ---} with probabilitiesp;, ps, - --. The shot noise
network realizations. process can then be written as the sum of independent shot

« Each node generates information packets of fixeloise processes, i.€(t) = Z(t) +Zx(t) + - - -, whereZ; ()
length, and all transmissions are assumed to be SYR-the sum of deterministic impulse responses with a Poisson

chronized slot-wise (slotted ALOHA). arrival and a constant parametkt, i.e.,
« The interference model assumes that each transmitting
node contributes to the interference seen at any re- Li(t) =Y f(Ki,t — )5 (k; — K) 2
j

ceiving node. For transmission over a distangcehe

power law decay is given by~", wherer is the decay where 5 (-) is the discrete unit impulse. Since thg are

exponent. independent,
o The total interference seen at a typical receiver node

is Z = >, Z;, where the summation is over all
transmitting nodes and — oo for infinite networks. = Oq(s5)Pa(s)---. 3
In order to keepE [Z] finite, it is necessary (but not
sufficient) that the path loss exponent- 2 (Maclaurin
and Cauchy criterion) [18].

« An Outage occurs when the signal-to-interference ra; >
tio (SIR) v is less than a certain threshof, i.e., ©i(s) :exp{—upi/ (1 —exp [—Sf(Ki,t)])dt}, (4)

O = P(y < ©). The background noise power?, is -

here up; is the arrival rate of impulse responses with
_assumed to be r_nugh small_er than the nemork.seaéyarameter](i. After evaluating everyd;(s) using (4),®(s)
interference and is ignored in the outage analysis. |

the Rayleigh fading case, noise and interference can be

treated. |.ndependent_ly [19]' SO the noise S'.”_‘p'y y|elds 1Time is just a hypothetical variable motivated from the study of actual
an additional factor in the reception probability. noise phenomena. This is replaced with distance in the following section.

q)(s) = E e_S(Il(t)ﬂ-Iz(t)-y-...)}

For a deterministic impulse response, it is a well-known
result [22] that



is given by a receiver at unit distance from this transmiteshift the
origin to this receiver node, and develop the interference

®(s) = exp _szi /Oo (1 —exp [—sf(K;,1)]) dt model around this “typical” receiver node. This conditional

distribution is sometimes referred to as the Palm distribution
and since the network is homogeneous, the interference
measure at the origin is representative of the interference

whereE [] is expectation w.r.k. Thoughk is assumed to seen by all other receiver nodes in the network.

: S . The interference power seen by the receiver at the origin
be drawn from a discrete distribution, the above expression . ; .
can be likened to the amplitude of the shot noise process

can be extended to continuous distributions using ”mitin%escribed in Section IV. Let: be the distance of the®
. i

arguments. so that (5) is .true in general. ~__interferer to the origin. The path loss model is the decaying
A decaying power law impulse response function is 9giveBower law impulse response so thik;, ;) = kir; 7. The

by f(k,t) = kt™", whose Laplace transform, after simplifi- 4jying rate of the arrival process is modeled by the intensity

— 00

exp {u | B —ewlsskn) dt} L ®)

cation using integration by parts, is given by [6] of the transmitting nodes, i.g.,= Aa. The total interference
B seen at the origin is given by
®(s) = exps — Ex |1 —exp (—skt™") | dt
( ) p{ M/A k[ p( )] } I:Zbif(kiari): Z kﬂ“;n, (8)
= exp {uAEk [1 — exp (—skA*")] i€ll i€l

. where {b;} is iid Bernoulli with P(b;=1) = 1 —
— uBE [1 — &Xp (_SkB )] P(b; =0) = a. For an AWGN channelk; is a constant.

1/n . For a block Rayleigh fading channd{; is drawn from an

+ nx [(Sk) T (1—1/n,skA )} exponential distribution with unit mean and remains constant

1/n . over one transmission slot. There is also the possibility
— 1k {(SK) T (1-1/n,skB )} } :(8)  of the transmitters employing variable transmission powers,
in which casek; is drawn from the distribution for the

whereI'(a,z) = [~t*le~tdt is the incomplete Gamma .
e transmission power.

function. For the special case wheh= 0 and B = oo, (6)

reduces to A. Decaying power lawA = 0,B = ~
B(s) = exp (—uEk [kl/”] T'(1-1/n) 51/77) . @) The Lapla_ce transform for the decaying power law model
fkkr)=kr™" 0<r < oo, is obtained by evaluating (33)

This completes the description of the 1D shot noise process the limit A = 0 and B = oo to be
which can equivalently be used to model interference powers 2/n] 2/

decaying with distance according to a power law where the O(s) = exp (_W)‘O‘Ek {k } s (1 - 2/77)> : ©)
arrival times are replaced with the node locations. Extending\ing to the singularity a = 0, however, the mean

the Laplace transform in (6) to a 2D PPP is straightforwardnq variance of the interference obtained from this Laplace
and the derivation is given in Appendix A. Intuitively, this {,ansform diverge. Nevertheless, this form ffs) allows
derivation implies that if the ordered node distances of thg), some interesting observations. Notice that the Laplace
interferers from the origin are originally;, 2, ... in a plane,  tansform is of the formb(s) = exp [—(cs)Q/"] . wherecis a
thenr? represent Poisson arrival times on a line with constandynstant so that for all positive values f, the interference
arrival ratewA. Equivalently, the PPP can be projected ong 5 gne-sided évy-stable (ora-stable) random variable
to r; resulting in a non-homogeneous process in which thgiin, asymmetry of dimensioD = 2/5 [24]°. Similar to
intensity of the transmitting nodes increases linear\as 5 Gaussian distribution, aévy-stable distribution has the
(follows from the Mapping Theorem [23]). Upon using thisyroperty that the sum of twodvy-stable random variables is
projection in (6) and assuming a uniform angle distributionynother levy-stable random variable, whose distribution is of
for the node locations, we get back the expression derivgfle same form as the individual random variables. Therefore,
in the appendix to within a constant. even when the intensity of the interferers is infinite, i.e.,
The following section adapts this 2D shot noise process tin — oo, the form of the interference distribution remains
model the interference in a random ad hoc network, whicthe same. The conditions for the central limit theorem are
is then used to derive coverage and outage bounds. violated as long a® < D < 1, and the interference never
converges to a Gaussian distribution. Fox 2, D > 1 and
the convergence criterion is satisfied. However, for infinite
V. INTERFERENCE MODELING ngtworks B = ~0), the Maclaurin and Qauqhy criterioq is
violated for these values of, thus, resulting in a Gaussian

ot ; ; ; 2Even if the transmitter-receiver distance is not unity, all distances in the
The distribution of the point process]R‘? is unaffected by network can be normalized by this distance so that the desired link always

the addition of a tr"linsmitt?r node at.the origin (by S“V”ya.k’%as unit distance. This does not affect the homogeneity of the PPP.
Theorem [23]). Given this transmitter node, we consider 3This functional form is valid only form > 1.



distribution with infinite mean which is of little practical shows, outage performances for the modified path loss model
significance. are given in terms of(s) = ®1(s)Pa(s).

In addition to the lack of convergence to a Gaussian for The remainder of this paper uses this 2D shot noise model
n > 2, when A = 0, the singularity at the origin for the based on the modified power law decay to address two seem-
decaying power law results in diverging moments for théngly different problems in large wireless networks. The first
interference. This motivates the modified path loss modgroblem is the coverage analysis in a sensor network, where

presented in the following subsection. we estimate the reliability with which an event occurring
in any given point in a plane is “covered” via distributed
B. Bounded power law sensing by a group of sensor nodes. The second problem

) ) ) _is outage analysis in an ad hoc network setting with peer-
The decaying power law model is accurate if the transmit,_neer transmission (e.g., Bluetooth). The following sections

ter or interferer is not too close to the receiver, but the modg|strate how these two analyses present themselves as duals
becomes physically meaningless for distances less than unity. ;ne another.

Clearly, the transmit power is a natural bound on the received
power since a wireless channel cannot amplify the signal. To VI. COVERAGE ANALYSIS
avoid this scenario, we use the following bounded power law 1,54itional coverage analysis assumes a physical coverage
decay model in which a point is said to be covered if it is within the
K, r<i sensing radius of at least one sensor node [8][26]. In such a

fk,r) = { kr=7, > 1. (10) model, each sensor makes an estimation of a target parameter
- . . o - . only by itself and does not cooperate with neighboring
o e SETSS 0 make an mproved estmat. Reerences [0

: . ' . - introduce the notion oihformation coveragewhich is based

the singularity atr . 0 p_re.sent in_the O”Q'T‘a' POWET 1 the assumption that distributed sensing among nodes is
law apd, thus, provides a .f|n|te mean and variance for t ossible. Such a distributed sensing can result in significant
Fotal interference. We derive these by modeling thg Fot eductions in the sensor node density requirements at the cost
interference caused by all the transmitters at the origin

tg . . :
. f increased signal processing power.
be the sum of two term&; andZ,, whereZ; is the total 9 P gp

interference caused by all transmitters within a distance Cooperative sensing uses estimation theory to combine
- y al| ) %easurements from different sensors. So, rather than assum-
1 from the origin andZ; is is the total interference power

. : ~ing that a single node can sense with a certain distance-
due to all transmitters at distances greater than 1. Sin J g

o . pendent reliability, a point is said to be “information-
the podes are distributed according to a PPp.and I? covered” if the sum of these signals “emitted” from a certain
are independent. The Laplace transform far can easily

. B B Tk point in the plane and received at a number of sensors
be obtained asby(s) = exp (~mAaBy[L—e™™]). The o ooqe some threshold. Conversely, one could assume that
corresponding funpﬂon fofZ, is obtained by substituting the sensor nodes emit a signal, and if the sum received by
A=1landB =ocin (33), a virtual receiver at the point under consideration exceeds a

Py(s) = exp {W)\a [Ek (1 _ e—sk) _ thre_shold, then that point is cover_ed. This, however, is_exactly
2/n 5/m the interference problem (assuming all nodes transmit). So if
57 R (K ) r-2/n)+ the sensing reliability is set equal to the decay of the signal,

s/, (KT (1 — 2/, sk))} } (11) then a pointis information-covered exactly if the interference

measured at that point exceeds some threshold when all

Let k be a unit mean exponential random variable (Rayleighodes transmit at a certain power. Having all the nodes
fading). For a PPP, the mean and variancéofire given by transmit is just a (virtual) assumption to help solve the dual
p1 = TAa andoi = 2w A The corresponding values f@s  problem of information coverage, where the “power decay

are obtained agy = —% In®y(s)|,_, = 2;}; ando? = law” of the interference problem corresponds to the “sensing
ddez In®s(s)| g = 27;??_ SinceZ; andZ, are independent, decay law” of the sensing problem. In particular, we focus
on networks where sensing relies on wave propagation laws

_ _ TAan equal to those which guide signal propagation in wireless ad

T = H1 + f2
n—2 hoc networks.

02 = o2 4 o2 = 2mAan (12) We present the coverage analysis over 2 different propa-
e gation environments. In the first case the medium introduces

Thus, the modified path loss model results in finite first anlrge scale path loss and additive noise to the emitted signal.
second order moments which, together with other high&ddltlonally, in the latter case, the medium also fades the
order moments, can be used to analyze the convergenceSignal amplitude in a random fashion. The choice of these

7 to a Gaussian in distribution [23]. Further, as Section VIPropagation models in the sequel simply correspond to the
AWGN and Rayleigh fading channel models in wireless

4This model only accounts for singularities due to large scale path Io&?mmumcaﬂons' l?"C)p_a'gat'on models for acoustic or pressure
and not those due to small scale fading signals can be quite different; however, the results presented



here can be tailored to represent arbitrary propagation modé&smore meaningful to analyze the average coverage rather
when the statistics of the propagation medium are availablthan that for a particular realizatiod. becomes a random
variable, denoted b¥, whose characteristic function can be
determined using the 2D shot noise model presented in the
The notation used here is the same as in [9]. Lagrevious section. Using this model, we obtain an upper bound
r1,79, -+, denote the distances af/ location-aware on the probability that a point is not covered on average as
sensor nodes that cooperate in sensing a given paratheteollows. Letx = Q! (%) Then,
(e.g., an acoustic signal). The noise-corrupted measurement
of this parameterz,,, at nodem is given by

A. Additive noise medium with path loss

P[1—2Q(ﬁ)ge} = P[Z <k

xm:97'7;"/2+nm, m=1,2,---, M. (13)
The ampli th = Pz
e amplitude of the parametér decays with distance
according tor—"/2. Equation (13) can be written in matrix E [eftI]
form asX = DO + N, whereX = [z1, 20, -+, 2], D = < inf 4
T 0<t<oo €

[min (1,1“1_77/2) , min (1,7"2_77/2> S+, min (1,7‘;1"/2” ) d(t)

andN = [n1,no,- - ,nM]T. The components of the noise - Oglrp<foo e~ ts

vector are assumed to be spatially uncorrelated and white -5 (16)

with an identical variance o2 so that the covariance
matrix is given byR = E [NNT| = ¢2I, wherel is the Where ®(t) is the Laplace transform of the interference

identity matrix. Since the sensor nodes are location-awargvaluated at. The inequality in the above derivation follows

D is deterministic and, hence, the estimation algorithm hd€om the Markov inequalitys is referred to as the vacancy
to only deal with random additive noise. probability in [10]. Since the total interference comes from

Let 0,y and @y = Oy — 0 denote the estimate and the©nly M (virtual) transmitters, the total received power seen
estimation error respectively. WhelW such measurements at the target point is only due to nodes spread over a finite
are available, [9] proposes the use of the well-kndvest disc. Therefore®(¢) is obtained from (33) by letting = 1
unbiased linear estimatotBLUE) [27] to determined,;. for the AWGN medium and setting = 1, B = @ , such
According to BLUE, that the mean number of nodes present in a disk of radius

. T 1t =1 T 1 B is M. We evaluate for a given A\ by evaluating the
9~M = [P'R D]_ID R™X, Laplace transform over 2 disjoint regior§, 1) and[1, BJ.
6y = [D'R'D] D'R'N. (14)  The following subsection extends this idea to propagation

A point is said to be information-covered with a confi-°V€" @ medium that has small scale fading as well

dence level of if P | |0, < A| > ¢, whereA represents the - _ . _ _
maximum absolute value of the estimation error. Assuminff: Additive noise medium with fading and path loss

zero-mean, Gaussian noise components, we have In this subsection, we extend the coverage analysis to
the fading model. For the sake of illustration, we assume
~ A a Rayleigh fading medium; however, extending the analysis
P HHM‘ < A} = 1-2Q —1 to other propagation models is straightforward. The mea-
on (Zﬁf:l r;/’) surement model for the Rayleigh block fading medium has
the same formX = D6f + N. The only differencjg is that
_ 12Q< A ) D = [hlmin(l,r;nm),~-~,hMmin(1,r1_VIn/2ﬂ is no
onVI1 longer deterministic sincg; ~ CN (0,1), i =1,2,---, M.

However, the BLUE algorithm requirdd to be determinis-
- 1-2Q (\ﬁ) . when A = o,,.(15) tic. Hgnce, we resort to theeighted qust squares estima.tor
to estimatd. The estimate and the estimation error are given

Here, Q(x) = ﬁf:’ e=2*/2dz. I represents the total bY

power received at thé/ sensor nodes due to the emission by = [DTWD]_l DTWX

at the target point being covered, or equivalently, the total ~ T -1 .7 ’

power received by a virtual receiver placed at the target point O = [D WD} D*WN, an

if all M sensor nodes were to transmit with unit power. ThgvhereD? represents the conjugate transpos®and W is

objective is to identify the minimum required node intensitya weight matrix that is used to weigh past and future errors

Amin Such thatl — 2Q (ﬁ) > e differently [27]. Here, we choos® = I and assumé to
However, most sensor networks are deployed in an opde statistically independent of.

field (or a water body) and do not have a static configuration. DD is a scalar and is given by = ZM Ihilzr["-

m=1

When a random network has time-varying realizations, iThe estimation error is composed of a weighted sum of the



independent noise components given by, within a radius ofB from the target point communicate with

a base station, which then determines an estimaté.fohe
processing power available at the base station deterniihes
and, henceB. Thus, given\ and M, the 2D shot noise

i - , ) 9 model can be used to determine an upper bound on the
The variance o)y, is simply given byoy, = o;,/1. Once  nonapility that a given point in a plane is not information-
again, for a stochastic network, we are interested in averaggyered and, hence, the fraction of the total target area that is
coverage rather than that for one particular realization ango; jnformation-covered. The following subsection presents
hence, we model to be a random variabl&. This is the he yariation of this probability as a function of the sensor

same model that was obtained for the AWGN case Withode density)\ and the number of cooperating nodésg
the only difference being thaf includes fading as well as '

M
éM = 171 Z hiT’i_n/z'fLi (18)
m=1

path loss. The remainder of the analysis is identical to the. Results

one presented in the previous subsection. In evaluatifg

In this subsection, we present 2 different sets of curves.

however,k represents an exponential random variable W'“F—'igure 1(a) plots the probability of a target point not being

unit mean.
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covered,d, as a function of the sensor node density. The
solid curves represent vs. A for the AWGN medium for
3 different decay exponents, = 3,4 and 5. These curves
illustrate that as the decay exponent increases, the node den-
sity that is required to achieve the samalso increases. This
is expected since the strength éfalls increasingly rapidly
with distance ag increases and farther nodes contribute less
to the estimation process. The dash-dot curves show the same
3 curves for the Rayleigh fading model. Finally, the black
dashed curve depicts the limiting case where all sensors in
the networR (potentially infinite) cooperate in sensing an
event over an AWGN medium fay = 3. Here, the (virtual)
interference is modeled as a Gaussian random variable with
the mean and variance obtained by differentiating its Laplace
transform.

Figure 1(b) plotsé as a function ofM, the mean num-
ber of sensor nodes whose measurements the base station
combines to make the final estimate, for a givefor both
the AWGN and fading models. Once again, these curves
illustrate that fading deteriorates the system performance and
that for highem, increasing the number of cooperating nodes
provides diminishing returns, similar to the results presented
in [10].

The following section solves the dual of the coverage
problem using the 2D shot noise and the modified power
law decay models.

VII. OUTAGE ANALYSIS

Coverage analysis aims to determine the minimum node
density such that the “interference” observed at a target
point is above a threshold with a certain reliability. Outage
analysis, on the other hand, aims to achieve the opposite. The
objective is to determine the maximum allowed intensity of
transmitting nodes in the network such that the interference
observed by a receiver node is below a threshold with a cer-

Fig. 1. Variation of the probability of a target point not being covered Withtaln rehablllty. This, in turn, guaram_ees a certain minimum
respect to the (a) sensor node density (b) number of cooperating sensthisoughput when the nodes transmit to each other.

for e = 0.7. (DC = AWGN medium, FC = fading channel, GA = Gaussian

Approximation)

In the following analysis, we consider the threshold link
model introduced in [12] for communication ovéf hops.
We do not consider any power allocation schemes similar

[For both propagation models, we do not concern ourselvgs those described in [16], but assume the nodes to always
with the exact cooperation scheme employed by the sensors.

One possible scenario is where all location-aware sensor$The base station is assumed to have infinite processing power



transmit with the same powe?. Transmission from node Consider the same setting as before, with the target
to b occurs overM hops and the transmission is successfuleceiver located at the origin, unit distance away from its
only if the SINR at every hop exceeds some thresitnlde., transmitter. Let(0, z) denote a ball of radius centered at
given O = P[y < O], the outage probability ovek/ hops the origin. The outage event is decomposed as follows:

is defined as0y; =1 — (1 — (’))M. We present an analysis
that aims to satisfy a given outage constraint. Here,

we present a general framework to derive the transmission
capacity of a network along the lines of the outage analys@ventsE, and F, are independent sindé,, is a PPP. For a

in [11] and derive an exact expression for the transmissioRayleigh fading channel, the probabilities of these 2 events

Ey : Outage only due to interferers in (0, z)
E; : Outage only due to interferers in b(0, z).(21)

capacity of a Rayleigh fading channel. are given by

A. Transmission Capacity P[E,] = P k <0
Recent work by Webeet al. [11] introduces the notion | Zienaro f(Kimi) ]

of transmission capacity as a performance measure for ran- = €

dom ad hoc networks with outage constraints. Transmission _ ;
capacity is defined a6 = (\a),,,. s (1 —¢€), wheres is P[Ey] = P k <0
the constant spectral efficiency with which all transmitting > it b0, | (Kis i)
nodes communicate with their receivers ani$ the outage _ ) . 22)
constraint such tha® < e. Reference [28] derives upper 2
and lower bounds on the transmission capacity for th&here we define constants and e; to be the outage
AWGN channel for a givere. Here, we evaluate the exact probabilities due to interferers in regioh&, z) andb(0, x)
transmission capacity of a multihop network for the fadingespectively.
channel. Given an overall outage constraift over all M Let Z, and Z, be the interferences due to transmitting
hops, the per-link outage constrainteis= 1 — (1 — eM)l/M. nodes inb(0,x) and b(0, ) with ®(s,z) and ®,(s,z) as

For the Rayleigh block fading channé&ljs an exponential their Laplace transforms respectively. The probabilities of
random variable with unit mean so that, the eventsE; and E, are given byl — &, (©,z) and1 —

O = E;[P(k<OT| 1) ®, (O, x) respectively. For ease of analysis, we write

Dy (0,2) =exp[-Aan¥, (0,z)],
= 1—FEzlexp(—0OI)] Dy (0,2) = exp[-Aan¥s (0, 2)]. (23)

— 1-a(0). (19) The exact expressions fo¥; (©,z) and U, (0©,z) are
derived in Appendix B. Now, substituting back in the first
Let ®(©) = exp[-Aan¥(O)]. For a givene, the max- inequality in (22), we have
imum allowed intensity of transmitting nodes is, therefore,

derived as 1—exp[-Aan¥; (0,2)] = €
€1
- = r ——. (24
1-9(0) € = (AQ) a1 1 (0.2) (24)
log (lie) Similarly, the outage constraint for the interference from all
= (M) e = @) nodes inb(0, ) yields
€ 1 —exp[-Aan¥3(0,2)] = e
~ . 20 ’
0 (0) (20) )
For small ¢, we use the approximation-log (1 —¢) = = (A paxs & N CRON (25)

log(l14+¢) =~ e. For the Rayleigh fading channel, the
outage expression presents itself in simple fashion in
analytical closed form. However, this is not so for an AWG
channel or the more practical Ricean fading channel in whic
nearby interferers, say within a radius have a line-of-
sight component to the receiver at the origin whereas far € _ i { } _ o).

away nodes do not. For such a channel mokisVould be a €% = min (A0 e 1 (A0 a2 501 =€) (26)
squared Ricean random variable for nodes withiand an The transmission capacity is maximized by letting

pendix B shows that whild /¥, (6, z) is a decreasing
unction of z, 1/¥, (6, z) is an increasing function af.
herefore, given(Aa) .., and (Aa),,,.., from (24) and
25) respectively, the transmission capacity is given by

exponential random variable for interferers beyanth such () ... 1 = (A@) . 00 1€,

cases, it is useful to decompose the transmission capacity U, (0

analysis over 2 regions. In the sequel, we present such an €y = Mgl, 27)
analysis and use it to rederive the transmission capacity for V1 (0, )

the Rayleigh fading channel. In order to solve fore; ande; in terms ofe, we observe



that the total interferencé = Z; + Z,, whereZ; andZ, are

independent random variables. Hence, we have

(D(@) = @1(@,1‘)@2(@,1‘)
= (1-e)(l-e)
= € = €1+ € —€1€2.

T
[S)
(28)

This proves that the overall outage event is givenHy-=

E, U E; and that the transmission capacity obtained by
solving (27) and (28) is identical to the transmission capacity
in (20). The final result is independent of the choice of
x for the Rayleigh fading channel. Though we do not

present them here, these results can easily be extended to

direct sequence and frequency hopped CDMA similar to
the analysis presented in [28] to analyze the effect of the

spreading gain on the system performance.

For other channel models, the transmission capacity is in
general a function of;, wherez is defined by the channel
model itself. We illustrate this dependence in the following
subsection. The decomposition approach is similar to the one

presented in [11], and since other channel models do not,

simplify analytically as well as the Rayleigh fading channel, £

this approach can be used to derive upper and lower bounds

on the transmission capacity. However, in doing so, we need

to define a third event

E3 : Outage due to interferers in (0, 00) given that

E, N E5 occurs.

(29)

The memoryless property of the exponential random variable
obviates the need to consider this event for the Rayleigh
fading channel as shown by (28) but for other channel
models, the outage event becomés= E; U F; U E5. By

definition, the event’; is disjoint from E'; U F»>. The overall

outage probability is, therefore, given by

P[E] =P[E\] + P[Es] — P[EL] P [Ey] + P[E3].
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(b)

(a) Variation of the transmission capacity with respect for

3 different values ofz for the Rician fading channel. (b) Variation of
1/%1 (©,z) and1/¥s (©,x) with z.

(30)

We can obtain bounds on the transmission capacity Ry the receiver. The remaining two curves correspond to the
solving fore; ande; as before. In the following subsection, c3ses where interferers within = 1 andz = 5 have a
Ricean K-factor of 10. The system parameters used in these
simulations aren = 3.4 and © = 10 dB. For both these

as a function ot and z.
B. Results

In this subsection, we present the transmission capaci

as a function ofe for the Rayleigh fading channel based

on the analytical expression in (20).

the effect ofz on the transmission capacity, we also present
simulation curves for the transmission capacity when nodes

within a radius of x from the intended receiver at the

ses, the intended transmitter has a line-of-sight component
the receiver which explains the surge in the transmission
In order to iIIustraté:ap.’:lcity compared to the Rayleigh fading channel model.

VIlIl. CONCLUSION

In this paper, we have demonstrated the utility of the 2D

origin have a line-of-sight component in addition to theshot noise process to model the network self-interference
Rayleigh faded component. The channel model for nodés finite as well as infinite networks and used it to perform
within z, therefore, corresponds to a Ricean fading channebverage and outage analyses in large, cooperative networks,
[29] whereas interferers outsidewitness a Rayleigh fading where the nodes are distributed ¥ according to a PPP.
Using a modified power law, we have succeeded in deriving
Fig. 2(a) shows 3 different transmission capacity curvesn interference model that has finite moments. We have then
Thex = 0 case corresponds to the analytical Rayleigh fadingsed this model to derive a lower bound on sensor node
channel curve where no node has a line-of-sight componeti¢nsity requirement for coverage in a target region. Finally,

channel.



we use this model to solve the dual problem by deriving an / (1 _ e—skr*"> rdrH
upper bound on the density of transmitting nodes in order 1
to satisfy an outage constraint, thus, illustrating the tradeoff -

: . Dy (s,2) = exp | 27
between network coverage and throughput using a single "

oo

Ey (1 - e—skr”’) rdr}(se)

framework. Upon evaluating these functions @t we get
2—n
APPENDIX A ¥, (0,1) = L_ + YR, {kz/nr (1—2/n, @kxfn)}
A 2D decayi I h i 1+ ©z7"
ying power law shot noise process has the 2/n 2/m
following Laplace transform: — O "Ex [k (1 —2/n, @k)} :
B(s) = exp [—Ex ((5))] Bl _ O gemr (1 —2/m) T (142
X 2(0,2) = 75— 07T (1 -2/n) L (1+2/n)
where — QYR [kz/"r (1—2/n, @kx*n)} .(37)

Y 2 2\ —1/2
P(s) = [m [m 1 —exp {*Sk (=* +y7) } dady (32) Though it is not immediately clear by looking at (35) and
(37) how they vary withz, we use numerical integration

¥(s) is derived as follows, methods and plot their variations with respectztoln par-

(@) B B ticular, we are interested in how they affect the transmission
Y(s) = / 1 — exp [—skr™"] 2mrdr capacity. Fig. 2(b) shows thaf ¥, (©, z) is a monotonically
4 KB—" decreasing function of while 1/, (0, ) is monotonically
© (sk)Q/"/ (1—et)d (t—Q/n) increasing.
skA=n
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