On the Optimal Block Length for Joint Channel and Network Coding
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Abstract—Channel coding alone is not sufficient to reliably transmit a message of finite length from a source to one or more destinations. To ensure that no data is lost, channel coding on the physical layer needs to be combined with rateless erasure correcting schemes such as automatic repeat request (ARQ) or random linear network coding (RLNC) on a higher layer. In this paper we consider channel coding on a binary symmetric channel and network coding for erasure correction. Given a message of length $K$ and network coding over a finite Galois field of size $q$, we obtain the optimal number of blocks for network coding that minimizes the expected number of transmissions. We consider both a single link and broadcast to $n$ destinations. As the field size of network coding gets large and the expected coding overhead in blocks becomes small, we show that, given our assumptions, the benefit of using a larger channel coded block outweighs the advantage of employing network coding over many blocks and the optimal number of blocks tends to one, making RLNC equivalent to simple ARQ.

I. INTRODUCTION

We consider a message of finite length $K$ that is transmitted from a source to one or more destinations using wireless broadcast over independent binary symmetric channels (BSCs). In this setting, channel coding alone is not sufficient to guarantee reliable communication. To ensure that no data is lost, channel coding on the physical layer needs to be combined with rateless erasure correcting schemes such as automatic repeat request (ARQ) [1] or random linear network coding (RLNC) [2].

RLNC has recently been shown to improve network performance for broadcast and multicast scenarios. Considering packet erasure channels on the link layer, RLNC has been shown to improve throughput and delay in wireless broadcast scenarios [3]–[6]. In [6] the joint design of network coding and MAC protocols was considered.

In contrast to the above work, we consider the joint design of channel and network coding. We assume that the size of a block is not predetermined and, given a finite total message length $K$, the source may choose the optimal number of blocks so that the throughput of the overall system is maximized.

The joint design and optimal rate allocation between channel and network coding for the block fading channel has been investigated in [7]–[9], where the tradeoff between the two schemes is analyzed as the block length on the physical layer gets large and the probability of block erasure is given by the outage probability of the block fading channel.

Joint error and erasure correcting coding for the finite message length regime was analyzed in [10], [11]. In [11] the interaction of RLNC and continuous-time orthogonal waveform channels is investigated. In [10] the authors bound the performance of random coding on the physical and link layer using error exponents. Both papers aim to maximize throughput given a maximum delay constraint.

In contrast, in this paper we use RLNC in a rateless fashion to achieve reliable communication as in, e.g., file transfer. Thus we do not enforce a maximum delay constraint but use the expected number of transmissions at the source as the performance metric. More specifically we aim to answer the questions:

- Given a RLNC scheme over a finite Galois field of size $q$ and a message length $K$, what is the optimum number of blocks $m$ that the source should use to broadcast the message?
- What is the optimal channel coding rate for the individual blocks to minimize the expected number of transmissions?

In our analysis, we take the coding overhead of RLNC into account. Similar to other rateless coding schemes [12], [13], RLNC over a finite Galois field $q$ exhibits a coding overhead, i.e., a receiver on average needs to correctly receive more than $m$ blocks in order to decode. Note that the coding overhead is a property of the code itself and different from the signaling overhead. The signaling overhead of RLNC can be made very small, e.g., by synchronizing a pseudo-random number generator between the source and the destinations, so we neglect it in this paper.

II. SYSTEM MODEL

We consider joint channel and network coding to broadcast a message of length $K$ from one source to $n$ destinations as shown in Fig. 1. The source is connected to each of the destinations via an i.i.d. memoryless BSC with the identical crossover probability $p$. As shown in Fig. 2, the source splits the message into $m$ blocks $B_i$, $i = 1, \ldots, m$, of length $k = K/m$. The source then performs RLNC over the $m$ blocks using a code over a finite Galois field $q$. 
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used to report the decoding success or failure to the source. 

We now describe the code properties of channel 

A. Channel coding

The block error probability $\epsilon(K, m, R, p)$ of random coding on the BSC can be bounded using the random coding error exponent $E(R)$:

$$\epsilon(K, m, R, p) = e^{-\frac{K E(R)}{m K}}.$$  

Below a critical rate $R_{\text{crit}}$, the random coding error exponent for the BSC is given by

$$E(R) = R_0 - R,$$  

where $R_0$ is the cutoff rate of the channel which depends on the crossover probability $p$ of the BSC and is given by [14]

$$R_0 = \ln(2) - \ln(1 + 2\sqrt{p(1 - p)}).$$

Above the critical rate, an upper bound on the block error probability is given by using the sphere packing exponent. Throughout the analysis in this paper, we assume that for all rates the error exponent is given by (2). In this way we are not able to code beyond the cutoff rate of the channel, but we expect the block error probabilities for small to medium block lengths that we obtain to be closer to the performance of existing coding schemes, such as Reed-Solomon codes or convolutional codes.

B. Random linear network coding

The network coding coefficients $a$ of every correctly received block $C_i$ corresponding to a column in the received matrix $A$. Once a receiver has collected $m$ linearly independent columns, it can recover the message using Gaussian elimination. On average, more than $m$ received blocks are needed to do so. Given $m + x$ correctly received blocks, the probability that a decoding attempt fails is given by [15]

$$\mathbb{P}_F(m, x, q) = 1 - \prod_{i=1}^{m} (1 - q^{-x-i}),$$  

where we call $x$ the coding overhead. The expected overhead $X(q, m)$ of RLNC in blocks is given by [16]

$$X(q, m) = \sum_{i=1}^{m} \frac{1}{q^i - 1}. \tag{4}$$

We now use a result from [15] to bound (3) as

$$q^{-x-1} \leq \mathbb{P}_F(x, q) < \frac{1}{q - 1} q^{-x}, \tag{5}$$

which can be used to derive an upper bound on the expected overhead of RLNC that is independent of the coding window size $m$. The probability that overhead $x = i$ is required to decode is upper bounded by

$$\mathbb{P}(x = i, q) \leq \mathbb{P}_F(i, q) - \mathbb{P}_F(i, q) < \frac{1}{q - 1} q^{-i+1} - q^{-i-1} = \frac{q^2 - q + 1}{q(q - 1)} q^{-i}, \tag{6}$$

and the expected overhead is thus upper bounded by

$$X(q, m) < \sum_{i=1}^{\infty} i q^{-i} = \frac{q^2 - q + 1}{q(q - 1)^3} \triangleq X_q. \tag{7}$$

For $q > 2$ and $K > 1$, (7) is tighter than the two bounds presented in [16]. Also, the upper bound becomes tighter as
the field size \( q \) increases. Fig. 3 shows the overhead of RLNC for several Galois field sizes \( q \). The larger the Galois field size \( q \), the better the performance of RLNC, and the quicker the expected overhead converges to a constant. In the analysis of Section III we model the expected overhead of RLNC to be a constant fractional block independent of the number of blocks \( m \), which is a very good model for larger Galois fields.

III. UNICAST TO ONE DESTINATION

In this section we focus on the case where one source transmits to \( n = 1 \) destination and is constrained to use RLNC on the link layer. The performance of ARQ is achieved as the size of the Galois field gets large. The expected number of blocks that the source needs to transmit is given by

\[
\mathbb{E}(M_1) \leq \frac{m + X_q}{1 - e^{-K/m}(R_0/R - 1)}.
\]

Using (1) and (2) we obtain

\[
\mathbb{E}(M_1) \leq \frac{K(1 + X_q/m)}{R(1 - \exp \{-K/m(R_0/R - 1)\})}
\]

(9)

for the expected number of channel symbols sent by the source. To minimize the expected number of symbols sent, we use the partial derivatives of (9) with respect to \( R \) and \( m \) to find the optimal channel coding rate and the optimal number of blocks, respectively. It can be shown that (9) is convex in both \( R \) and \( m \), so that a minimum indeed exists.

A. The optimal channel coding rate

Taking the partial derivative of (9) with respect to \( R \) and setting it to zero, we obtain

\[
1 - e^{-k(k_0/m - 1)} - k R_0 e^{-k_0/m} = 0,
\]

where \( k = K/m \) is the block length of the channel code. Substituting \( t = k R_0 e^{-k_0/m} \), we obtain

\[
-(t + 1)e^{-(t+1)} = -e^{-k+1},
\]

which can be solved using the Lambert-W function \( W(x) \), where the Lambert-W function is the solution to

\[
x = W(x)e^{W(x)}.
\]

The optimal channel coding rate as a fraction of the cutoff rate of the channel is then given by

\[
\frac{R}{R_0} = \frac{-k}{W_{-1}(e^{-e^{-(k+1)}} + 1)}.
\]

(10)

For negative arguments, the Lambert-W function has two solutions. However, since the ratio \( R/R_0 \) must be between zero and one, we require \( W(x) \leq -1 \). So the solution must be on the lower branch of the Lambert-W function, denoted by \( W_{-1}(x) \). The optimal channel coding rate ratio \( R/R_0 \) is only a function of the block length \( k \) and is independent of the expected overhead of RLNC. It is thus also the optimal channel coding rate for a scheme employing ARQ. Later, in Fig. 5, it is shown as the \( n = 1 \) curve. As the block length \( k \) increases, the optimal channel coding rate ratio \( R/R_0 \) tends to 1.

![Fig. 4. Optimal number of blocks m given the message length K for RLNC over different Galois field sizes. Transmission to \( n = 1 \) destination.](image)

To evaluate the Lambert-W function we use the closed form approximation [17]

\[
W_{-1}(x) \approx \ln(-x) - \frac{1}{A_1}
\]

\[
\left[ 1 - \frac{1}{1 + A_2 \sigma \exp(-A_3 \sigma)} \right],
\]

where

\[
\sigma = -\ln(-x) - 1,
\]

\[A_1 = 0.3361, \ A_2 = 0.0042, \ \text{and} \ A_3 = 0.0201.\]

The approximation has a maximum relative error of only 0.025%.

B. The optimal number of blocks

Taking the partial derivative of (9) with respect to \( m \), we obtain

\[
e^{k(R_0/k - 1)} = \left( 1 + \frac{K}{X_q} + \frac{K}{m} \right) \left( R_0/R - 1 \right)
\]

for the optimal number of blocks \( m \), given a fixed channel coding rate ratio \( R/R_0 \). We can again use the Lambert-W function to solve for \( m \), and the optimum number of blocks \( m \), given \( R_0 \), is

\[
m = \frac{-W_{-1}(-e^{-(1+zK/X_q)}) + 1 + zK/X_q}{zK},
\]

(11)

where \( z = R_0/R - 1 \).

To obtain the optimal number of blocks \( m \) that minimizes the expected number of transmissions we solve (11) and (10) jointly, using

\[
z = \frac{W_{-1}(-e^{-(K/m+1)}) + K/m + 1}{-K/m}
\]

(12)

in (11). Fig. 4 shows the optimal number of blocks \( m \) given a message length \( K \) and RLNC over GF\( (q) \). The upper bound on the expected overhead (7) is not very tight for \( q = 2 \): however, the expected overhead \( X(2, m) \) converges fairly quickly and is basically constant for \( m \geq 10 \). In the computation of the optimal number of blocks for \( q = 2 \), we therefore use \( X(2,100) \) instead of \( X_q \) in (11). As the message length \( K \) increases, we observe that minimum number of transmissions
at the source is achieved for a larger number of blocks \( m \). On the other hand, since the expected coding overhead in blocks decreases with increasing Galois field size, the optimal number of blocks decreases in \( q \), making the size \( k \) of the blocks larger, implying stronger channel coding so that the individual blocks are less likely to be erased.

### C. Large Galois field considerations

A common assumption in the analysis of network coding is that RLNC is done over a sufficiently large Galois field that the coding overhead is negligible, i.e., \( X_q \approx 0 \) for large \( q \). If we set \( X_q = 0 \) in (9), the only dependence on \( m \) is in the error exponent in the denominator. So the smallest possible \( m \), i.e., \( m = 1 \), minimizes the expected number of transmissions. Thus, in the absence of a coding overhead, the optimal strategy for the source is to use a channel code on the whole message and not divide it up into smaller blocks.

If only one block is being transmitted, there is no reason to multiply that block with a randomly chosen coefficient, and RLNC becomes equivalent to a ARQ, where the whole message is repeated until it is received correctly by the destination.

### IV. Broadcast to \( n > 1 \) destinations

We begin this section by considering wireless broadcast to \( n > 1 \) destinations using ARQ, where every block is repeated by the source until all destinations received it correctly.

#### A. Broadcast using ARQ

The expected number of blocks that the source needs to transmit is given by [5]

\[
\mathbb{E}_{ARQ}(M_n) = \sum_{i=0}^{\infty} \left( 1 - (1 - \epsilon(K, m, R, p))^i \right)^n. \tag{13}
\]

After some straightforward manipulations we can transform (13) into the finite sum

\[
\mathbb{E}_{ARQ}(M_n) = \sum_{i=1}^{n} (-1)^{i+1} \binom{n}{i} \frac{1}{1 - p^i},
\]

and using (1) and (2) we obtain

\[
\mathbb{E}_{ARQ}(N_n) = \sum_{i=1}^{n} (-1)^{i+1} \binom{n}{i} \frac{K}{R \left( 1 - e^{-i \frac{K R_0}{R - 1}} \right)}
\]

for the expected number of transmissions. Again, since the number of blocks \( m \) only appears in the error exponent, it follows that the best strategy for the source is to encode and transmit the whole message at once and repeat it if necessary. So for ARQ, we obtain \( m = 1 \) as the optimal number of blocks and \( k = K \). For the optimal channel coding rate ratio we use the partial derivative w.r.t. \( R \) to obtain

\[
\sum_{i=1}^{n} (-1)^{i} \binom{n}{i} \frac{1 - e^{-izK} K R_0 e^{-izK}}{(1 - e^{-izK})^2} = 0, \tag{14}
\]

with \( z = R_0 / R - 1 \). For \( n = 1 \), (14) reduces to (10) and for larger \( n \), we numerically find the zero crossing of (14). The optimal rate ratio \( R / R_0 \) for different numbers of destinations

![Fig. 5. Optimal channel rate \( R \) as a fraction of the cutoff rate \( R_0 \) for different block lengths \( k \). For broadcast using ARQ, we have \( k = K \).](image-url)

is shown in Fig. 5. While the optimal number of blocks stays constant at \( m = 1 \), the optimal channel coding rate \( R \) as a fraction of the cutoff rate \( R_0 \) decreases as the number of broadcast destinations increases.

#### B. Broadcast using RLNC

The expected number of blocks that the source needs to transmit using RLNC broadcast is given by [5]

\[
\mathbb{E}_{RLNC}(M_n) = m + \sum_{i=m}^{\infty} 1 - \left( \sum_{j=m}^{i} \left( 1 - \epsilon(K, m, R, p) \right)^j \epsilon(K, m, R, p)^{i-j} \right) P_S(m, j - m, q)^n.
\]

where the probability of successful decoding given a received overhead of \( x \) blocks is

\[
P_S(m, x, q) = \prod_{i=1}^{m} (1 - q^{-x-i}).
\]

We solve the above multidimensional optimization problem using numerical methods. Fig. 6 shows the optimal number of blocks given RLNC over GF(64) as the number of broadcast destinations \( n \) increases. The optimal number of blocks \( m \) increases with the number of broadcast destinations \( n \). When considering broadcasting to a fixed number of destinations and increasing the size of the Galois field of RLNC, we see the same behavior as reported in the previous section for one link. Fig. 7 shows the optimal number of blocks given \( n = 32 \) broadcast destinations. The optimal number of blocks again decreases with increasing Galois field size \( q \). A large Galois field idealization of RLNC is obtained by setting \( P_S(m, x, q) = 1 \) in (15) for all \( x \geq 0 \). In this case, the optimal number of blocks is again \( m = 1 \) and RLNC becomes equivalent to ARQ. The expected number of transmissions that the source must perform per message symbol is shown in Fig. 8. We multiply the expected number of transmissions per message symbol by the channel cutoff rate \( R_0 \) to get a curve that is independent of the quality of the underlying BSC. The idealized RLNC or ARQ scheme with \( m = 1 \) requires
the Galois field size of RLNC increases. Finishing field of size $q$ of destinations $n$ increases. 

Irrespective of the number of destinations $n$, we find that the optimal number of blocks tends to one as the coding overhead tends to zero. Whether or not this same conclusion holds true in the case of time-varying channels when $n$ is greater than 1 is the subject of ongoing research.

V. CONCLUSIONS

We analyzed the joint design of channel coding for the binary symmetric channel on the physical layer and random linear network coding on the link layer. For RLNC over a finite field of size $q$ and a message of length $K$, we obtain the optimal number of blocks that should be used to minimize the expected number of transmissions at the source. Under the conditions assumed in this paper, we find that, as the field size of RLNC grows large and the expected coding overhead of RLNC in blocks becomes small, the benefit of using a larger channel coded block outweighs the advantage of employing network coding over many blocks and the optimal number of blocks tends to one, thereby making RLNC equivalent to ARQ. Surprisingly this holds for the single link as well as the broadcast scenario, although the broadcast case has been highlighted in the literature as a prime example where performance gains can be achieved using network coding when only the link layer is considered. Irrespective of the number of destinations $n$, we find that the optimal number of blocks tends to one as the coding overhead tends to zero. Whether or not this same conclusion holds true in the case of time-varying
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