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Abstract

Rateless codes have been shown to provide robust error correction over a wide range of binary and noisy channels. Using a stochastic geometry model, this paper studies the performance of rateless codes in the cellular downlink and compares it with the performance of fixed-rate codes. For the case of Rayleigh fading, an accurate approximation is proposed for the distribution of the packet transmission time of $K$-bit information packets using rateless codes. The two types of channel coding schemes are compared by evaluating the typical user success probability and the rate. Based on both the analytical results and simulations, the paper shows that rateless coding provides a significant throughput gain relative to fixed-rate coding. Moreover the benefit is not restricted to the typical user but applies to all users in the cellular network.
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I. INTRODUCTION

A. Motivation

Rateless codes have generated a lot of interest as a promising forward error correction (FEC) technique [2]. Being able to adapt both the code construction and number of parity symbols to time-varying channel conditions, rateless codes hold the potential for achieving the capacity with relatively short delays compared to fixed-rate codes, which have fixed code construction and codeword length. Since rateless codes are able to transmit information adaptive to channel conditions.
conditions, they are robust to transmissions under no channel state information at the transmitter [3]. From a coding-theoretic point of view, [2], [4] compare the performance of rateless codes and punctured fixed-rate codes as a function of the receive SNR with the conclusion that rateless codes perform consistently over a wide range of SNRs. For rateless codes, the encoder implementation complexity is simpler, and a number of contributions in coding theory have led to substantial reduction in the decoding complexity of rateless codes over noisy channels (see [2] and references therein). Hence rateless codes have the potential for providing the best FEC solutions in contemporary and next-generation wireless networks.

Rateless codes were originally developed for packet-level FEC at the application (APP) layer to recover erased or lost packets [5], [6]. Subsequently, the Shannon theory for such variable-length codes, i.e., the channel capacity and its achievability have been developed in [7]. At the APP layer, the sequence of data packets is FEC encoded and communicated over an erasure channel. The packets may get erased (lost) in the channel. Using the received (un erased) packets, the decoder at the APP layer must recover the lost packets. Rateless codes by virtue of their exceptional packet recovery properties have been incorporated into several data communication standards.

In the cellular network context, rateless codes are part of the 3GPP Multimedia Broadcast Multicast Service (MBMS) standard for broadcast file delivery and streaming services [8]. Fig. 1 shows the protocol stack of the 3GPP MBMS standard. In the protocol stack, the broadcast and multicast data is protected by FEC present at the two layers, i.e., APP and physical (PHY). At the PHY layer, each fundamental data unit is a packet of fixed length information bits. The bits are FEC encoded for reliable transmission over a noisy channel. If the channel conditions are good, all information bits are successfully decoded and the packet moves up to higher layers. Under a bad channel, the information bits are not decoded correctly and the packet is considered erased (lost). The APP-FEC is based on Raptor codes while the PHY-FEC is based on fixed-rate turbo or LDPC codes.

Even though the FEC schemes at the two layers have been designed separately to provide error (or erasure) protection, a cross layer perspective reveals that the goals and requirements of one layer FEC method compromises the performance of the other layer FEC method. For example, to obtain the desired APP-FEC protection based on rateless codes, the encoded stream of packets must be transmitted at a high rate over the channel. This high rate requirement can only be met by sacrificing the PHY-FEC reliability. On the other hand, designing a very reliable
The goal is to investigate the potential benefits of using rateless codes for FEC in the PHY layer by quantifying the resulting performance improvements.

**B. Related work**

From a wireless communication point of view, rateless codes received a lot of interest through the work of [10]. Rateless codes were employed in a single source-destination pair communication assisted by relays. With the underlying channel model of fading and shadowing, performance
of collaborative relaying with mutual information accumulation was studied.

This paper is mainly motivated by the works of [11], [12]. Using tools from stochastic geometry, [11] shows that rateless codes lead to performance improvements in a single-hop wireless ad hoc network (WANET). A robust scheme based on rateless codes was proposed to achieve the ergodic rate density (ERD) in a WANET. The Poisson rain model was used to show that rateless codes enable the WANET to achieve a higher rate density and have near ERD performance with significantly shorter delays than fixed-rate codes. In [12], the meta distribution of the SIR is proposed as a powerful tool to study the per-user performance in a wireless network. The meta distribution of the SIR is the distribution of the transmission success probability conditioned on the point process. It reveals fine-grained information on the per-user performance which, in turn, leads to insights on packet end-to-end delay, QoS levels and congestion across the network. Since rateless codes result in per-user rates that are matched to the instantaneous channel, studying their performance in a framework similar to [12] will lead to new insights in cellular network design.

C. Contributions

Using a stochastic geometry model, we characterize the performance of cellular downlink channels when rateless codes are used for FEC in the PHY layer and compare it to the case of conventional fixed-rate codes. We study the cellular downlink performance under the fixed information transmission mode where a $K$-bit information packet is transmitted from a BS to its served user. We quantify the distribution of the packet transmission time of rateless codes, defined as the number of channel uses to successfully transmit a $K$-bit packet. The analytical result leads to expressions for the success (coverage) probability and the rate on the cellular downlink, and allows a comparison of rateless codes with fixed-rate codes. We show that with rateless codes in the PHY layer, the success probability and rate on the cellular downlink increases substantially relative to fixed-rate codes for a wide range of system parameter values, such as the path loss exponent and the packet delay constraint. Also we show that rateless PHY-FEC leads to a SIR gain in the cellular downlink (also referred to as the horizontal gap in the literature [13], [14]) and provide expressions for the gain as a function of the system parameters. By analysis, we show that even the worst type of user, in terms of interferer activity, has a throughput benefit. Simulation results go one step further and indicate that every user in the cellular downlink has a throughput gain under the proposed scheme irrespective of its location.
The remainder of the paper is organized as follows. The system model is presented in Section II. Section III presents the theoretical results of the paper concerning the distribution of the packet transmission time of rateless codes. Section IV compares the cellular network performance under two FEC scenarios, rateless codes and fixed-rate codes. Section V discusses the numerical results and insights. Section VI concludes the paper. The appendix contains the mathematical derivations.

II. SYSTEM MODEL

We consider a cellular network in which BSs are modeled by a homogeneous Poisson point process (PPP) $\Phi = \{X_i\}, i = 0, 1, 2, \cdots$ of intensity $\lambda$. It is assumed that each BS $X_i$ communicates with one user located uniformly at random in its Voronoi cell, and its location is denoted by $Y_i$. The distance between $X_i$ and its served user $Y_i$ is $D_i$. Every BS wishes to communicate $K$ bits to its served user. When the BS $X_i$ is communicating to its user $Y_i$, all other BSs interfere until they have completed their own transmission. Once the interfering BSs receive the acknowledgment (ACK) signal from their users, they become silent, i.e., they cease to interfere with the ongoing transmissions. A second case in which every interfering BS transmits to their user continuously without turning off is considered later.

Fig. 2. A block diagram description of the rateless encoding and decoding operations in the downlink. The encoder system is present at the BS side and the decoding process is carried out at the user side. In the diagram, LT stands for Luby Transform.
Fig. 2 provides a block level overview of the PHY layer FEC encoding and decoding process of the $K$-bit information packet at the BS and user, respectively. At the BS, the rateless FEC encoding is implemented in two stages. The $K$ information bits are first encoded by a fixed-rate outer code. The outer code can be a LDPC code, repeat accumulate (RA) code, or a polar code. The encoded bits output by the outer coder are subsequently encoded by the rateless Luby Transform (LT) coder. The LT encoded bits are input to the symbol mapper, which maps bits to finite constellation QAM symbols. The size of the QAM constellation is determined based on the knowledge of the channel statistics at the BS. The parity symbols are transmitted incrementally over the channel, where they are corrupted by the interference and thermal noise. To simplify the theoretical analysis in the paper, we assume that the symbol mapper outputs Gaussian symbols.

At the user side, the receiver collects the channel output symbols and passes them through the LT decoder, which uses the standard belief propagation or sum-product algorithm for decoding. The log likelihood ratio (LLR) values output by the LT decoder are input to the fixed-rate outer decoder. The desired information bits are obtained by applying the hard decision to the soft values output by the outer decoder. The receiver at user collects the channel output symbols for every $L$ channel uses and attempts to decode the $K$ information bits. The transmission of parity symbols continues until the receiver succeeds to decode all the $K$ information bits and sends an ACK to the BS or the delay constraint is reached.

Each BS uses constant transmit power $\rho$. The wireless propagation channel is affected by path loss and small-scale fading. We assume a quasi-static fading channel from the serving BS and also the interfering BSs. Each packet of $K$ bits is encoded and transmitted within a single coherence time over a Rayleigh block fading channel. For a coherence time $T_c$ and signal bandwidth $W_c$, each packet transmission of $K$ bits has a delay constraint of $N = T_c W_c$ channel uses. Let $T_i$ denote the packet transmission time of BS $X_i$ to its user $Y_i$. Each BS $X_i$ has up to $N$ channel uses to transmit a $K$-bit packet, i.e., $0 < T_i \leq N$. The medium access control (MAC) state of BS $X_i$ at time $t$ is thus given by $e_i(t) = 1 (0 < t \leq T_i)$, where $1(\cdot)$ is the indicator function.

$^1$For simplicity, we assume a flat fading channel in the paper, yet the concepts and results apply to OFDM transmission over frequency selective fading, common in cellular downlink.
The received signal at user $Y_i$ is

$$y_i(t) = h_{ii} D_i^{-\alpha/2} x_i + \sum_{k \neq i} h_{ki} |X_k - Y_i|^{-\alpha/2} e_k(t) x_k + z_i, \quad 0 < t \leq T_i, \quad (1)$$

where $h_{ki}$ is the fading coefficient from BSs $\{X_k\}, k \neq i$ to user $Y_i$, $\alpha$ is the path loss exponent, the 1st term represents the desired signal from BS $X_i$ and the 2nd term represents the interference.

The interference power and SINR at user $Y_i$ at time $t$ are given by

$$I_i(t) = \sum_{k \neq i} \rho |h_{ki}|^2 |X_k - Y_i|^{-\alpha} e_k(t) \quad (2)$$

and

$$\text{SINR}_i(t) = \frac{\rho |h_{ii}|^2 D_i^{-\alpha}}{1 + I_i(t)}, \quad (3)$$

respectively.

The time-averaged interference at user $Y_i$ up to time $t$ is given by

$$\hat{I}_i(t) = \frac{1}{t} \int_0^t I_i(\tau) \, d\tau. \quad (4)$$

The achievable rate at user $Y_i$ depends on the type of receiver employed. If user $Y_i$ employs a matched receiver, the achievable rate $C_i(t)$ is given by

$$C_i(t) = \frac{1}{t} \int_0^t \log_2 (1 + \text{SINR}_i(\tau)) \, d\tau. \quad (5)$$

If user $Y_i$ employs a nearest-neighbor decoder performing minimum Euclidean distance decoding based on only the desired channel gain knowledge at the receiver [15], then the achievable rate $C_i(t)$ is

$$C_i(t) = \log_2 \left(1 + \frac{\rho |h_{ii}|^2 D_i^{-\alpha}}{1 + \hat{I}_i(t)}\right). \quad (6)$$

The $C_i(t)$ in (6) is a lower bound to that in (5). This follows by noting that the spectral efficiency term $\log_2 (1 + \text{SINR}_i(\tau))$ in (5) is a convex function of $I_i(\tau)$ and subsequently applying Jensen’s inequality for convex functions to $C_i(t)$ in (5). The receiver in (6) is a practical choice since it requires only an estimate of the channel gain from the serving BS and no knowledge of the interference power, whereas the receiver in (5) has the demanding requirement of estimating both the desired channel gain and the instantaneous interference power.

---

In (3), the noise power is normalized to 1 with the assumption that the transmit power $\rho$ is scaled accordingly.

For remainder of the paper, the term “average interference” refers to time averaging.
while receiving data on the downlink channel. For the remainder of the paper, we assume that every user employs the practical receiver in (6).

Every interfering BS transmits a $K$-bit packet to its user and after receiving the ACK signal becomes silent without further interference to the cellular network leading to a monotonically decreasing interference, i.e., both $I_i(t)$ and $\hat{I}_i(t)$ are decreasing functions of $t$. As a result, the achievable rate at user $Y_i$ in (6) is monotonically increasing with $t$. Based on (6), the time to decode $K$ information bits and thus, the packet transmission time $T_i$ are given by

$$\hat{T}_i = \min \{ t : K < t \cdot C_i(t) \}$$  \hspace{1cm} (7)$$

$$T_i = \min \left( N, \hat{T}_i \right).$$  \hspace{1cm} (8)

A characterization of the distribution of the packet transmission time $T_i$ in (8) is essential to quantify the performance advantages of using rateless codes for PHY-FEC in a cellular network.

### III. Packet Transmission Time

In this section, we present a theoretical analysis of the cellular network performance that is consistent with the cellular system model in Section II. To analytically study the distribution of the packet transmission time, we first condition on the origin $o \in \Phi$ and consider the cell of a BS placed at the origin, i.e., the typical cell. The user placed at a uniformly random point in the typical cell is called the typical user, and we denote its achievable rate by $C(t)$ and the distance from its BS by $D$. We note that from (7) and (8), the distribution of the packet transmission time $T$ depends on the achievable rate $C(t)$, which in turn, depends on the downlink distance $D$ as per (6).

The distribution of the downlink distance $D$ is unknown, hence we use an approximation to it by considering the Crofton cell in place of the typical cell. The Crofton cell is the cell in a Voronoi tessellation containing the origin but not as its nucleus. For the Crofton cell, the distance from the origin to the nucleus is Rayleigh distributed \[16\]. The Crofton cell is larger than the typical cell, but the two cells have the same distribution to within an unknown constant factor \[17\]. Thus using the theoretically known distance distribution of the Crofton cell gives a strict upper bound on the distance distribution of the typical cell and hence, the approximation is well justified. So

---

4In \[11\], it was shown that for ad hoc networks, the receiver in (6) provides a performance quite close to that of (5) for practically relevant network settings, with low complexity.

5Note that the achievable rates $C_i(t)$ for all $i$ and $C(t)$ are statistically identical.
we use the Rayleigh distribution for the downlink distance, i.e., $D \sim \text{Rayleigh} (\sigma)$ with a mean of $\sigma \sqrt{\frac{\pi}{2}}$. The parameter $\sigma = \frac{1}{\sqrt{2\pi c\lambda}}$ with $c = 1$ is the scale parameter of the Rayleigh distribution. The Rayleigh distribution for the downlink distance for the model considered here was originally proposed in [18] with a value of $c = 1.25$ to get an approximation to the empirical distribution of $D$. However our goal is to use a strict upper bound on the distribution (CDF) of $D$ and hence we choose $c = 1$.

Let the location of the typical user be denoted by $Y_0$. For notational simplicity, we consider the translated version of the PPP, i.e., $\Phi_o - Y_0$, such that the typical user is at the origin. To characterize the CCDF of the packet transmission time $T$, we first note that the CCDFs of $T$ and $\hat{T}$ are related as

$$\mathbb{P}(T > t) = \begin{cases} \mathbb{P}(\hat{T} > t) & t < N \\ 0 & t \geq N. \end{cases}$$

(9)

Hence we just focus on the CCDF of $\hat{T}$ from now onwards. We consider the two events

$\mathcal{E}_1(t) : \hat{T} > t$

$\mathcal{E}_2(t) : \frac{K}{t} \geq \log_2 \left(1 + \frac{\rho|h|^2D^{-\alpha}}{1 + \hat{I}(t)}\right)$.

(10)

Based on standard information-theoretic results, a key observation is that for a given $t$, the event $\mathcal{E}_1(t)$ is true if and only if $\mathcal{E}_2(t)$ holds true. Thus

$$\mathbb{P}(\hat{T} > t) = \mathbb{P}\left(\frac{K}{t} \geq \log_2 \left(1 + \frac{\rho|h|^2D^{-\alpha}}{1 + \hat{I}(t)}\right)\right)$$

(11)

$$= \mathbb{P}\left(\frac{\rho|h|^2D^{-\alpha}}{1 + \hat{I}(t)} \leq 2^{\frac{K}{t}} - 1\right).$$

(12)

Assuming a high enough BS density $\lambda$, we ignore the noise term for the remainder of the paper. We let $\theta_t = 2^{\frac{K}{t}} - 1$ and, without loss of generality, set $\rho = 1$. Then, (12) can be written out as

$$\mathbb{P}(\hat{T} > t) = \mathbb{E}\left[1 - \mathbb{P}\left(\frac{|h|^2D^{-\alpha}}{\hat{I}(t)} \geq \theta_t | D\right)\right]$$

$$\overset{(a)}{=} \mathbb{E}\left[1 - \mathcal{L}_{\hat{I}(t)}(\theta_tD^\alpha)\right],$$

(13)

\footnote{For the PPP $\Phi = \{X_i\}$, $\Phi_o \triangleq \Phi \cup \{o\}$ and $\Phi - Y_0 \triangleq \{X_i - Y_0\}$. See [16] for details on this notation.}
where (a) follows from Rayleigh fading and $L_Y(s) = \mathbb{E}[e^{-sY}]$ is the Laplace transform of random variable $Y$. An expression for $\hat{I}(t)$, the average interference up to time $t$ at the typical user, can be obtained from (4):

$$\hat{I}(t) = \sum_{k \neq 0} |h_k|^2 |X_k|^{-\alpha} \eta_k(t) \quad (14)$$

$$\eta_k(t) = \frac{1}{t} \int_0^t e_k(\tau) \, d\tau = \min(1, T_k/t). \quad (15)$$

The marks $\eta_k(t)$ are correlated for different $k$, which makes it impossible to find the exact CCDF in (13). In the following, we discuss three approaches to study the CCDF.

A. Upper Bound

From (12), the CCDF can be upper bounded by considering an upper bound to the interference $\hat{I}(t)$ in (14). Since $\eta_k(t) < 1$ for all $k$, we have the following upper bound for $\hat{I}(t)$,

$$\hat{I}(t) \leq I = \sum_{k \neq 0} |h_k|^2 |X_k|^{-\alpha}. \quad (16)$$

Hence from (12), an upper bound to the CCDF is given by

$$P(\hat{T} > t) \leq P\left( \frac{|h|^2 D^{-\alpha}}{I} \leq 2^{K/t} - 1 \right). \quad (17)$$

Similar to (12), the upper bound in (17) can be written out resulting in the expression (13) involving $I$ instead of $\hat{I}(t)$. Thus, the bound to the CCDF of $T$ can be obtained by evaluating the Laplace transform of $I$ in (16) and is given in the following theorem.

**Theorem 1.** An upper bound on the CCDF of typical user packet transmission time, $T$ in (8), is given by

$$P(T > t) \leq 1 - \frac{1}{2F_1([1, -\delta]; 1 - \delta; -\theta_t)}, \quad t < N, \quad (18)$$

where $2F_1([a, b]; c; z)$ is the Gauss hypergeometric function, $\delta = 2/\alpha$ and $\theta_t = 2^{K/t} - 1$.

*Proof:* Refer to Appendix A.

Now we develop a lower bound to the CCDF of the typical user packet transmission time.
B. Lower Bound

From (12), the CCDF can be lower bounded by considering a lower bound to the interference \( \hat{I}(t) \). Hence, we use the nearest-interferer lower bound to \( \hat{I}(t) \) and obtain

\[
P(\hat{T} > t) = P\left( \frac{|h|^2 D^{-\alpha}}{\hat{I}(t)} \leq \theta_t \right) \geq (a) P\left( \frac{|h|^2 D^{-\alpha}}{I(t)} \leq \theta_t \right) \geq P\left( \frac{|h|^2 D^{-\alpha}}{|h_1|^2 |X_1|^{-\alpha}} 1 (t \leq T_1) \leq \theta_t \right) \geq (b) P\left( \frac{|h|^2 D^{-\alpha}}{|h_1|^2 |X_1|^{-\alpha}} \leq \theta_t \right) \geq \frac{P_1}{P_2} (t \leq T_1),
\]

where in (a) \( I(t) \) is the instantaneous interference at time \( t \), which is monotonically decreasing with \( t \), and hence, \( \hat{I}(t) \geq I(t) \). Splitting (19) by conditioning on the event \( t \leq T_1 \) and its complement \( t > T_1 \) leads to (b).

Let \( T_{ni} \) be the packet transmission time based on interference from only the nearest interferer with the assumption that it is always active. In the following, the distribution of \( T_{ni} \) is given.

**Proposition 1.** The CCDF of \( T_{ni} \) is given by

\[
P(T_{ni} > t) = 1 - 2 F_1 \left( [1, \delta]; 1 + \delta; -\theta_t \right),
\]

where \( \delta = 2/\alpha \) and \( \theta_t = 2^{K/t} - 1 \).

**Proof:** Similar to (11), the CCDF of \( T_{ni} \) is given by

\[
P(T_{ni} > t) = P \left( \frac{K}{t} \geq \log_2 \left( 1 + \frac{|h|^2 D^{-\alpha}}{|h_1|^2 |X_1|^{-\alpha}} \right) \right).
\]

The RHS of (22) is computed in Appendix B.

Note that the CCDF of \( T_{ni} \) in Proposition 1 is the same as the term \( P_1 \) in (20). \( P_2 = P \left( t \leq T_1 \right) \) is the probability that the nearest-interferer \( X_1 \) transmits up to time \( t \) and unfortunately it does not seem possible to find an expression. However, in the next subsection, we illustrate the applicability of \( P_1 \), with an expression in (21) to study the distribution of the typical user’s packet transmission time.
C. Independent Thinning Approximation

For small $t$, the interference is constant since all BSs are active. Hence the upper bound in \((18)\) is very accurate. For moderate $t$, the interference starts to decrease since successful BSs turn off and the upper bound is still decent. For large $t$, however the interference is decaying more rapidly and the bound in \((18)\) gets loose. Hence we seek to obtain a better analytical expression for the tail of the CCDF in this section.

To characterize the dependence of the typical user’s transmission time on the time varying interference of the cellular network, we make a simplifying approximation. The assumption is that the interfering BSs transmit for a random duration $\bar{T}_k$ from time $t = 0$ and then become inactive, irrespective of their packet success or failure. Statistically the $\bar{T}_k$ are assumed iid with CDF $F(\bar{t})$ and hence this approximation is termed \textit{independent thinning model}. Under this model, the instantaneous interference at the typical user can be written as

$$\tilde{I}(t) = \sum_{k \neq 0} |h_k|^2 |X_k|^{-\alpha} 1(t \leq \bar{T}_k).$$

The average interference at the typical user is given by

$$\bar{I}(t) = \sum_{k \neq 0} |h_k|^2 |X_k|^{-\alpha} \bar{\eta}_k(t) \quad (24)$$

$$\bar{\eta}_k(t) = \min \left(1, \frac{\bar{T}_k}{t} \right).$$

From now onwards, we just use $\bar{\eta}$ instead of $\bar{\eta}_k(t)$ for brevity.

Under the independent thinning model, the typical user packet transmission time $T$ is

$$\hat{T} = \min \left\{ t : K < t \cdot \log_2 \left( 1 + \frac{|h|^2 D^{-\alpha}}{I(t)} \right) \right\}$$

$$T = \min \left( N, \hat{T} \right).$$

The CCDF of the typical user’s packet transmission time $T$ in \((25)\) is bounded in the following theorem.

\textbf{Theorem 2.} An upper bound on the CCDF of typical user packet transmission time under the independent thinning model, $T$ in \((25)\), is given by

$$\mathbb{P}(T > t) \leq \begin{cases} P_{ub}(t) & t < N \\ 0 & t \geq N, \end{cases} \quad (26)$$
where
\[ P_{ub}(t) = 1 - \frac{1}{2F_1([1,-\delta];1-\delta;\theta_t \min (1,\mu/t))}, \] (27)
and
\[ \mu = \int_0^N (1 - 2F_1([1,\delta];1+\delta;1-2^{K/t})) \, dt. \] (28)

Proof: See Appendix C.

Fig. 3. The CCDF of the packet transmission time in a cellular network with $\lambda = 1$ at $\alpha = 3$. The curves from both the network simulation and typical user analysis are shown.

Fig. 3 plots the CCDF of the packet transmission time in a cellular network with $K = 75$, $\alpha = 3$ and $N \to \infty$. The simulation curve corresponds to the network simulation as per the system model in (7)-(8). A curve showing the fitting of a gamma distribution to the CCDF of the packet transmission time is also shown and shows a near-perfect match. For the typical user, the upper bound of (18) and the result of Theorem 2 are shown.

The CCDF of the typical user packet transmission time from the independent thinning approximation given in Theorem 2 serves as a simplified model to the exact cellular network described in Section II. The analytical results of this section will be used to quantify the performance of the cellular downlink when rateless codes are used for PHY-FEC. The predicted performance of cellular network from the results of Theorem 2 will be compared to the actual cellular network performance based on simulation in Section V.
IV. PERFORMANCE COMPARISON

In the system model of our paper, every BS communicates a fixed amount of information ($K$ bits) to its user and becomes silent after ACK signal reception. In the following, we describe a methodology to quantify the benefits of using rateless codes for PHY-FEC. We study the performance of a cellular network under two scenarios. In one scenario, the cellular network employs rateless codes for FEC in the PHY layer while in the second scenario, conventional fixed-rate codes are used for FEC.

When the cellular network uses fixed-rate codes for PHY layer FEC, each BS encodes a $K$ bit information packet using a fixed-rate code, e.g., a Reed Solomon code or turbo code, and transmits the entire codeword of $N$ parity symbols. The user receives the $N$ parity symbols over the downlink channel and tries to decode the information bits using the BCJR or Viterbi algorithm. Depending on the instantaneous channel conditions, the single decoding attempt may be successful or not.

When the cellular network uses rateless codes for FEC, each BS encodes a $K$ bit packet using the encoding process illustrated in Fig. 2a. The parity symbols are incrementally generated and transmitted until $K$ bits are decoded at the user or the maximum number of parity symbols $N$ is reached. The user performs multiple decoding attempts to decode the information packet as per Fig. 2b. The user decodes the $K$ bits using a potentially variable number of parity symbols. An outage occurs if the $K$ bits are not decoded within $N$ parity symbols.

The metrics used to compare the performance of the two FEC approaches are the typical user success probability and rate, which are defined below for both fixed-rate coding and rateless coding schemes.

A. Fixed-Rate Coding

The SIR threshold for fixed-rate coding is given by $\theta = 2^{K/N} - 1$. The SIR of the typical user is given by $\text{SIR} = \frac{|h|^2 D^{-\alpha}}{I}$, where $I$ is given in (16) and similar to Section III, $D$ follows the same Rayleigh distribution with $c = 1$. The success probability and rate of the typical user are defined and given as

$$p_s(N) \triangleq \mathbb{P} \left( \text{SIR} > 2^{K/N} - 1 \right)$$

$$= \frac{1}{2F_1([1,-\delta]; 1 - \delta; 1 - 2^{K/N})}$$

(29)
\[ R_N \triangleq p_s(N) \log_2(1 + \theta) \]
\[ = \frac{K/N}{_2F_1([1, -\delta]; 1 + \delta; 1 - 2^{K/N})}. \]  

(30)

The two terms in \( R_N \) exhibit a tradeoff as a function of \( N \), namely the success probability \( p_s(N) \) is increasing and the rate \( \log_2(1 + \theta) \) is decreasing with \( N \). Let \( N_t \) be the optimal value of \( N \) to maximize \( R_N \) in (30).

B. Rateless Coding

The SIR threshold for rateless coding at time \( t \) is given by \( \theta_t = 2^{K/t} - 1 \). The success probability and rate of the typical user are defined as

\[ p_s(N) \triangleq 1 - P(\hat{T} > N) \]  
\[ R_N \triangleq \frac{Kp_s(N)}{\mathbb{E}[T]}. \]  

(31) \hspace{1cm} (32)

Note that as per (8), \( T \) is a truncated version of \( \hat{T} \) at \( N \). Let \( N_r \) be the optimal value of \( N \) to maximize \( R_N \) in (32).

In the following, we quantify the performance gains of using rateless codes.

1) SIR Gain: In [13], [14], a framework for characterizing the performance benefit of a new transmission/reception technique compared to a baseline system is presented. The performance benefit is quantified as a gain in the SIR achievable by the new technique across the cellular network. If \( F_1 \) and \( F_2 \) represent the CCDFs of the SIRs under the baseline scheme and the new technique respectively, then the new technique provides a SIR gain of \( G \) if the relationship

\[ F_2(\theta) \sim F_1(\theta/G), \quad \theta \to 0, \]  

(33)

is satisfied. In [13], it is shown that this asymptotic relationship implies \( F_2(\theta) \approx F_1(\theta/G) \) for all \( \theta \). Based on (33), the following proposition provides the performance gain of using rateless codes for PHY layer FEC.

\[ \text{The expressions in (29) and (30) are independent of the specific fixed rate code used in the cellular downlink. Each type of channel code has a probability of decoding error. However the information outage probability, obtained by the complement of the success probability in (29), can be interpreted as the limiting value of the probability of decoding error achieved by individual channel codes for large codeword length averaged over fading and point process. (See [19] for details). Similar comments apply to (31) and (32).} \]
Proposition 2. Rateless coding in cellular downlink leads to a SIR gain of \( G = \frac{N}{\mu} \) relative to fixed-rate coding under the independent thinning model, where \( \mu = \mathbb{E}[\bar{T}] \) is the mean interferer transmission duration given in (28).

Proof: The gain is obtained by comparing the success probabilities for both rateless coding and fixed-rate coding. Under the independent thinning model, the success probability for rateless coding can be bounded by evaluating (55) at \( t = N \), which yields
\[
\tilde{p}_s(N) \geq \frac{1}{2F_1([1,-\delta];1-\delta,-\theta \min(1,\mu/N))}.
\]
(34)
Comparing the above \( \tilde{p}_s(N) \) to that in (29) and noting that \( \mu < N \) always, we observe that the relation in (33) is satisfied with \( G = \frac{N}{\mu} > 1 \).

The SIR threshold \( \theta \) is reduced by a factor \( \frac{N}{\mu} \) and hence, the above result under the independent thinning model proves that rateless coding leads to improved coverage on the cellular downlink. A key observation is that the SIR gain \( G \) is unaffected by the value of \( c \) in the distribution of \( D \). Both \( \tilde{p}_s(N) \) and \( p_s(N) \) in (29) have the term \( c \) in their expressions, thus the relation in (33) is satisfied for any \( c \). This further justifies the choice of \( c = 1 \) for mathematical simplicity.

An expression for \( \mu \) is given in (28), integrating the result of Proposition 1 from 0 to \( N \). If interferers stay active for a longer duration, \( \mu \) is large and the gain \( G \) is small whereas if the interferer durations are short, the resulting gain \( G \) is large. For the case of \( \alpha = 4 \), the expression in Proposition 1 admits the simpler form
\[
\mu = \int_0^N \left( 1 - \frac{\arctan \sqrt{2K/t} - 1}{\sqrt{2K/t} - 1} \right) dt.
\]
(35)

Another way to express the performance benefit offered by rateless codes is discussed below. For a given value of \( N \), comparing the success probabilities of both rateless coding and fixed-rate coding indicates how well rateless coding performs. The success probability gain \( g_s \) is defined as the ratio of success probability of rateless coding to that of fixed-rate coding. Based on (29) and (34), a lower bound for \( g_s \) is given below.

Corollary 1. In cellular downlink, the success probability gain is bounded as
\[
g_s \geq \frac{2F_1([1,-\delta];1-\delta;1-2^{K/N})}{2F_1([1,-\delta];1-\delta;(1-2^{K/N}) \mu/N)}.
\]
(36)

Both the SIR gain \( G \) and the success probability gain \( g_s \) are based on comparing the success probabilities of the two FEC schemes, but \( G \) is the preferred choice since it depends on fewer parameters. In [13], the key advantages of \( G \) relative to \( g_s \) are discussed.
2) Rate Gain: The rate gain \( g_r \) is defined as the ratio of the rates of rateless coding and fixed-rate coding. Comparing the rates in (30) and (32) gives the following result.

**Proposition 3.** In cellular downlink, the rate gain of rateless codes relative to fixed-rate codes is

\[
g_r = g_s \frac{N}{\mathbb{E}[T]}. \tag{37}
\]

Note that \( \frac{N}{\mathbb{E}[T]} > 1 \) can be viewed as a gain in packet transmission time. The transmission time and the success probability gains act in tandem to produce a rate gain \( g_r > 1 \).

To compute the rate in (32) analytically under the independent thinning model, the success probability bound in (34) and the bound

\[
\mathbb{E}[T] \leq \int_0^N P_{ub}(t) \, dt, \tag{38}
\]
on the expected packet time are used. In (38), \( P_{ub}(t) \) is obtained from Theorem 2.

The claims of Propositions 2 and 3 are numerically validated in Section V.

C. Continuous Transmission

We now consider the case where every interfering BS is transmitting continuously without turning OFF during the entire duration of the typical user reception. The MAC state of interfering BS \( X_k \) at time \( t \) is thus given by \( e_k(t) = 1, \ t \geq 0 \). Hence, the interference at the typical user does not change with time and is given by \( I \) in (16) and, accordingly, the SIR at the typical user is time-invariant. We assume that the BS serving the typical user encodes a \( K \)-bit information packet with a rateless code and transmits it using variable number of parity symbols under a delay constraint of \( N \). Thus in the continuous transmission case, the result from Theorem 1 can be used to provide the CCDF of the typical user packet transmission time and is given by

\[
P(T > t) = 1 - \frac{1}{2 \mathcal{F}_1([1, \delta]; 1 - \delta; -\theta t)}, \quad t < N. \tag{39}
\]

In the following, we compare the performance of rateless coding to fixed-rate coding under the continuous transmission case. The definitions in Sections IV-A and IV-B are valid for this case also. In terms of success probability, evaluating the RHS of (39) at \( t = N \) and taking the complement leads to the same expression as the success probability for fixed-rate coding in (29). For the rate gain, we compare the expressions in (30) and (32) evaluated based on (39). We observe that there is a rate gain, which is quantified below.
Proposition 4. The rate gain of rateless codes in cellular downlink under the continuous transmission case is given by

\[ \bar{g}_r = \frac{N}{\int_0^N P(T > t) \, dt}. \]  

The integral in (40) is dependent on the CCDF expression given in (39). The rate gain satisfies \( \bar{g}_r > 1 \).

One additional insight can be obtained from the result for continuous transmission. The gain \( g_r > 1 \) predicted in Proposition 3 applies to the typical user and is obtained by the spatial average of rate gains across the cellular network. Even though \( g_r > 1 \), the gain need not indicate that every user across the cellular network has a rate benefit, i.e., it is not clear whether a user in a dense region of the network would experience a rate benefit. But the gain \( \bar{g}_r > 1 \) given in Proposition 4, again obtained by spatial averaging involves a constant interference to the typical user. This kind of typical user can be thought of (interpreted) as a user with the worst type of interferer activity in a practical cellular network. Hence the result in Proposition 4 clearly indicates that even the user with worst interferer activity in the cellular network has a rate benefit by using rateless codes for PHY-FEC.

Corollary 2. The rate gain in cellular downlink by using rateless codes for PHY-FEC satisfies the relation

\[ 1 < \bar{g}_r < g_r. \]  

Proof: The rate gain \( \bar{g}_r \) in Proposition 4 is based on the constant interference \( I \) given in (16) while the rate gain \( g_r \) in Proposition 3 is based on the decreasing interference \( \hat{I}(t) \) in (14). Note that \( \hat{I}(t) \leq I \) and hence the packet transmission time gain \( \frac{N}{\mathbb{E}[T]} \) is smaller for the continuous transmission case. Hence by comparison of (37) and (40), we observe that \( g_r > \bar{g}_r \).

The rate gain of the typical user in a practical cellular network is greater than that of the user with worst interferer activity, i.e., BS-UE pairs in very dense regions tend to experience gain representative of \( \bar{g}_r \) whereas the BS-UE pairs in non-dense regions tend to obtain \( g_r \) like higher gain. These insights are clearly illustrated in the next section on numerical results.

V. Numerical Results

In this section, we present numerical results that illustrate the performance benefits of using rateless codes for FEC in the PHY layer of a cellular network. Inspired by [12], the numerical
results are presented under two frameworks in the subsections below. The first one provides insights into the typical user’s performance. The second one offers a higher level of detail by focusing on the per-user performance. The typical user performance is a spatially averaged measure while the per-user performance quantifies the performance of individual users in a sample network realization.

A. Typical User Performance

In this framework, computing either the success probability or the rate based on (29) to (32) involves spatial averaging of the performance metric over the PPP. This computation can be accomplished both by simulation and the analytic expressions in Sections IV-A and IV-B. For the simulation, the cellular network was realized on a square of side 60 with wrap-around edges. The BS PPP intensity is $\lambda = 1$. The information packet size is $K = 75$ bits. The cellular network performance was evaluated for varying path loss exponent $\alpha$ and delay constraint $N$. The network is simulated as per the system model described in Section II while the independent thinning model of Section III-C is used for the analytical approximation.

In Fig. 4, the success probability is plotted as a function of the delay constraint for both fixed-rate coding and rateless coding based on (29), (31) and (34). It is observed that for $\alpha \in \{3, 4\}$,

Fig. 4. The success probability as a function of the delay constraint $N$ in a cellular network with $\lambda = 1$ at $\alpha = 3$ and $\alpha = 4$ for both fixed-rate coding and rateless coding based on (29), (31) and (34) respectively.

8The analytical results of the paper focus on the typical user performance. On the other hand, an analytical study of the per-user performance is a subject of future work.
rateless coding leads to a higher success probability relative to fixed-rate coding. In a cellular network with rateless coding, BSs with good channel conditions transmit the $K$ bits to their users in a short amount of time and turn OFF. This process reduces the interference for the remaining BSs, allowing them to communicate to their users with improved SIR conditions. Hence for a given $N$, a cellular network with rateless coding has a higher number of successful packet transmissions relative to fixed-rate coding.

![Graph showing typical user rate $R_N$](image)

Fig. 5. The typical user rate $R_N$ in a cellular network with $\lambda = 1$ as a function of $N$. In the figure, the solid line corresponds to fixed-rate coding and the two other line types correspond to rateless coding. For fixed-rate coding, the rate is based on (30) whereas for rateless coding, the expression in (32) is used for computing the rate. The analytical approximation is obtained by using (34) and (38).

Fig. 5 shows the rate $R_N$ for both fixed-rate coding and rateless coding as a function of $N$. For both schemes, there is an optimal $N$ that maximizes the rate, balancing the tradeoff between increasing $p_s(N)$ and $\mathbb{E} [T]$ (or $N$ for fixed-rate coding). For rateless coding, the success probability increases faster, and the expected packet transmission time grows slowly with $N$ relative to fixed-rate coding. Hence it is observed that $N_r$ is higher than $N_f$, and the maximal rate for rateless coding is higher than that of fixed-rate coding. The $N_r$ from simulation and the analytical results of Theorem 2 match very well, validating the independent thinning model.

Fig. 6 plots the typical user rate as a function of the path loss exponent $\alpha$. For fixed-rate coding, at each $\alpha$, the typical user rate is computed at the maximizing $N_f$. For rateless coding, the rate at both values $N_f$ and $N_r$ are plotted. Fig. 6 clearly illustrates the performance advantage of using rateless codes. At each $\alpha$, it is observed that the throughput gain is approximately constant when operating at either $N_f$ or $N_r$. 
B. Per-user Performance

The numerical results in the previous subsection provide the performance of the typical user, which is the spatial average of all users’ performance. While the spatial averages allow a comparison of the average network performance with rateless coding to that with fixed-rate coding, they do not reveal the behavior of individual BS-UE pairs in a given network realization. How does a user near to (or far from) the BS benefit from rateless coding? In this subsection, we attempt to answer the question by focusing on the per-user performance in a sample network realization, i.e., conditioned on a PPP realization. The numerical results presented here are based purely on simulation.

Fig. 7 shows a snapshot of a cellular network with BSs and users represented by $\times$ and $\circ$ respectively. For this sample network realization, the rates achieved by each BS-UE pair for both FEC schemes is computed. Since the network realization is fixed, the rates are averaged only over fading. For each pair, the rate for rateless coding is shown first while that for fixed-rate coding is below it. It is observed that the users very close to their serving BS achieve the most benefit.

One way to quantify the performance of the entire sample network realization is to observe the performance values as a function of the BS-UE distance. The insights from Fig. 7 are verified in Fig. 8 which shows the ratio of rates of the two FEC schemes for every BS-UE pair in the cellular network simulation square of side 60 as a function of the BS-UE distance. This plot
Fig. 7. Rates of BS-UE pairs in a sample realization of a cellular network with $\lambda = 1$ at $\alpha = 4$ and $N = 50$. For each pair, a ratio of rates is shown. The rate for rateless coding is shown at the top and that for fixed-rate coding is shown below it.

Fig. 8. The ratio of rate with rateless coding to the rate with fixed-rate coding for every BS-UE pair as a function of the BS-UE distance $D$ in a sample cellular network realization with $\lambda = 1$ at (a) $\alpha = 3$ and $N = 60$ and (b) $\alpha = 4$ and $N = 50$. 
clearly illustrates that every user in the cellular network with PPP realization has a throughput gain > 1 by using rateless codes. Since a PPP is inclusive of other point processes, the insight from Fig. 8 is very supportive of using rateless codes for PHY-FEC. On average, it may appear that the closer a user is to its serving BS, the larger its gain. But more details can be obtained from Fig. 8. For a specific value of $D$, it is observed that the different BS-UE pairs with such a $D$ can possibly achieve different throughput gains. For example from Fig. 8a, the BS-UE pairs with a distance of 0.1 may achieve a gain anywhere from 1 to around 7. Similarly for a distance of 0.6, the gains can be from 1 to 4. In Fig. 8a, the plotted rates have been averaged over the fading process, and hence for a specific value of $D$, the different gains depend on the interferer locations. For a fixed $D$, smaller cells have nearby interferers leading to a lower gain whereas the bigger cells have interferers further away and hence achieve a higher gain. Similar observations hold true for Fig. 8b also.

![Figure 9](image)

**Fig. 9.** The per-user rates for rateless coding and fixed-rate coding in a cellular network realization as a function of $D$ at (a) $\alpha = 4$ and $N = 60$ and (b) $\alpha = 3$ and $N = 75$. 

Fig. 9 plots the per-user rates for both rateless coding and fixed-rate coding against the BS-UE distance $D$. Again a sample cellular network realization is considered and the per-user rates

---

9More precisely, considering the probability space of counting measures $(\mathcal{N}, \mathfrak{M}, P_\lambda)$, where $P_\lambda$ is the distribution of the uniform PPP of intensity $\lambda$, any realization $\varphi$ of a stationary point process of intensity $\lambda$ belongs to the outcome space $\mathcal{N}$ of the uniform PPP.
are averaged over the fading process. Similar to Fig. 8, it is observed that a throughput gain is present for every value of $D$. The per-user performance results presented in Figs 8 and 9 fully support and validate the performance benefits shown for the typical user, i.e., the potential coverage and throughput improvements on the cellular downlink by using rateless codes in the PHY layer apply not just to the typical user but to every user in the cellular network, irrespective of its location within a cell either nearby or far away from a BS.

One more key additional insight can be obtained from Fig. 9 that was not captured in the typical user analysis. Since rateless codes adapt the amount of redundancy to instantaneous channel conditions, i.e., the BS-UE distance and interferer locations in Fig. 9, the users close to the serving BS get much higher rates under rateless coding relative to fixed-rate coding. For a sample network realization, these higher per-user rates under rateless coding will lead to positive effects on network congestion, packet end-to-end delay, and QoS levels. The interaction of the two cross layer FEC schemes, PHY-FEC and APP-FEC depends on the user location in a cell. The users close to the BS have good SIR conditions, hence they require less (few) FEC resources for successful data reception, which can be handled by PHY-FEC only without engaging the APP-FEC. The users further away from the BS require more FEC protection for data reception. Also for these users, depending on the type of data (streaming or file delivery), the relative amount of PHY-FEC and APP-FEC, i.e., whether to use a high rate PHY-FEC and low rate APP-FEC or vice versa, can be optimized accordingly.

C. Practical Considerations

The current cellular networks employ a basic form of an adaptive modulation and coding scheme (MCS) [20]. Prior to the start of packet transmission, the downlink SINR is estimated using pilot symbols and mapped into a corresponding 4-bit CQI index. This CQI is fed back to the BS, which selects the appropriate QAM constellation size and code rate. The code rate is fixed before transmission, i.e., no adaptation to time-varying channel conditions (which include interference) occurs. As illustrated in the paper, the lack of adaptivity of an MCS to channel variations leads to rate loss. In addition, the CQI feedback is subject to estimation error, and transmitted together with other control information pertaining to multiple subcarriers over a noisy feedback channel. Thus, the efficiency of 4G LTE MCS in matching the rate of transmission

10For rateless codes, a high (low) rate FEC means a small (large) number of parity symbols over a short (long) delay constraint.
to the instantaneous channel conditions is limited. This issue can be addressed by employing rateless codes shown in Fig. 2 for PHY-FEC. At the BS, the CQI index can be used to choose an optimal degree distribution for the inner (LT) code and a fixed code rate for the outer code along with a QAM constellation size. Due to the LT code component, the number of parity symbols to decode \( K \) information bits are adapted to the instantaneous channel conditions leading to channel matched rates.

5G cellular networks are envisioned to incorporate a host of new wireless concepts and technologies like mm-wave transmission, massive MIMO, extreme BS densities and cooperation (amorphous networks). All of these techniques will create dynamically changing channel conditions, and the underlying PHY layer needs to be adaptive and responsive to channel fluctuations for the new schemes to integrate and work efficiently. This can be accomplished by employing rateless codes for PHY layer FEC.

VI. CONCLUSION

The paper proposes rateless codes as a viable FEC technique in the PHY layer of a cellular downlink setting and investigates its performance advantage over fixed-rate codes. The focus is on the case of fixed information transmission from every BS to its user using a variable number of parity symbols. An independent thinning model was proposed to study the effects of time-varying interference on the packet transmission time. Under this model, it was shown that rateless coding in the PHY layer leads to a SIR gain in the cellular downlink. The potential of rateless codes to improve the coverage probability, provide a throughput gain for every user in the network, and achieve per-user rates which lead to efficient network operation relative to fixed-rate codes was clearly demonstrated through numerical results representing both spatially averaged and per-user performance measures for practically significant network scenarios. The results of the paper hint that when rateless codes are incorporated into PHY-FEC, the two cross layer FEC schemes can potentially coexist in a seamless fashion and be adaptive to instantaneous

\[11\] While a study of the implementation complexity of rateless codes and fixed-rate codes is beyond the scope of this paper, [21] provides some light. In [21], the performance of Raptor codes and Reed-Solomon codes are compared for a streaming application. The processing requirements, defined as the number of XOR operations for encoding and decoding, for a Raptor code grow only linearly with the source size whereas for a Reed-Solomon code, they grow quadratically. For a given packet loss rate, the Raptor codes require fewer resources than Reed-Solomon codes thus exhibiting a superior tradeoff between packet loss protection and complexity.
channel conditions relative to the tradeoff exhibited between the two in the case of fixed-rate PHY-FEC.
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**APPENDIX A**

**PROOF OF THEOREM 1**

For $I$ in (16), the Laplace transform can be expressed as

$$
\mathcal{L}_{I|D}(s) = \exp \left(-\pi \lambda \mathbb{E}_h \left[\int_D^\infty \left(1 - e^{-s|h|^{2\nu-\alpha}}\right) \, dv^2\right]\right) \\
= \exp \left(-\pi \lambda \int_D^\infty \left(1 - \frac{1}{1 + sv^{-\alpha}}\right) \, dv^2\right).
$$

Hence,

$$
\mathcal{L}_{I|D}(\theta_t D^\alpha) = \exp \left(-\pi \lambda \int_D^\infty \left(1 - \frac{1}{1 + \theta_t (D/v)^\alpha}\right) \, dv^2\right)
$$

$$
\overset{(a)}{=} \exp \left(-\pi \lambda D^2 \theta_t^\delta \int_0^{\theta_t \delta} \frac{\delta}{(1 + y) y^\delta} \, dy\right),
$$

where (a) follows from the substitution $y = \theta_t (D/v)^\alpha$.

The function $H(t)$ in (42) can be written as

$$
H(t) = \frac{\delta \theta_t}{1 - \delta} 2F_1 \left([1, 1 - \delta]; 2 - \delta; -\theta_t\right).
$$

The upper bound in (17) admits the expression (13) with $I$ as the interference term. Based on the discussion at the beginning of Section III, we use the following distribution for the downlink distance $D \sim \text{Rayleigh} \left(1/\sqrt{2\pi \lambda}\right)$. Hence using (42), the CCDF bound in (17) can be written as

$$
P(\hat{T} > t) \leq \mathbb{E} \left[1 - \exp \left(-\pi \lambda H(t) D^2\right)\right]
$$

$$
= 1 - \frac{1}{H(t) + 1}.
$$

(43)

The $H(t) + 1$ term in (43) can be written in simpler form based on the hypergeometric identity

$$
\frac{\delta \beta}{1 - \delta} 2F_1 \left([1, 1 - \delta]; 2 - \delta; -\beta\right) + 1 \equiv 2F_1 \left([1, -\delta]; 1 - \delta; -\beta\right).
$$

(44)

Hence the CCDF bound can be simplified as

$$
P(\hat{T} > t) \leq 1 - \frac{1}{2F_1 ([1, -\delta]; 1 - \delta; -\theta_t)}.
$$

(45)
APPENDIX B

PROOF OF PROPOSITION 1

To compute (22), let $V = D/|X_1|$. The distribution of $V$ is known [22, Lemma 3].

\[
P(T_{ni} > t) = P \left( \frac{|h|^2}{|h_1|^2 V^{-\alpha}} \leq \theta_t \right)
\]

(46)

\[
= 1 - \mathbb{E} \left[ \frac{1}{1 + \theta_t V^\alpha} \right]
\]

\[
= 1 - \int_0^1 \frac{1}{1 + \theta_t v^\alpha} \, dv^2
\]

\[
= 1 - \int_0^1 \frac{\delta y^{\delta-1}}{1 + \theta_t y} \, dy
\]

\[
= 1 - 2F_1([1, \delta]; 1 + \delta; -\theta_t).
\]

APPENDIX C

PROOF OF THEOREM 1

From (9), the CCDF of $T$ is the same as the CCDF of $\hat{T}$ when $t < N$ and is 0 elsewhere.

The CCDF of $\hat{T}$ has the same form as in (13) with the interference term being replaced by $\bar{I}(t)$ in (24), for which the Laplace transform $\mathcal{L}(\cdot)$ is given by [16]

\[
\mathcal{L}_{\bar{I}(t)|D}(s) = \exp \left( -\pi \lambda \mathbb{E}_{h,\eta} \left[ \int_D \left( 1 - e^{-s|h|^2 \eta^\alpha} \right) \, dv^2 \right] \right).
\]

(47)

Letting $s = \theta_t D^\alpha$,

\[
\mathcal{L}_{\bar{I}(t)|D}(\theta_t D^\alpha)
\]

\[
= \exp \left( -\pi \lambda \mathbb{E}_{h,\eta} \left[ \int_D \left( 1 - e^{-\theta_t D^\alpha|h|^2 \eta^\alpha} \right) \, dv^2 \right] \right)
\]

\[
= \exp \left( -\pi \lambda \mathbb{E}_{\eta} \left[ \int_D \left( 1 - \frac{1}{1 + \theta_t (D/v)\eta^\alpha} \right) \, dv^2 \right] \right)
\]

\[
= \exp \left( -\pi \lambda D^2 \delta \theta_t^\delta \mathbb{E} \left[ \int_0^{\theta_t} \left( 1 - \frac{1}{1 + \eta y} \right) \frac{dy}{y^{1+\delta}} \right] \right),
\]

(47)

where (a) follows from the substitution $y = \theta_t (D/v)^\alpha$.

For notational simplicity in (47), we define

\[
H(t) \triangleq \delta \theta_t^\delta \mathbb{E} \left[ \int_0^{\theta_t} \left( 1 - \frac{1}{1 + \eta y} \right) \frac{1}{y^{1+\delta}} \, dy \right].
\]

(48)
Using the fact that \( D \sim \text{Rayleigh} \left( \frac{1}{\sqrt{2\pi \lambda}} \right) \), from (13) the CCDF of \( \hat{T} \) is given as

\[
\Pr(\hat{T} > t) = \mathbb{E} \left[ 1 - \exp \left( -\pi \lambda H(t) D^2 \right) \right]
= 1 - \frac{1}{H(t) + 1}.
\] (49)

The CCDF of \( \hat{T} \) depends on the distribution of interferer packet time \( \bar{T} \) through the term \( H(t) \). In the following, a simple expression for \( H(t) \) is derived.

\[
H(t) = \delta \theta_t^\delta \mathbb{E} \left[ \int_0^{\theta_t} \frac{\bar{\eta}}{[1 + y\bar{\eta}]} y^\delta \, dy \right]
= \frac{\theta_t \delta}{1 - \delta} \mathbb{E} \left[ \bar{\eta} \, _2F_1 \left( [1, 1 - \delta]; 2 - \delta; -\theta_t \bar{\eta} \right) \right]
\] (50)

\[
= \frac{\theta_t \delta}{1 - \delta} \left[ \int_0^t \frac{\bar{t}}{\bar{t} \delta} \int_0^{\mu(t)} \left( [1, 1 - \delta]; 2 - \delta; -\theta_t \bar{\bar{t}} \right) \, d\bar{t} \right]
+ (1 - F(t)) \, _2F_1 \left( [1, 1 - \delta]; 2 - \delta; -\theta_t \bar{\bar{t}} \right).
\] (51)

where \( F(\bar{t}) = \Pr(\bar{T} \leq \bar{t}) \), which is assumed to be given.

Combining (49) and (51) leads to an expression for the CCDF of \( \hat{T} \). Although exact, the expression for \( H(t) \) in (51) is computationally intensive since it involves an integral over the hypergeometric function for every value of \( t \).

Hence a simpler upper bound is derived for \( H(t) \) by writing it as an expectation over the following function of \( \bar{T} \),

\[
g(T) = \frac{1}{1 + y \min(1, T/t)}
\]

\[
H(t) = \delta \theta_t^\delta \int_0^{\theta_t} \mathbb{E} \left[ 1 - g(T) \right] \frac{1}{y^{1+\delta}} \, dy.
\] (52)

The function \( g(T) \) is convex in \( T \). Letting \( \mu = \mathbb{E} \left[ \bar{T} \right] \), using Jensen’s inequality for convex functions results in the following upper bound for \( H(t) \) in (52)

\[
H(t) \leq \delta \theta_t^\delta \int_0^{\theta_t} \left( 1 - g(\mu) \right) \frac{1}{y^{1+\delta}} \, dy
= \delta \theta_t^\delta \int_0^{\theta_t} \frac{1}{1 + y \min(1, \mu/t)} \, dy
= \frac{\delta}{1 - \delta} \theta_t \min(1, \mu/t) \, _2F_1 \left( [1, 1 - \delta]; 2 - \delta; -\theta_t \min(1, \mu/t) \right)
\triangleq H_{ub}(t).
\] (53)
Thus combining (49) and (53), an upper bound for CCDF is given by

\[ \mathbb{P}(\hat{T} > t) \leq 1 - \frac{1}{H_{ub}(t) + 1}. \]  

(54)

For \( H_{ub}(t) \) in (53), applying the hypergeometric identity of (43) simplifies the above upper bound and yields

\[ \mathbb{P}(\hat{T} > t) \leq 1 - \frac{1}{2F_1([1,-\delta];1-\delta;1-\theta t \min(1,\mu/t))}. \]  

(55)

To complete the proof, we need to provide an expression for the mean interferer packet transmission time \( \mu \). We specify the interferer packet time distribution to follow the distribution of packet transmission time based on the always active nearest interferer case given in Proposition 1. Thus,

\[ \mu = \int_0^N \left(1 - 2F_1([1,\delta];1+\delta;1-2^{K/t})\right) dt \]  

(56)

\[ \overset{(a)}{=} K \log 2 \int_1^{\infty} \frac{1 - 2F_1([1,\delta];1+\delta;1-v)}{v \log^2 v} dv, \quad N \to \infty. \]

where (a) follows from the substitution \( v = 2^{K/t} \).
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