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Abstract—This paper applies spectral efficiency as a performance measure for routing schemes and considers how to obtain a good route in a wireless network. The objective for this study is to combine different perspectives from networking and information theory in the design of routing schemes.

The problem of finding the optimum route with the maximum spectral efficiency is difficult to solve in a distributed fashion. Motivated by an information-theoretic analysis, this paper proposes two suboptimal alternatives, namely, the approximately-ideal-path routing (AIPR) scheme and the distributed spectrum-efficient routing (DSER) scheme. AIPR finds a path to approximate an optimum regular path and requires location information. DSER is more amenable to distributed implementations based on the Bellman-Ford or Dijkstra’s algorithms. The spectral efficiencies of AIPR and DSER for random networks approach that of nearest-neighbor routing in the low signal-to-noise ratio (SNR) regime and that of single-hop routing in the high SNR regime. In the moderate-SNR regime, the spectral efficiency of DSER is up to twice that of nearest-neighbor or single-hop routing.

Index Terms—Capacity, routing, wireless networks.

I. BACKGROUND AND MOTIVATION

A S WIRELESS communications are extended beyond the last hop of networks, a better understanding of wireless relaying (including routing as a special case) is needed to deploy efficient multi-hop wireless networks. Research from different perspectives, e.g., networking and information theory, leads to different relaying paradigms for wireless networks [1]–[7]. The goal of this paper is to study the wireless routing problem combining networking and information-theoretic perspectives.

The study of wireless networks using information theory [1]–[4] has led to several relaying protocols that are asymptotically order-optimal as the number of nodes goes to infinity. However, all practical networks have a finite number of terminals. Furthermore, relaying protocols derived from information theory often involve complicated multiuser coding techniques, such as block-Markov coding and successive interference cancellation, which are too complex to implement in practical systems. Moreover, information-theoretic relaying strategies may not be easily implementable in a distributed manner. The gap between information-theoretic analyses and practical implementations has inspired us to study networks with a finite number of nodes with an emphasis on the distributed implementation aspects of our routing schemes.

On the other hand, previous work on routing within the networking community, e.g., [6], [7], mainly studies how to design new routing metrics to improve the throughput, and how to modify existing routing protocols to incorporate new metrics. These models are often built on link-level abstractions of the network without fully considering the impact of the physical layer. There is little if any discussion about the fundamental performance limits, such as Shannon capacity or spectral efficiency. In contrast to these works, this paper studies the influence of different routing schemes on spectral efficiency and designs distributed routing schemes based on insights from an information-theoretic analysis.

The work in [8]–[10] provides important guidelines for designing spectrum-efficient networks. Assuming a one-dimensional linear network, [8]–[10] show that there is an optimum number of hops in terms of maximizing end-to-end spectral efficiency. The results challenge the traditional wireless routing paradigm, “the more hops the better,” which is based purely upon signal-to-noise ratio. However, [8]–[10] assume that the number of relays and their locations are design parameters. In practice, the network geometry changes as the network operates and evolves; thus, neither the number of available relay nodes nor their locations between a source and destination are design parameters. Therefore, this paper considers choosing a route in a network comprised of an arbitrary number of randomly located nodes.

The remainder of the paper is organized as follows. Section II describes the system model and assumptions. Section III formulates the problems of finding a route with the maximum spectral efficiency assuming both the optimal bandwidth allocation and the equal bandwidth allocation. Since bandwidth allocation requires exchange of at least some global information, most of the paper focuses on providing solutions for the case of equal bandwidth sharing. Specifically, Section IV proposes approximately-ideal-path routing (AIPR), a location-assisted routing scheme, and Section V proposes distributed spectrum-efficient routing (DSER) scheme as another near-optimum solution. The spectral efficiency of AIPR and DSER closely follows the optimal spectral efficiency. Furthermore, DSER can be implemented with standard distributed algorithms that are guaranteed to converge and generate loop-free paths. Section VI discusses the applications of AIPR and DSER in interference-limited networks and the connec-
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tions between DSER and other well-known routing schemes. Section VII presents simulation results, and Section VIII concludes the paper.

II. SYSTEM MODEL

A. Network Model

For simplicity, we only consider routing for one source-destination pair and limit our study to single-path routing. Also we do not allow the links to exploit cooperative diversity, e.g., [11], [12]. One typical assumption in networks is that there is no link between two nodes if the signal quality is below certain thresholds [1], [6], [7]. However, from an information-theoretic perspective, two nodes can always communicate with a sufficiently low rate. Therefore, in this paper we assume any two nodes in the network can directly communicate. We represent the nodes in the network and the possible transmissions between nodes by a complete graph $G = (V, E)$, where $V$ represents the set of nodes in the network and $E$ represents the set of edges (links). In general, nodes are arbitrarily located. For each link $e \in E$, we use $t(e)$ to represent the transmit end of the link and $r(e)$ to represent the receive end. A path $L$ from node $s$ to node $d$, $s \neq d$, consists of an ordered sequence of unique links $l_1, l_2, l_3, ..., l_n \in E$ that satisfies the following: for each $1 \leq k \leq n - 1$, $r(l_k) = t(l_{k+1})$; $t(l_1) = s$; and $r(l_n) = d$. We also denote the source and destination of a given path $L$ as $t(L) = t(l_1)$ and $r(L) = r(l_n)$, respectively. The length of the path $|L|$ is the number of links or hops in the path.

B. Channel Model

We use a standard path-loss model, i.e., the path-loss factor from node $i$ to node $j$, $i,j \in V$, is given by

$$G_{i,j} = c_{[\text{max}(D_{i,j}, D_f)]^{-\alpha}} ,$$

where $D_{i,j}$ is the Euclidean distance between node $i$ and $j$, $D_f$ is the far-field distance [13], $\alpha$ is the path loss exponent (typically taking values between 2 and 4), and $c$ is a constant. For most practical scenarios, $D_{i,j}$ is much larger than $D_f$; thus, (1) can be approximated as

$$G_{i,j} \approx cD_{i,j}^{-\alpha} .$$

For simplicity of presentation, we mainly use (2). We can also express $G_{i,j}$ as $G_l$ where $l \in E$, $t(l) = i$, $r(l) = j$. In this paper, after appropriately normalizing the transmission power, which is sufficient for relative comparison, we will assume that $c = 1$. The received signal is further corrupted by additive white Gaussian noise (AWGN) with a normalized one-sided power spectral density $N_0$, assumed to be the same for all receivers.

We consider the setting in which all transmit devices are constrained by the same symbol-wise average transmit power $P$ and assume all devices transmit with power $P$ when transmitting. This assumption is justified by the fact that, for low-power transceivers, local oscillators and bias circuitry dominate energy consumption [14]. Moreover, the radio frequency power amplifier should mostly operate close to its saturated power for the most energy efficient operation, as this is when the power added efficiency is largest [15]. Another observation in support of this assumption is that nodes in wireless mesh networks are mostly immobile and connected with abundant power supplies. We further assume that the network is supplied with a finite bandwidth $B$ (Hz) and define the network SNR as

$$\rho := \frac{P}{N_0 B} .$$

For link $l \in E$, we define the SNR on link $l$ as

$$\rho_l = \rho G_l ,$$

where $G_l$ is the path-loss factor along the link. We define the spectral efficiency $R_L$ for a path $L$ as the bandwidth-normalized end-to-end rate, i.e., $R_L = C_L/B$ b/s/Hz, where $C_L$ is the end-to-end achievable rate in bits per second given a bandwidth constraint $B$ along the path $L$ [8].

C. Scheduling

In general, optimum scheduling in networks is NP-hard [16]. To avoid the difficulty of jointly optimizing routing and scheduling, we first assume the network operates with time division multiple access (TDMA) without spatial reuse, i.e., each node transmits in its own unique time slot. For a network with spatial reuse of bandwidth, it is important to design the medium access control (MAC) layer judiciously to mitigate interference. In this case, the interference stays approximately constant over time, and our framework is directly applicable by adding the interference to the noise. In Section VI-A, we will discuss extensions of our routing schemes to a simple scheduling scheme that allows for some spatial reuse.

III. OPTIMAL ROUTING

This section discusses selection of routing paths that maximize the end-to-end spectral efficiency. The resulting optimization problem and its solution depend on whether the bandwidth or time slots can be optimally allocated across links.

Given optimum bandwidth allocation among links, [9] shows that the maximum spectral efficiency along a route $L$ is

$$\frac{1}{\sum_{l \in L} \log(1 + \rho_l)} .$$

Since the denominator of (5) is additive, we can use Bellman-Ford or Dijkstra’s algorithms with a link metric of $1/\log(1 + \rho_l)$ to find the route that maximizes the spectral efficiency by minimizing $\sum_{l}(1/\log(1 + \rho_l))$ [9]. We refer to such a routing scheme as optimal routing with bandwidth optimization (ORBO). Although ORBO can be performed in a distributed fashion, allocating bandwidth requires propagating the value of (5) backwards to the nodes on the route [9]. As we will see, ORBO is most beneficial in the low SNR regime, where the power spent in distributing this knowledge may not be neglected. Another concern about bandwidth optimization is the issue of fairness, as one node with a larger share of the bandwidth might spend more energy than other nodes with a smaller share of the bandwidth. For these reasons, the rest of the paper focuses on the case of equal bandwidth sharing.
Under the constraint of equal bandwidth sharing, the end-to-end spectral efficiency of a given path $L$ is [17], [18]

$$R_L = \min_{l \in L} \frac{1}{|L|} \log(1 + \rho_l),$$

(6)

where the factor $1/|L|$ results from the sharing of bandwidth among relay links. For a path $L$, the signal quality is reflected by the worst link SNR $\rho_L^* = \min_{l \in L} \rho_l$, and the bandwidth use is characterized by inverse of the number of hops $|L|$. The spectral efficiency (6) increases as $\rho_L^*$ increases or $|L|$ decreases. However, for routes connecting a given source and destination, if the number of links $|L|$ increases (or decreases), there are more (or less) relay nodes and $\rho_L^*$ is more likely to increase (or decrease) due to shorter (longer) inter-relay distances. This trade-off can be seen by comparing the nearest-neighbor route and the single-hop route (the source directly transmits to the destination) in a linear network. Among all routes connecting a given source and destination, the nearest-neighbor route has the largest $\rho_L^*$, but also has the largest $|L|$. On the other hand, single-hop has the smallest $\rho_L^*$, but also has the smallest $|L|$. Therefore, there is a trade-off between physical layer parameters, i.e., signal quality and bandwidth use, in selection of routes. The optimal routing scheme takes this trade-off into account by providing a solution to the optimization problem

$$\max_{L: l(L) = s, r(L) = d} \min_{l \in L} \left( \frac{1}{|L|} \log(1 + \rho_l) \right),$$

(7)

where nodes $s$ and $d$ form the desired source-destination pair.

Unfortunately, generalized Bellman-Ford and Dijkstra’s algorithms cannot be used to solve (7), because the routing metric (6) is neither isotonic nor monotone [19], [20]. In general, the computation of the spectral efficiency by (6) requires global information about a path. Therefore, the problem in (7) does not exhibit the structure that is necessary for the use of dynamic programming methods [21]. The solution to (7) can in principle be obtained by an exhaustive search method. However, for a network with $n$ relays, there are at least $2^{n-1}$ different reasonable routes connecting the source and destination. This exponential growth makes exhaustive search unrealistic in practice if the network has a moderate to large number of relay nodes. More importantly, an exhaustive search method is not amenable to distributed implementation. In the following, Section IV and Section V provide two suboptimal solutions to (7) that are more amenable to distributed implementation.

IV. APPROXIMATELY IDEAL PATH ROUTING (AIPR)

The motivation for our first scheme is to approximate the ideal regular path; we thus refer to this routing scheme as the approximately ideal path routing (AIPR) scheme. AIPR directly utilizes the Euclidean distance to select relays, and thus differs from $n^{th}$-nearest-neighbor routing schemes [22].

For a given source and destination, [8] suggests that in a regular linear network there is an optimum number of hops $n_{opt}$. More specifically, the number of links in an optimal regular linear network satisfies [8]

$$n_{opt} \approx \frac{C}{D} + \frac{C}{D} \left( \frac{C}{D} - 1 \right) + \frac{1}{2},$$

(8)

where $R$ is the path spectral efficiency, and $W(\cdot)$ is the principal branch of the Lambert $W$ function [23]. Combining (2), (6) and (8), we obtain the number of hops in an optimal regular linear network given the network SNR $\rho$:

$$n_{opt} \approx \left( \frac{C}{D} + \frac{C}{D} \left( \frac{C}{D} - 1 \right) + \frac{1}{2} \right),$$

(9)

where $[\cdot]_+$ rounds the operand to the nearest positive integer. Assuming that the distance between the source and destination $D_{s,d}$ and the network SNR are known, the optimum inter-relay distance $D_{hop}$ is

$$D_{hop} = \frac{D_{s,d}}{n_{opt}}.$$  

(10)

Thus, an optimum regular linear network connecting node $s$ and $d$ consists of $n_{opt}$ hops with a per-hop distance $D_{hop}$.

The above discussion applies to networks in which both the number and locations of relays can be designed. However, such a regular linear path with an ideal inter-relay distance most likely will not exist in more general network scenarios. As an alternative, we propose the procedure as shown in Algorithm 1 to find a path approximating this ideal path given that location information is available. The basic idea is demonstrated in Fig. 1. Starting from the source, we look for a relay node that lies within a distance $D_{hop}$ and in the right direction to the destination. If no such node is available, Algorithm 1 increases the per-hop distance $D_{hop}$ by $\delta$. After the source chooses its relay node, the source passes the value of $D_{hop}$ to the relay, which repeats the process of finding its next relay node and passing the value of $D_{hop}$ until the destination is reached. The source is assumed to know $D_{s,d}$ in order to compute the initial value of $D_{hop}$. A transmit node is assumed to know the destination location in order to proceed in the right direction and to know location information for at least neighboring nodes. To prevent the path from going in the wrong direction in the two-dimensional plane, the search for the relay is limited inside a sector originated from the transmitter with a radius $D_{hop}$ and with an angle $\phi/2$, $0 \leq \phi \leq \pi$ of the axis to the destination as suggested in [22].

In AIPR, a transmit node is assumed to know the destination and neighboring nodes’ location information. In the following section, we propose an alternative routing scheme that does not rely on location information.
Algorithm 1 AIPR

1: {Node s and d denotes the source and destination respectively; Path[0...N] is a sufficiently large array with initial value NULL and will contain the path; sect(a, b, r, φ/2) denotes the sector originated from node a, with a radius r and an angle φ/2 of the axis from the node a to b; d is the given step in increasing the inter-relay distance D.}
2: calculate \( D_{hop} \) based on (10);
3: \( s = s; d = NULL; Path[0] = s; n = 0; D = D_{hop}; \)
4: while \( d \neq d \) do
5:   if No relay node lies in sect(\( s, d, D, \phi/2 \)) then
6:     \( D = D + \delta; \)
7:     else if node \( d \) lies in sect(\( s, d, D, \phi/2 \)) then
8:       \( d = d; Path[n++] = d; \)
9:     else
10:       choose the relay node in sect(\( s, d, D, \phi/2 \)) with the largest distance from node \( s \), denote it as node \( \hat{d} \) and \( Path[n++] = \hat{d}; \) set \( \hat{s} = \hat{d}. \)
11: end if
12: end while

V. DISTRIBUTED SPECTRUM-EFFICIENT ROUTING (DSER)

The motivation for our second routing scheme, namely, the distributed spectrum-efficient routing (DSER) scheme, is to balance the trade-off between the power efficiency and bandwidth efficiency, thus improving the spectral efficiency. More specifically, the discussion in Section III suggests that longer per-hop distances might result in power inefficiency, and shorter per-hop distances might result in bandwidth inefficiency. Thus, there is both a penalty and a reward, in terms of spectral efficiency, with the addition of intermediate relay links. This motivates us to solve the following problem for a spectrum-efficient route:

\[
\min_{L:t(L) = s, r(L) = d} \sum_{l \in L} \frac{1 + \beta}{\rho_l}, \tag{11}
\]

where, as before, nodes s and d form the desired source-destination pair, and \( \beta \geq 0 \), referred to as the routing coefficient, is a parameter that can be designed. Intuitively, the additive constant 1 represents the penalty on bandwidth efficiency for additional hops; the factor \( 1/\rho_l \) characterizes SNR gains by using links with short distances; and the parameter \( \beta \) weights the impact of power and bandwidth. A routing algorithm can use \( 1 + \beta/\rho_l \) as the link metric and use the distributed Bellman-Ford or Dijkstra’s algorithms to solve (11). As we will see, this routing scheme can offer significant gains in spectral efficiency compared to nearest-neighbor routing or single-hop. DSER does not depend on the particular path-loss model in (2). In practice, the link SNR can be directly measured by received signal strength indicators (RSSI) available on most devices and fed back to the transmitters.

A. Values of the Routing Coefficient

To determine the routing coefficient \( \beta \), we note that (9) provides the optimum number of hops \( n_{opt} \) for the design of a regular linear network. Now, if we assume that DSER is used to design a regular linear network connecting a particular source-destination pair with a unit distance and SNR \( \rho \), the objective function to be minimized becomes

\[
f(|L|) = |L| \left[ 1 + \frac{\beta|L|^{-\alpha}}{\rho} \right]. \tag{12}
\]

We relax \( |L| \) as a real number, differentiate (12) with respect to \( |L| \) and set \( df(|L|)/d|L| = 0 \) to obtain an expression for the optimum number of links \( |L|_{opt} \). By setting \( |L|_{opt} = n_{opt} \), we obtain

\[
\beta = \frac{e^{\alpha + W(\alpha e^{-\alpha})} - 1}{\alpha - 1}. \tag{13}
\]

The routing coefficient determined by (13) is independent of the network SNR and can be determined by the channel model. Furthermore, in the range \( 1 < \alpha \leq 5 \), (13) can be very accurately approximated as

\[
\beta \approx 2^\alpha. \tag{14}
\]

In Section VII we present simulation results to show that DSER performs quite well using these approximations. It can be observed from (14) that the value of the routing coefficient increases drastically as the path loss exponent increases. This suggests that the SNR gain of shorter hops is assigned a higher weight as the path loss exponent increases. As a result, DSER favors a route with a shorter per-hop distance to combat the path loss when the path loss exponent is large.

We note that (13) is developed essentially assuming there are an infinite number of nodes and a continuum of locations from which to choose. Moreover, our derivation has not fully taken into account the effect of modulation, coding, queuing, and so forth. Therefore, for an arbitrary network with a finite number of nodes and practical communication schemes, the value of \( \beta \) can be further tuned, e.g., for a specific network geometry, network SNR, modulation format, and so forth, to improve the spectral efficiency of the DSER scheme.

B. Properties

From (11), it is straightforward to see that for a given network, the route generated by DSER depends on the link SNRs. In the high SNR regime, \( \beta/\rho_l \ll 1 \), i.e., the cost of sharing bandwidth among many links outweighs the SNR gains of shorter inter-relay distances. Thus, the DSER route will approach single-hop between the source and destination in this regime. In the low SNR regime or the high path loss exponent regime, \( \beta/\rho_l \gg 1 \), i.e., the SNR gains of shorter links outweigh the cost of sharing bandwidth. In such scenarios, the performance of DSER will approach that of nearest-neighbor routing. The discussion here agrees with simulation results we will present in Section VII.

For the DSER scheme, the weight of a path \( L \) is \( W(L) = \sum_{l \in L} 1 + \beta/\rho_l \). For any paths \( L_1, L_2, L_3 \), if \( W(L_1) < W(L_2) \), we have both \( W(L_1 \oplus L_3) < W(L_2 \oplus L_3) \) and \( W(L_3 \oplus L_1) < W(L_3 \oplus L_2) \), where \( L_1 \oplus L_2 \) denotes the concatenation of two paths \( L_1 \) and \( L_2 \). Thus, the DSER metric is strictly isotonic [19]. Moreover, for any paths \( L_1, L_2 \), we have \( W(L_1) \leq W(L_1 \oplus L_2) \) if \( t(L_2) = r(L_1) \), i.e., the DSER metric is monotone [20]. It has been shown [19]
that for link-state routing protocols, isotonicity of the path weight function is a necessary and sufficient condition for a generalized Dijkstra’s algorithm to yield optimal paths. If the path weight function satisfies strict isotonicity, forwarding decisions can be based only on independent local computation, and the resulting path is loop free. For path vector routing protocols, monotonicity of the path weight function implies protocol convergence in every network, and isotonicity assures convergence of algorithms to optimal paths [20]. Therefore, the DSER scheme can be implemented in existing networks with link-state or path vector routing protocols. Also, the path metric of the DSER scheme is additive, meeting a standard assumption of most existing implementations of Bellman-Ford or Dijkstra’s algorithms [21]. Thus, DSER can be implemented on top of existing wireless network routing protocols such as DSR and AODV [5], [6]. By contrast, AIPR is not as easy to incorporate into existing routing protocols. However, as we will see, AIPR offers certain advantages in low SNR regimes, thus is a good alternative for routing in wireless sensor networks, where location information can be available to sensor nodes.

VI. EXTENSIONS

A. Spatial Reuse

AIPR and DSER have so far been developed without taking into account the effect of spatial reuse of bandwidth, i.e., without considering interference. However, it is worth noting that the condition (8), which guides our design of AIPR and DSER, turns out to be equivalent to, up to a factor of 2, the condition for maximizing the intensity of transmission in an interference-limited network [24]. In the context of [24], \( n_{\text{opt}} \) can be viewed as the number of orthogonal sub-bands and \( R \) as the required spectral efficiency on each link.

As indicated in Section II, joint design of routing and scheduling can be difficult. For the purpose of illustrating that our routing schemes can benefit from spatial reuse, it suffices to consider a separate design approach: apply the routing scheme assuming no interference to obtain a route, and then apply a scheduling algorithm to the selected route. In particular, we consider modulo-\( K \) scheduling [8], also called \( K \)-phase TDMA [25]: two links \( i, j \in L \) can use the same time slot if \((i - j) \mod K = 0\) where \( \mod \) is the modulo operation. Note that we assume the transmission is scheduled in the right order. The idea of modulo-\( K \) scheduling is to limit the co-channel interference while reusing wireless resources spatially. For each route, we choose an optimum \( K \) that maximizes the path spectral efficiency. Even though allowing nodes to transmit with different levels of power might improve the efficiency of networks via power control, we only consider the constant transmit power assumption as argued in Section II-B. Note that both modulo-\( K \) scheduling and the constant transmit power assumption are not optimal in general, but they suffice to show that spatial reuse can improve the spectral efficiency of the DSER scheme. In Section VII, we present simulation results showing that at low SNR the spectral efficiency of DSER with modulo-\( K \) scheduling is larger than without spatial reuse.

Note that once a path \( L \) is determined, the spectral efficiency of the path with a modulo-\( K \) scheduling is given by

\[
R_L = \min_{i \in L} \frac{1}{K} \log(1 + \gamma_i),
\]

where \( K \) is the number of time slots needed for scheduling and \( \gamma \) is the signal-to-interference-and-noise ratio (SINR) of link \( l \in L \), i.e.,

\[
\gamma_l = \frac{\rho_l}{1 + \sum_{i, j \in L, i \neq l, j \neq l, \tau(i) = \tau(j)}} \frac{\rho G_{t(i), r(l)}}{\rho G_{t(l), r(l)}},
\]

with \( \tau(l) \) denoting the time slot used by link \( l \).

B. Relation of DSER to Other Protocols

It turns out that DSER is related to several widely known routing metrics. As we now show, by adjusting the routing coefficient \( \beta \), the DSER metric specializes to the minimal hop-count metric or to the expected transmission count (ETX) routing metric. These connections lend credence and robustness to DSER.

When \( \beta = 0 \), DSER reduces to minimal hop-count routing. As demonstrated in [26], minimal hop-count routing is very robust and provides good performance when network devices are highly mobile. Thus, even though DSER is developed assuming a relatively static network, it can still apply to a highly mobile network by choosing \( \beta = 0 \).

With proper choice of \( \beta \), the DSER metric can also approximate the ETX routing metric [6], a well-known metric for improving the throughput of wireless networks. To illustrate, we consider a network with an independently identical distributed (i.i.d) block Rayleigh fading model for each channel. Signals also suffer path loss as described in Section II-B. The fading coefficients are complex Gaussian random variables with zero mean and unit variance. Each link \( l \) has a desired link data rate \( R \) and uses automatic repeat-request (ARQ) until the message is correctly received. Denoting the packet error rate for link \( l \) as \( P_f \), the average number of transmissions for a packet on a link is \( 1/(1 - P_f) \). To minimize the end-to-end delay, the ETX scheme proposed in [6] aims to minimize the expected total number of packet transmissions, i.e.,

\[
\min_{L, t(L) = s, r(L) = d} \sum_{l \in L} \frac{1}{1 - P_f^l}.
\]

In terms of diversity-multiplexing trade-off, [27] shows that the main error event causing packet losses is outage. Thus, we approximate the packet loss rate by the outage probability,

\[
P_f^l = 1 - \exp \left[ -\frac{2^R - 1}{\rho_l} \right].
\]

Substituting (18) into (17), and making use of the approximation \( e^x \approx 1 + x \) for small \( x \), i.e., small \( R \) or large \( \rho_l \), (17) becomes

\[
\min_{L, t(L) = s, r(L) = d} \sum_{l \in L} 1 + \frac{2^R - 1}{\rho_l},
\]

which is the same as (11) with

\[
\beta = 2^R - 1.
\]
Thus, with a proper choice of $\beta$, the DSER metric approximates the ETX routing metric for fading channels at high SNR. Comparing (20) with (14), we note that for ETX in the fading channel, the per-link data rate $R$ assumes the role that $\alpha$ held in (14). As the per-link data rate requirement $R$ increases, $\beta$ increases, suggesting that the SNR gain provided by a shorter per-hop distance becomes more important in guaranteeing reliability.

VII. SIMULATION RESULTS

This section presents simulation results to compare spectral efficiencies of different routing schemes averaged over random network realizations. Our simulations focus on uniformly random networks. For a one-dimensional linear network, we assume the source and destination are located at coordinates $(0, 0)$ and $(1, 0)$, respectively, and the horizontal coordinates of intermediate relay nodes are independent random variables uniformly distributed between 0 and 1. For a two-dimensional network, we assume the source and destination are located at $(0, 0)$ and $(1, 1)$, respectively. The horizontal and vertical coordinates of the potential relay nodes are independent random variables uniformly distributed between 0 and 1. To estimate average spectral efficiency over the ensemble of random networks, we take the mean over $10^4$ network realizations. In our simulations, the boundaries of the 95% confidence interval are within ±2% of the average value, assuming the spectral efficiency of a routing scheme is Gaussian distributed. Thus, the confidence interval is sufficiently small, allowing us to compare routing schemes using these simulation statistics.

We also assume a path-loss model described in (1), taking the path loss exponent $\alpha = 4$ and the far-field distance $D_f = 10^{-3}$ unless specified otherwise. Motivated by the approximation $\beta \approx 2^\alpha$ in Section V, the routing coefficient is taken to be $\beta = 16$.

As two examples, Fig. 2 and 3 show the average spectral efficiency of different routing schemes including nearest-neighbor routing, single-hop, AIPR, and DSER for uniformly random linear networks with 5 and 9 nodes, respectively.

To see more detail in the low SNR regimes, the horizontal coordinate is taken as the ratio of the SNR and the average spectral efficiency, i.e., $E_b/N_0$. In Fig. 2 and 3, the optimal spectral efficiency is obtained by an exhaustive search method and is provided as a reference. It is clear that the performance of single-hop only approaches the optimum performance in the high SNR regime and suffers from a significant loss in spectral efficiency in the low SNR regime. The performance of nearest-neighbor routing approaches the optimal performance in the low SNR regime, but degrades in the high SNR regime due to its inefficient use of bandwidth. By contrast, one can observe that the curves of the DSER scheme track the optimal curves throughout the whole SNR regime. In particular, in the moderate SNR regime, DSER offers significant gains in spectral efficiency relative to AIPR, nearest-neighbor routing, and single-hop. In particular, when $E_b/N_0$ is around 0 dB, the spectral efficiency of the DSER scheme is up to twice as large as those of nearest-neighbor routing and single-hop.

Thus, networks can benefit significantly in spectral efficiency from the use of DSER. DSER exhibits a drastic transition in performance around $E_b/N_0 \approx 5$ dB. This is mainly due to the round-off error in (9).

In random networks, AIPR suffers from a significant performance loss in the moderate SNR regime because it is difficult to find a regular linear path. However, AIPR performs reasonably well in either the low SNR or the high SNR regimes in our simulation. This is because at low SNR, AIPR degenerates into nearest-neighbor routing. Hence, the impact of path irregularity at low SNR is not as serious as at moderate SNR. In the high SNR regime, AIPR degenerates to choosing the direct link from the source to destination, which is the optimum route. We stress that our simulation does not fully consider the impact of fading, which might cause significant degradation in performance for AIPR.

Fig. 4 shows the average spectral efficiencies of different routing schemes in a two-dimensional random network with 9 nodes. Note that the nearest-neighbor routing in Fig. 4 selects its nearest neighbor that lies within an angle $\phi/2$. 

![Fig. 2. Average spectral efficiencies of different routing schemes for uniformly random linear networks with 5 nodes and $\alpha = 4$.](image1)

![Fig. 3. Average spectral efficiencies of different routing schemes for uniformly random linear networks with 9 nodes and $\alpha = 4$.](image2)
of the line from the source to destination, i.e., Strategy A in [22]. We choose $\phi = \pi/2$. Compared to the case of one-dimensional random networks, the performance of DSER in two-dimensional random networks degrades in the low SNR regime. This could be explained by the fact that DSER does not require its relay node to lie within angle $\phi/2$ of the line from source to destination, i.e., DSER does not require location information even in two-dimensional random networks. In contrast, both nearest-neighbor routing and AIPR require location information in two-dimensional networks. Other than this difference, most other observations from one-dimensional networks carry over to two-dimensional networks. Thus, in the remainder, we will only focus on the results from the one-dimensional case with the understanding that these observations carry over to the two-dimensional networks.

Fig. 5 shows how DSER and AIPR adapt to different network SNRs, choosing different paths in a sample linear random network with 8 nodes. Note that based on (9), the optimum hop number of an optimum regular linear path for the network SNR of -20, 0 and 20 dB is 8, 3 and 1, respectively. As shown in Fig. 5, DSER and AIPR choose paths with shorter hops when SNR is low. As the SNR increases, they tend to choose paths with longer inter-relay distance. Paths selected by AIPR and DSER are not necessarily the same. In particular, Fig. 5 shows that, relative to DSER, AIPR can choose a more balanced route at low SNR due to its utilization of location information. This observation is in line with our previous observation that AIPR can provide better performance at low SNR. Together with Fig. 3 and 4, Fig. 5 demonstrates that DSER and AIPR adapt to changes of the network SNR as we expected.

Fig. 6 compares the performance of DSER with that of optimal routing with bandwidth optimization (ORBO). The spectral efficiency improves for ORBO mainly in the low SNR regime. However, as the network SNR increases, the benefit of bandwidth optimization decreases and eventually vanishes. This is because at high SNR, ORBO corresponds to single-hop, which is also the case for DSER.

Fig. 7 show the average spectral efficiency as a function of the path-loss exponent for uniformly random linear networks with 9 nodes and network SNR of -40 and 20 dB. It might seem counter-intuitive that the average spectral efficiency grows as the path-loss exponent increases. However, this is because our network SNR is end-to-end normalized SNR. Thus, as the path-loss exponent increases, the effective link SNRs on intermediate links increases as well. From Fig. 7, when the network SNR is high, the impact of different path loss exponents on routing schemes decreases. When the network SNR is small, relative to single-hop, routing schemes with multi-hop relaying benefit significantly from the high path loss exponent.

Fig. 8 shows that even though DSER and AIPR are proposed assuming TDMA without spatial reuse, a modulo-$K$ scheduling can further improve their performance at low SNR. Moreover, we observe that in the high SNR regime, there is not much to gain from spatial reuse, as single-hop between the source and destination is optimal. Note that in the simulation,
In the moderate SNR regime, DSER provides significant gains in spectral efficiency compared with both nearest-neighbor routing and minimum hop-count routing.
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