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Utilization of tension leg platforms for deep water oil recovery has increased the 
importance of accurately predicting the effects of wind on these structures. The 
gust loading factor approach incorporates the effect of deviations from mean 
wind speed, gustiness, on structures based on extreme value statistics. Single-point 
representation of the wind field may be employed for structures smaller than 
typical gust size, but partial wind velocity correlation over large structures 
necessitates the use of multi-point wind field statistics to determine dynamic load 
effects. The characteristics of the wind field over the ocean are reviewed, and a 
previously reported description of an ocean-based wind spectrum is further 
examined in the light of additional full-scale offshore measurements. A modified 
coherence function for offshore applications is presented based on theoretical 
considerations and experimental data. A random vibration-based formulation of 
gust loading factors is presented that accounts for the hydrodynamic damping 
imparted by the platform motions in waves and currents. The response statistics 
of an offshore platform are predicted in the light of para.metric uncertainties by a 
Monte Carlo simulation using the gust loading factor approach. This is used as 
the basis for a reliability analysis of the platform. 

INTRODUCTION 

The increasing demand on the performance of wind 
sensitive structures has placed a growing importance on 
the problem of wind effects on constructed facilities. As 
depth increases, the construction and maintenance of  
conventional jacket type oil platforms becomes less cost 
efficient. The tension leg platform (TLP) is a promising 
concept for deep water drilling. A TLP is a buoyant 
platform that is vertically moored to the seabed by 
pretensioned tethers. It is compliant in the horizontal 
plane and its motions have time periods that fall in the 
energy spectrum corresponding to the wind excitation 
frequency range. The importance of  dynamic wind 
effects is therefore more significant on compliant 
structures than on conventional offshore platforms, 
where structural frequencies exceed the range of the 
wind energy spectrum. 

A number of studies concerning the dynamic effects of 
wind on tension leg platforms have been reported in the 
literature. A sampling of  these studies are found in Refs 
1-7. 

Wind gustiness or turbulent fluctuation from mean 
velocity must be accounted for in the design of 
structures. For  the case of  large offshore structures, 

Applied Ocean Research 0141-1187/93/$06.00 
© 1993 Elsevier Science Publishers Ltd. 

137 

the stochastic modeling of  the wind field over the ocean 
must include a multi-point representation to account for 
the partial spatial correlation of wind velocity over the 
structure. This correlation is expressed through the use 
of a coherence function whose form differs depending on 
the characteristics of the wind field under consideration. 
Aerodynamic admittance functions based on quasi- 
steady and strip theories are then used to relate the 
wind field to the wind force over the structure. The 
coherence of wind fluctuation is an important flow 
characteristic in determining the aerodynamic admit- 
tance function. The rotational response in the horizontal 
plane (yaw) is particularly sensitive to the level of the 
coherence. 

A gust factor based on extreme value excursion 
statistics represents the most probable extreme velocity 
value and is used for determining equivalent static 
loading. 8 The gust factor approach can be extended to 
response statistics to express the most likely extreme 
response value, which again relies on the model 
representing coherence function. The concept of gust 
loading factors is based on statistical theory of buffeting 
and was first derived for land-based structures by 
Davenport.  8 This concept for land-based structures 
has been modified by a number of investigators and it 
has gained worldwide acceptance in codes and standards 
for estimating alongwind load effects on structures (e.g. 
Simiu & Scanlan). 9 
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The uncertainties associated with various parameters 
related to the wind load effects introduce variability in 
the dynamic response estimates. These uncertainties in 
parameters arise from variability in the wind environ- 
men, meteorological data, wind structure interactions, 
and structural properties. The complexity of  the 
dynamic wind load effects, compounded by lack of a 
complete understanding of all the mechanisms that 
relate them to the far-field turbulence, and scarcity of 
both full-scale and experimental data have introduced 
significant levels of  variability in their estimates. The 
concept of  uncertainty in stochastic modeling of  the 
load environment must be extended to uncertainties in 
structural properties in order to realistically assess the 
reliability of acceptable structural performance. A 
parameter study of various system properties can 
determine which properties the structure is most 
sensitive to, thus isolating problem areas where deck 
motion or fatigue may be especially important to 
performance. 

This paper includes the theoretical background of 
wind field representation and correlation over large 
structural systems, the development of  the gust factor  
with example applications to a TLP study, and a brief 
discussion of the application of  the present work to 
reliability analysis. 

THEORETICAL BACKGROUND 

Wind field representation 

The wind field in the horizontal lane is described in 
terms of a mean and a fluctuating velocity component as 

u ( y , z ,  t) ~- (J(z) + f t (y ,z ,  t) (1) 

where u = the total instantaneous velocity, /5-= the 
mean velocity and fi = the fluctuating velocity, y , z ,  t 
are horizontal and vertial translation, and time, 
respectively. The mean velocity is a function of height 
above the surface and is represented by either a 
logarithmic or power law. The logarithmic law is 
expressed as 

(~(z) = Us2.5 In z (2) 
Zo 

Here Us = the friction velocity, which is a measure of 
turbulence over terrain of given roughness, z o = the 
surface roughness length, which can be related to the 
surface drag coefficient Cz by the relationship 6 

z o = z e - ° 4 / v / - ~  z (3) 

Experimentally determined expressions for the surface 
drag coefficient Cz have been developed, an example 
reported by Large & Pond ~° for z = 10 metres is given as 

CI0 = 10-3(0"49 + 0'065C]0) (4) 
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Fig. I. Statistical description of wind fluctuations. 

The power law, expressed as 

- Z ~ 

is frequently used to describe mean velocity as a 
function of  height. Here ~r = the mean reference 
velocity, ~ = the reference height, ~ ( z ) =  the velocity 
at height ~, and ~ = an exponent that varies with terrain 
or sea state, and typically varies between 0' 1 and 0.15 for 
wind over the oceanfl The fluctuating wind component 
is statistically desc r i ed  as the second moment or root 
mean squared ( ~ s )  velocity. The variation in rms 
velocity with height is expressed in terms of turbulence 
intensity by 

= 

where ~ = the rms of velocity u. The ESDU model for 
turbulence intensity is given by ~ 

~,(z) _ 7 .~ [0 -~S  + 0.09 ln(~/Zo)] ~ (7a) 
u.~ 1 + O.1561n(u~./~Zo) 

where 

16 
r I =  l - 6 f c z / u s  a n d = ~  

and fc is a Coriolis parameter. Equation (7a) may be 
transformed to turbulence intensity in the form of eqn. 
(6) through the use of eqn. (2) as 

I , ( z )  =- a2(z)  - au(z)  us (7b) 
U(z) u(z) 

Other expressions for turbulence are available for 
various terrain conditions. 

Single-point wind field 

The wind velocity field over a structure may be 
described by single or multi-point statistics (Fig. 1). 
The statistics of  a single point describe the wind 
behavior at a point in space, and are used to determine 
a number of  properties. Turbulence intensity is a 
measure of the magnitude of  wind velocity fluctuation. 
The autocorrelation function is a measure of the wind 
field's memory or current value dependence on the 
velocity value at a previous time. From this the power 
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spectral density and length scale are determined. The 
power spectral denisty (PSD) describes the energy 
content in a fluctuating process as a function of 
frequency. The length scale is a measure of the size of 
turbulent eddies which determines the level of spatial 
correlation of wind gusts across the structure. 

There are many models available to represent the 
PSD of fluctuating wind velocity. All the models exhibit 
similar trends in the high requency range, but show wide 
scatter at low frequencies. This scatter is largely due to 
the difficulty in confirming model characteristics in this 
frequency range by experiment. The statistical require- 
ment to achieve the resolution necessary for low 
frequency data reduction is a very long sampling time. 
However, when the sampling time becomes too large the 
stationarity of the signal becomes questionable. 
Designers of land based structures have little interest 
in the low frequency range due to the relatively high 
natural frequencies of land systems, but the low 
frequency range becomes very important in the design 
of ocean-based compliant systems where resonance at 
very low frequencies is possible. The surface over which 
the wind field is being modeled also affects the wind 
spectrum. The standard models include parameters to 
account for varying terrain conditions on land but can 
not adequately represent the various forms of surface 
roughness due to wind-wave interaction over the ocean. 
Large waves move almost as fast as strong winds and 
contribute little to the surface roughness, while smaller 
waves may more significantly affect the wind velocity 
profile due to their tendency to break. A model for the 
wind spectrum over the ocean has been proposed by a 
number of researchers. 4'5J2'13 An ocean-based spectral 
model derived by Kareem is given by 5 

fGu( f ) _ Cn 
u~ (1 + Bn) V3 

(8) 

Here Gu(f)  = the single sided spectral density, f =  the 

frequency in Hertz, n = the reduced frequency defined 
as n =fz/(J, and C and B are determined from 
environmental parameters. For /5"(10) = 20 m/s the 
values for C and B are computed to be 335 and 71, 
respectively. Analysis of ocean wind data has shown 
that the proposed model adequately describes the full- 
scale data from the Gulf  of Mexico, North Sea, Pacific 
and Atlantic oceans. Additional improvements are being 
studied to incorporate the effect of air-sea temperature 
difference and nonlinear interactions between different 
frequency components near the sea surface where 
turbulence is a maximum. 14 Figure 2 compares several 
ocean-based wind spectra including the proposed 
spectrum and full-scale data. The model in eqn (8) 
provides a good match with the data and measurements- 
based models. 

M u l t i - p o i n t  w i n d  f i e l d  

Single point representation tacitly assumes a fully 
correlated field, i.e. every point on the structure 
experiences the same wind fluctuations at the same 
time. This is valid for small, point-like structures such as 
small billboards, street lights and small floating ocean 
structures. For large structures the assumption of full 
correlation is unrealistic and it is necessary to relate the 
velocity fluctuations at one location to another through 
partial correlation. This multi-point wind field repre- 
sentation may be used to determine fluctuating wind 
loads at different locations on the structure. 

The degree of correlation may be represented in either 
the time or frequency domain. The time domain 
representation expresses how well the velocity at the 
two locations are correlated for a range of time lags. In 
the frequency domain the cross power spectral density 
between velocities at two different locations is a measure 
of the degree of correlation. This description is 
expressed in terms of the coherence function between 
the two locations as 

G,, , j ( f )  = ~/S , , ( f )S , j ( f )coh(Ay,  Az , f )e  i2~rf~ (9) 

Where G~,u~(f)= the cross power spectral density 
between locations i and j, and ~o is the phase. A 
commonly used expression for the coherence function is 

{ -S[(CvAz) 2_ +__ _( C~A.,v)2] 1/2 "~ 
coh(Ay, Az , f )  = exp 0]2 j 

(10) 

where Ch and Cv are experimentally determined decay 
constants which usually vary between 10 and 16, Ay and 
Az are the separation distance in the y and z directions, 
and ~12 is the average velocity between the two 
locations. 8 For the case of compliant offshore struc- 
tures, the wavelength-to-reference-height ratio is large, 
indicating that the sea surface will influence the wind 
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Fig. 3. Coherence versus horizontal separation (m). 
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Fig. 4. Coherence versus vertical separation (m). 

field. When the separation between points is not small 
compared to the length scale of turbulence, it is 
important that the coherence expression contains the 
length scale parameter. An expression for the coherence 
of ocean-based structures that includes the length scale 
term has been proposed 15 as 

coh(Ay, Az, f )  = coh(Ay, f )coh(Az ,  f )  (11) 

where 

coh(Az, f )  = 

exp({--Q azAZ•2 I/f~-) ~-~12)x~2( bzAZ-~ Cz(-Az)2~2;I/2~Z,2 / J / 

For coh(Ay, f ) ,  replace Az with Ay and a.~,bz, c: 
(determined to be 0.5, 2, 10 respectively) with ay, by, c.,. 
(1, 2'5, 16 respectively) in the above formulation for 
coh(Az, f ) .  l = the length scale of  turbulence, 212 = the 
average height of the locations. Similar expressions have 
been proposed by others.~6'17 Figures 3-5 compare three 
commonly-used coherence functions along with the 
proposed modified coherence function as a function of 
vertical and horizontal separation at a fixed frequency 
and as a function of frequency with separation held 
constant, respectively. The coherence functions in the 
figures are the standard (eqn (10)), modified (eqn (11), 
U W O  6'17 and E S D U ]  8 formulations. 

The form of coherence function used is important for 
TLP response prediction that is consistently conserva- 
tive in all six degrees of freedom. Tests have shown that 
the standard coherence function given in eqn (10) tends 
to lead to a conservative estimation of loading in the 
alongwind direction due to an overestimation of  the 
degree of correlation. This results in a conservative surge 
response estimate but an unconservative estimate for 
rotational response about the vertical axis (yaw). These 
torsional loads are a result of  unbalanced loading about 

the vertical axis. Overestimates of correlation over the 
structure lead to less imbalance in the loading and thus 
an unconservative yaw response. The more conservative 
the correlation estimate, the less torsional loading 
results. It is therefore necessary to utilize the most 
accurate estimate of coherence available, since the use of 
a conservative coherence function will not necessarily 
yield conservative response predictions in all degrees of 
freedom of interest. Later in this paper an example is 
presented where the performance of the modified and 
standard coherence functions are compared for a TLP. 

It is noted that for the design process, where 
c6nservative response estimates are the rule, it may be 
more practical to adopt a different worst case model for 
each type of response, rather than choosing one optimal 
model. 

A e r o d y n a m i c  l o a d i n g  

Once the multi-point wind field has been modeled, the 
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velocity field is transformed to the aerodynamic loading 
on the structure. The wind-induced loads may be 
represented by the superposition of steady and 
unsteady load components. The fluctuating wind 
velocity produces unsteady pressures on the surface of 
the structure that are a function of both time and 
position. The instantaneous pressure at a point may 
then be decomposed into a mean and fluctuating 
pressure. The loading for the simple case of a fully 
correlated structure may be expressed as 

F(t) = 1/2pACD((J + fi(t) - k(t)) z (12) 

where p = the air density, A -- the area of the structure, 
Co = the drag coefficient, U and fi(t) are the mean and 
fluctuating wind velocity, and k ( t ) =  the response 
velocity. The response velocity term is often ignored 
for stiff structures such as conventional jacket type 
platforms, but should be included for compliant 
structures, where large structural displacements may 
significantly affect the wind-wave loading functions. 

The total force on a large structure may be evaluated 
by dividing the structure into smaller components over 
which full correlation is assumed and summing the force 
contribution from each component. The velocity field is 
simulated at the centroid of each component with each 
record matching the required power spectral density and 
also satisfying the desired level of correlation with 
respect to their spatial separation as specified by the 
coherence function. 

In the time domain the response is evaluated by step- 
by-step integration of the equations of motion. This 
requires a time history description of the structural 
loading incremented in small enough steps to include 
any significant high frequency load effects. Autoregres- 
sive and moving average modeling (ARMA) is a 
technique available for time history simulation based 
on a desired spectral description. A multi-variate 
ARMA model may be used to generate a series of 
time histories with a desired level of correlation. ~9-22 
Methods have been developed to increase the efficiency 
of ARMA modeling including tailoring the time 
increment to that required by the step-by-step integra- 
tion scheme. 19 

The resulting total aerodynamic force is determined 
by 

N 
FA(t) = Z C/[(Ji + fii(t) - k(/)]2 (13) 

i=1 

where C / =  1/2pCiAi, h i = the area of ith segment, 
Ci = the aerodynamic force coefficient, p = the air 
density, and N =  the total number of components. 
Assuming a x < a~ leads to the expansion of eqn (13) 
in terms of mean wind force, linear wind-exciting force, 
aerodynamic damping force, and quadratic wind force, 
respectively, as 

FA(t) =/~A + P~[l](t) - Ca:~ +/~[2] (t) (14) 

N 

= E + 
i=l 

N 
/~A[I] (t) = 2 Z Ci'(Yifii(t) 

(15) 

(16) 
i=1 

N 
CA = 2 Z Ci'fJ i (17) 

i=t  

N 
/~'A [2] (t) : Z Cit[~l~ (1) -- O'2u, ] (18) 

i=1 

Here the nonlinear velocity terms are evaluated in terms 
of their mean square values at the ith component 
denoted as au,. 

In the frequency domain the input and output spectra 
of a system are related through transfer functions, and 
the total force spectrum is obtained through a 
transformation of the velocity spectrum. For point-like 
structures the force spectrum may be expressed as 

4F~Su(f)  
S F ( f )  = ~2 (19) 

where Fo-~ 1/2pCoA~ ~ and S~( f )  is the spectral 
description of the wind velocity fluctuation. 

For structures that are not fully correlated, the 
concept of multi-point statistics is used to include 
partial correlation effects. The linear wind force 
corresponding to eq (16) is expressed in terms of the 
cross-spectral density matrix of the wind field as 

N N 

G [~]trA ~f )  = 4 ~  ~ CitCj'~i~jGu, u~(f).. (20) 
i = l j = l  

The cross-spectral density function of the quadratic 
wind force corresponding to eqn (18) is obtained by 
applying the frequency convolution approach, 23 giving 

N N 
= ~ C ~ C  ~ G~)( f )  4 ~  i j 

i = l j = l  

x [G~u~(f)*Gu~u~(f) + G~,u~(f)*Gu~,] 

where G~,,~ is the single-sided cross-spectral density 
function of the velocity at locations i and j, defined in 
eqn (9) and * represents convolution. 

The difference between the time and frequency 
domain transformations of wind velocities to global 
forces is that the time domain transformation includes 
nonlinear feedback, where the frequency domain 
consists of linear and quadratic t ransfo~at ions ,  and 
linear feedback, shown in Figs 6a and 6b. ~3 

Previous work has shown that the rms contribution of 
the quadratic wind force component is small for typical 
ocean environment turbulence intensity values and may 
be ignored. 23 The ratio of the variance of the linear and 
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quadratic terms in the expansion of  wind forces, by 
virtue of  the Gaussian nature of  the wind fluctuations, 
can be expressed by 

0 "[21 I 
O.[1 ] --  ~ (22) 

Typical turbulence intensity is in the range of 15%, so 
the quadratic force is generally about  10% of  the linear 
force. These results are in agreement with the findings 
reported by Kareem. 24 Examples using the Kareem, 
Davenport  and Harris wind spectra 24'25'26 are presented 
in Table 1. The example is that of  wind acting on a TLP 
with an exposed area of  3376 m 2, a drag coefficient of  
1.2, and an air density of  1.0. 

With the above simplification and assumption that 
the spectral description of  the wind does not vary over 
the structure as a function of  position i.e. 
Su(Yi,zi,f) = Su( f ) ,  eqn (19) may be rewritten as 

SF(f )  = (pACDU)2Su(f)JF(f) (23) 

In this representation the partial correlation over the 
structure is accounted for by the aerodynamic admit- 
tance function J F ( f ) ,  which may be derived on the 
basis of rapid distortion theory of  turbulence or 
estimates using models of  turbulent flow past bluff 
bodies. A standard admittance function for alongwind 
wind force is calculated based on quasi-steady and strip 
theories by integration of  the standard coherence 
function (eqn. (10)) over the area of  a rectangular 
plate. The result is 

4 
JF(U) - ey2ez2 ( e- 'y  + ey - 1)(e - 'z + ez - 1 ) (24) 

where ey = fOCh W~ (£, ez = fOG, D~ (J. 

_I 
System 

~ Velocity 
" -  Response 

Frequency domain transformation. 

0 =  ((1 + r2)/(l  + r ) )  1/2 , r =  ChW/CvD, W a n d  D are 
the height and width of the rectangle. This closed form 
expression of  JF(f) is applicable to structures easily 
modeled as lumped mass systems with simple geometry. 
Eqn. 24 is substituted into eqn. 23 to account for partial 
wind correlation of over large structures. Closed form 
expressions for pitch and yaw admittance functions 
correspondind to eqn 24 are derived by inclusion of a 
moment  arm from each infinitesimal area to the axis of  
rotation in the integration and are expressed as 

2 
JM(f)  = 3ey2ez4(e) '+e  o'_ 1) 

x (2ez 3 - 6e -~z - 6eze - 'z - 3ez 2 + 6) (25) 

and 

~ ( f ) -  
1 

3ey4ez2 (ez + e -t:  - 1) 

× (ey 3 - 12(e-'Y + eye 'y' - 1) 

- 3ye2(e ',~'+ 1)) (26) 

For structures with complex shapes such as a TLP the 
rectangular idealization used in the closed form 
expression is inappropriate. The integration can be 
performed numerically by breaking up the structure into 
components and summing the appropriate coherence 
function in a double summation as 

Na Na 

JF(f)  = Z Z CD, CDIAiAj (-~i(JjcOh (i,j ,f) (27) 
i = j  j = I 

Here coh(i,j,f) is the same coherence originally defined 

Table 1. Mean, linear and quadratic wind force components on a TLP in surge 

Spectrum Mean wind a of mean wind ~r [1] ~r [2] 
velocity fluctuation force linear force quadratic 

(m/s) (m/s) (kN) (kN) force (kN) 

Harris 29.6 3-39 1798.0 406'51 32-92 
Davenport 29.6 3.22 1795.8 386-1 29.70 
Kareem 29.6 3.81 1804-2 456.9 41.58 
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in eqn (9) with (i,j) replacing Ay, Az to represent the 
separation between components. 

This multiple discrete-area approach tailors the 
admittance function to the shape of the specific 
structure, allows for the use of individual drag 
coefficients for different components, interference 
effects, and approaches closed form accuracy as the 
structure is broken into smaller components. For 
complex geometries the closed form solution may be 
unattainable. 

The formulation of pitch/yaw loading is accomplished 
by including a moment arm from the load component 
centroid to the axis of rotation of the overall structure 

Na Na 

JM, r( f ) = E E CD, CDsAiAj(~i(fjliljc°h (i'J'f ) 
i = j j = l  

(28) 

where li is the moment arm of the ith component in the 
vertical or horizontal plane for JM(f)  (pitch) and JT(f)  
(yaw), respectively. It is noted that the closed form 
formulations of the admittance function in eqns (24)- 
(26) are dimensionless, while those of eqns 27 and 28 are 
not. When applying the later admittance functions eqn 
(23) must be altered to SF(f) = p2Su(f)JF(f). 

Corresponding to the mean and fluctuation compo- 
nent representation of the wind velocity and force, the 
structural response may also be expressed as the 
superposition of a mean (static) and rms (dynamic) 
value. The formulations for static and dynamic response 
are presented in the next section, along with the 
formulation of the gust factor approach and its 
application to system input and output. 

Averaging interval 

Wind speed, response or any other continuous signal is 
always observed through a low-pass filter. An example 
of a filter is the anemometer used in wind speed 
measurements, where some time-averaging of the 
incoming signal is performed due to limitations in the 
anemometer's frequency response, the response period is 
expressed as the averaging time Ta .27 The effect of this 
inherent filtering is to underestimate the power spectral 
density in the high frequency range. Figure 7 shows the 
effect of a low-pass filter on the time history, probability 
density function, and power spectrum of a process X(t), 
the filtered process is represented in the figure as Y(t). 

Another form of spectral distortion is from the 
sampling time Ts which is the chosen length of each 
realization in the ensemble. The sampling time is 
inversely proportional to frequency resolution in the 
spectral representation. When longer sampling times are 
used, the resolution of the spectrum becomes finer and 
spectral peaks are less likely to be averaged out. To 
minimize the error due to resolution (bias error), it is 
desirable to make the resolution as fine as possible by 
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Fig. 7. Effect of low-pass filter on signal. 

choosing a large sampling time. On the other hand, a 
longer sampling time means the number of realizations 
in the ensemble decreases. This increases the variance 
error, which is inversely proportional to the square root 
of the number of realizations. As discussed previously, a 
large sampling time also decreases the stationarity of the 
signal. A compromise between bias error and variance 
error must be reached based on experience and 
parameteric studies. 

One of the advantages of using filters to account for 
the averaging and sampling periods is in the comparison 
of predicted response estimates based on model spectra 
to full-scale measurements. The predicted response is 
based on the actual averaging and sampling periods 
utilized during full-scale measurement and thus it 
provides a more consistent basis for comparison of 
predicted and measured response. The sampling and 
averaging time introduces a spectral window that 
truncates and attenuates the signal at low and high 
frequencies depending on the Ts and Ta. In order to 
compare gust factors based on model spectral discrip- 
tions to those based on measured signals, these filters are 
either multiplied through the model spectra or divided 
out of the measured spectra. The filters are expressed as 

(.sin(~fTa).'~ ~ 
Xa(f)~- \ 7 r f T  a i # 

(29) 

and 

~sin(~rfYs~ 2 
x s ( f ) =  1 -  \ ~ j (30) 
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Fig. 8. Wind spectra with and without filters. 

and applied to a spectral model by 

S,(Ta, Ts, f)  = S , ( f ) X a ( f ) x s ( f )  (31) 

where Su(Ta, Ts,f)  = the wind spectrum as a function 
of sampling time, averaging time, and frequency. Figure 
8 demonstrates the effect of these filters on the spectrum 
of a measured wind velocity signal. Figures 9 and 10 
show the effects of averaging time and sampling time on 
the gust factor for several spectral wind velocity models. 
Figure 9 holds T s at 600 seconds constant and varies T~ 
and Fig. 10 holds T s at 3600 seconds and varies T a. 
Design specifications recommend different averaging 
times depending on the size of the structure, e.g. three 
seconds for cladding, roofing, and glazing, five seconds 
for elements with its largest vertical or horizontal 
dimensions less than 50m, and 15 seconds for 
structures with very large dimensions. 

GUST FACTOR 

A gust represents a large deviation in the mean wind. 
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Fig. 9. Gust versus ~vcraging time (s). 
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Fig. 10. Gust versus averaging time (s). 

Wind gustiness introduces dynamic loading effects on 
the system, which can bc examined in terms of a gust 
loading factor. In order to evaluate the peak response of 
the system, the peak wind load must bc considered. 
Maximum load effects ~rc duc to corrcl~tcd high 
pressure over the entire structure in the form of eddies 
at least the size of the structure. Eddies of small size 
compared to the structure impinge successively rathcF 
than instantaneously, hence small eddies arc unable to 
correlate significant Wcssurcs over the whole structure. 
Eddies which arc larger envelop the entire structure ~nd 
hence arc able to cause well correlated pressure. 

Current design codes include the effect of gustiness by 
factoring up the maximum expected mc~n wind effects 
of given probability. Vor the simple case of point-like 
structures, the maximum loading duc to wind gustiness 
is used as ~n equivalent ~tatic load to determine 
maximum displacement. The idc~ may bc extended to 
large systems by evaluating the maximum gust loading 
on individual components and correlating their occur- 
rcncc over the structure to ~nd the most probable 
overall maximum loading. 

The tot~l instantaneous wind speed m~y bc viewed ~s 
the sum of the mean and fluctuating components. The 
maximum wind speed during an intcrwl T may then bc 
expressed as the summation of the mean val~c with the 
rms value multiplied by a peak factor (g) statistically 
derived to express most probable maximum deviation 
from mean wind speed during interval T. It is written as 

u~.~ = 8 + g~,, (3~) 

The peak factor g is a statistical representation of the 
most likely extreme excursion in a signal, for a typical 
Gaussian process it is usually in the range 3-4. Various 
techniques have been developed to analyze a signal for 
extreme excursion statistics. The derivation of two 
common methods of  excursion analysis, Rice (1944, 
1945) ~8 and Gumbel (1958) z9 are presented in the 
Appendix. 

Using one of the available methods of excursion 
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analysis, a peak factor is calculated, and the gust factor 
is defined as 

g f f  u G - u m a ~ x  - -  1 ÷ -  (33) 
u 0 

From the discussion in the Appendix, the gust factor 
may be viewed as the deviation from the mean of the 
process u(t) which, on average, is exceeded once during 
the reference period T. 28 

The gust factor may be calculated from measured 
data by dividing a record into a number of realizations, 
each equal in length to the desired sampling time Ts. The 
sampling time should be large eoungh such that peak 
values from all realizations are statistically independent. 
The measured gust factor is then the average peak value 
from all realizations divided by the mean value of the 
total record. In this study, gust factors were computed 
for wind velocity data taken at sea at an elevation of 260 
feet, and collected at a rate of 2 Hz. An eleven-hour total 
record was used with realization lengths chosen from 
two to ten minutes. The gust was predicted using the 
spectrum given by eqn (8) in the form of eqn (31), and 
eqns (29), (30), (A5), (A8) and (33). The gust was 
measured for each hour and the full record and 
compared to the predicted values using an approxi- 
mated averaging time of one minute. The maximum 
difference between measured and predicted gust factors 
for all cases was 3.41%, with an average difference of 
1"32%. 

Gust loading factor 

A prediction of the maximum load effects or structural 
displacment, including the effects of amplification due to 
dynamic oscillation, is needed in the design process. The 
gust factor approach relies on gust factors that are based 
on random vibration theory to translate the dynamic 
amplification of loading caused by atmospheric turbu- 
lence and dynamic sensitivity of the structure, into an 
equivalent static loading. The gust factor can be used to 
estimate the expected maximum deviation from mean 
response. The response is represented be a mean (static) 
component and a fluctuating (dynamic) component. The 
formulation of static and dynamic response in the surge 
degree of freedom is presented here. The static response 
is simply the mean wind force divided by structural 
stiffness. 

FA 
~ = -~- (34) 

where FA = ½PCDAU 2, and k = 2~rf~ where fn is the 
system natural frequency in Hertz. The dynamic 
response is the square root of the area under the 
response spectrum, which is determined by multiplying 
the force spectrum by the system transfer function. The 
force spectrum is determined by a transformation of the 

wind velocity spectrum as given in eqn (23). The 
response variance is given by 

O" x ~ 

= I; 
Sx (Ta, Ts,f)df 

IH( f )I2 SF( Ta, Ts,f )df 

= ] ;  IS4(i)l S.(V.,v.,i)a (i)di (35) 

I/-/(f)l =the  transformation function from 

factor is now 

gx(I: 
Gx:  1÷ 

IH(f )I2S~( Ta, Ts,f )JF( f )df) 1/2 

(37) 

where .2 is the mean response, and gx is the peak factor 
of the response. Equations (35)-(37) may be used to 
predict pitch and yaw fluctuating responses by replacing 
the surge admitance function J~(f) by the applicable 
pitch or yaw admittance functions JM(f),Jr(f) 
respectively. In eqn (36) the force spectrum is replaced 
with a torque spectrum, mass is replaced by the inertia 
term and Sx is replaced with S o for rotational 
displacement. The damping term ( in the first term on 
the right side of eqn (36) includes structural, aero- 
dynamic and hydrodynamic components that will be 
explained in the following section. 

As noted earlier, the contribition of the square of the 
fluctuating velocity component to the rms value of force 
is small, and is often ignored. However, a recent analysis 
of extremes based on the non-Gaussian distribution of 
the fluctuating loads that result from inclusion of 

where 
loading to response and is determined by the governing 
equations of motion. A modified version of eqn (27) 
(with density squared multiplied in the formulation) is 
applied above as the admittance function. The integra- 
tion of eqn (35) can be performed by separating the 
resonant and background response components. The 
residue theorem is used to evaluate the resonant 
response with the wind spectrum idealized as a white 
noise, and the response due to background effect is 
evaluated on the basis of a quasi-static assumption. 
Thus eqn (35) may be expressed as i5 

Cr2x(r) = 7rfnS~( f )(27rfn) 2~ 
4(2rrfn)4{m 2 

(J ;  Sx(Ta, Ts,f)df)(2~fn) 2r 

-~ (2"n'fn) 4 (36) 

where r = 0, 1,2, 3 for displacement, velocity, accelera- 
tion, and jerk respectively, and fn is the natural 
frequency of the system. The peak factor is now 
defined as in eqns (A5) and (A8) with the response 
spectrum Sx applied in eqn (A5). The response gust 
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nonlinear velocity terms exhibited slightly higher gust 
factor values. ~° This increase in gust factor combined 
with the small increase in the rms value noted earlier 
may require closer examination of these effects in the 
determination of extreme loads. 

Damping 

For large ocean-based structures, the total damping in 
the system consists of the inherent damping of the 
material, and the damping due to the system motion in 
viscous fluids. These aerodynamic and hydrodynamic 
components vary in their contribution to the total 
damping for each degree of freedom, as the relative 
fluid-structure velocity differs in each degree of free- 
dom. The aerodynamic and hydrodynamic effects 
contribute significantly to the surge response of 
compliant structures such as a TLP, due to the large 
displacements in this degree of freedom. All expression 
for the aerodynamic damping can be derived as 

~A -- PairCD"Aa [Q (38) 
47rmfn 

where Aa, Co, m indicate the area, mean drag coefficient 
above the mean water level, and total mass. 

The overall hydrodynamic damping consists of 
radiation and drag-induced components that result 
from potential and viscous actions of waves on 
submerged portions of TLPs. The radiation damping 
contribution is relatively small, therefore, the drag- 
induced component serves as the major source of 
damping available to dampen the TLP motions. The 
magnitude of the drag-induced hydrodynamic damping 
is dependent on the drag coefficient used in the 
Morrison's equation to express the hydrodynamic 
forces. The drag coefficient is dependent on the 
Keulegan-Carpenter (KC) number and the Reynolds 
number. For TLP applications, the drag coefficient 
needed corresponds to extremely low KC numbers and 
high Reynolds numbers for which experimental data are 
not available. Laboratory data for low KC numbers are 
available, but these are limited to relatively small 
Reynolds numbers. 3t-33 

Recent advances in computational fluid dynamics 
have provided another avenue for the determination of 
the drag coefficient computationally. Both the experi- 
mental and numerical results suggest a sharp increase in 
Co as the KC number approaches zero. 34 This change 
points out that in this range of the KC numbers the drag 
mechanism experiences a change, i.e. the drag force 
which is primarily dominated by flow separation 
becomes less significant and Stokes-type drag becomes 
significant. 35 Accordingly, a part of the drag force is 
represented by a linear function of the relative fluid- 
structure velocity and the others by a quadratic function 
generally used for separated flow. The turbulence in 
water through an increase in the effective shear further 

enhances the Stokes-type damping. An accurate quanti- 
fication of the drag coefficient in these categories would 
require extensive experimental and computational data. 
In this manner the overall drag force can be expressed as 
a combination of the two components. Both numerical 
and experimental investigations are in progress at 
different research establishments to better understand 
the physics of viscous hydrodynamic damping to better 
model this important dissipation force that has very 
significant influence on the determination of gust 
loading factors as well as wave-induced forces. 

The damping component linearly related to platform 
motion can be treated in a straightforward matter, 
whereas the quadratic component needs to be linearized 
to facilitate frequency domain analysis. The quadratic 
hydrodynamic contribution is obtained by an equivalent 
linearization approach and may be broken down into 
damping due to current and damping due to waves. 
Their total contribution may be expressed as 

pwC°wAw~rul((2~)e-C~/2+2U~erfl-~21) 
~w2- 2(2~fn)m 2 

(39) 

where pw, Co, Aw are the water density, coeficient of 
drag under water, and the area under the mean water 
level, ~c~  are the mean current velocity and rms 
particle velocity in the waves. 36'37 The total damping 
ratio can be represented by the summation of the 
structural, aerodynamic, and hydrodynamic damping 
ratio as 

~ : ~s + ~A + ~W~ + ~w~ (40a) 

In which ~w, represents linear drag damping expressed 
a s  

~ p ~ h ~  Di (40b) 
~w~ = m ~  

where p = water density, h = column draft, 
v = kinematic viscosity, ~ D  i is the summation of the 
TLP column and pontoon diameters,f~ = surge natural 
frequency, m = mass, and ~ is unity for Stokes damping. 
An ~ higher than unity is expected due to turbulence in 
water. 

The above approach is based on the assumption that 
wind and wave effects can be treated separately. 
However, their effects may be coupled, and due to 
nonlinearities this assumption may not always be valid. 
By considering an equivalent quadratization approach 
instead of equivalent linearization, additional damping 
contributions may be obtained. This is an area of 
current research in the field. 

UNCERTAINTY ANALYSIS OF GUST FACTORS 

In the analysis of large systems there are many 
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assumptions and approximations that are made during 
the modeling of the loading environments and system 
response. Given the stochastic nature of both system 
input and output, the gust factor estimate will need to 
include a measure of uncertainty. The nature of 
modeling necessarily introduces these uncertainties into 
the analysis, since many system parameters and material 
properties experience spatial and temporal variations 
that render deterministic representation unrealistic. For 
a TLP system some examples include tether cross- 
sectional area and tether yield strength, system mass, 
damping and natural frequency, as well as uncertainties 
inherent in the loading environment. These uncertainties 
may be propagated through a Monte Carlo simulation 
or similar techniques by defining the uncertain para- 
meters in terms of their first and second moments and a 
probability distribution. During the simulation each 
parameter is assigned a random value based on its 
description. The resulting system gust response factor 
includes the effects of the uncertain parameters in terms 
of first and second moments. 

A sensitivity analysis of the various parameters may 
be performed by modeling the quantities as determinis- 
tic and varying one parameter at a time incrementally 
through many simulations. This parameter study can 
determine which parameters the structure is most 
sensitive to and which should receive extra care in 
design, construction and quality control. 

Reliability analysis 

Uncertainty may be viewed as a measure of the risk of 
failure or serviceability of a system. The convention in 
the past was to design wind-excited structures for 
equivalent static loads, with uncertainties expressed in 
the form of safety factors. In order to properly assess the 
safety and reliability of a structure, uncertainties in the 
system may be used to calculate the associated 
probability of failure. The propability of failure more 
specifically is the probability of exceeding performance 
levels necessary for a particular role. Any complicated 
system has more than one mode of failure. In the case of 
a TLP, failure may be breakage of tendons, displace- 
ments that render the platform inoperational, or 
acceleration levels that exceed those needed for human 
performance. 

Reliability analysis is accomplished by examination of 
the limit state function designed to determine conditions 
leading to a failure mode. The limit state equation is 
generally of the form 

F =  R - S (41) 

where failure is indicated by the condition F < 0. The 
resistance R and load S are random variables which may 
be replaced by the expressions necessary in describing 
the particular mode of failure. Unlike customary 
strength analysis the limit state for human performance 

requirement may be described such that R and S would 
represent human acceleration tolerance and structural 
acceleration response, respectively. Another example is 
the limiting of the TLP maximum offset for proper 
operation of the production risers. The two basic 
variables in the limit state are usually functions of a 
number of other variables, each with its own statistical 
description. The analysis becomes complex if some or all 
of the variables are non-Gaussian or if the limit state 
involves nonlinear relations, as is the case for TLP load- 
structure interaction. Closed form evaluation of the 
failure probability is almost always computationally 
prohibitive and in most cases requires information that 
is not available. An approximate solution using first and 
second moment statistics involving linearization of the 
limit state is known as the first-order reliability method 
(FORM). The limit state surface is expanded in therms 
of a Taylor series, and only first-order terms are 
retained. The limit state is then represented by a 
hyperplane at the point on the surface with the highest 
probability density. If terms up to second order are 
retained in the Taylor series expansion the method is 
referred to as second-order reliability method (SORM) 
where the limit state representation is a quadratic 
surface. An alternative procedure is the use of a Monte 
Carlo simulation which requires the probability dis- 
tribution functions of the limit state variables. A 
simulation is then executed and the probability of 
being in the failure zone (F < 0) is determined. 

For modes with a very low probability of failure, a 
straightforward Monte Carlo simulation requires sig- 
nificant computer time to achieve an accurate result. 
Various techniques are available to limit the sampling 
space to areas of interest; this is known as importance 
sampling. One method is the implementation of the gust 
factor approach to reliability analysis. Using the gust 
loading factor approach the load may be described by its 
extreme value distribution. This distribution may be 
used for the load term in the limit state equation, thus 
limiting the sampling space to the region of interest, i.e. 
the region where catastrophic failure is most likely to 
occur. The extreme loading function for TLP surge 
motion may be expressed by 

Na 

S ~ G Z ½PCD, Ai(J~ (42) 
i = 1  

where G here is the estimate of wind gustiness and i is 
the platform component number being summed over the 
structure. For the case of pitch and yaw wind loading a 
moment arm term is included in eqn (42). From the 
probability density function of extreme loading the 
probability of exceeding typical design loading levels 
may be identified. This information is used to design a 
structure to resist wind loads for a target value of 
probability of exceedence (POE). For example, if the 
TLP is to be designed for loads with a 7% POE in the 
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twenty-year design life of  a platform, the extreme 
loading distribution may be used to determine the 
loading value for which there exists a 7% chance of 
being exceeded in the reference time. This value provides 
a framework for load and resistance factor design for 
the TLP. 

A simple reliability analysis is performed for the TLP 
under consideration in the next section using Probabil- 
istic Analysis (PROBAN) software. 38 FORM, SORM, 
Monte Carlo simulation, and Directional simulation (a 
variance reduction form of simulation) methods are 
compared to find the probability of exceeding a 
maximum allowed displacement in the surge direction. 
Statistics of the total response due to wind are calculated 
using a stochastic gust factor analysis (described in the 
next section), and used in the limit state function as the 
load variable. A maximum displacement tolerance is 
then defined and the probability of exceedence is 
simulated. Results are described in the following section. 

For  most systems, catastrophic failure is not likely 
due to a single passage of  some critical loading value. 
More often, structural members fail due to fatigue 
caused by many cycles of moderate stress loading and 
unloading (moderate referring to the ratio of cyclic 

Table 2. Deterministic parameters in TLP simulation 
Parameter Value 

Generalized mass 
Generalized moment of intertia in pitch 
Generalized moment of inertia in yaw 
Structural Damping ratio 
Area under water 
Area under wind 
Air mass density 
Water mass density 
Exponent of the velocity field 
Current velocity 
Wave particle velocity 
Axial tendon stiffness 

7.0 E7 kg 
2.6 E9 kgm 2 
2.6 E9 kgm 2 
0.05 
1340 m 2 
3376 m 2 
1.0 kg/m 3 
1000 kg/m 3 
0-12 
1.0 m/s 
2.0 m/s 
5000 N/m 

stress to critical stress). In some cases it may be 
appropriate to define the limit state function to reflect 
the effects of  fatigue including crack initiation and 
growth. This must be considered when using extreme 
value distributions for loading in the limit state. Fatigue 
reliability analysis may require a loading function 
representing daily events rather than just the extremes. 

TLP EXAMPLE 

The concept of gust factors and uncertainty analysis is 
applied to a TLP to predict its response statistics to wind 
loading over the ocean. Figure 11 is a view of the TLP 
being considered. Table 2 lists the values of the 
deterministic parameters used in the simulation and 
Table 3 lists the uncertain parameters and their 
statistics. The hydrodynamic damping related to quad- 
ratic damping is only considered here. The framework 
provided here can include contribution by the linear 
drag term once additional data becomes available. In 

Table 3. Uncertain parameters in TLP simulation 
Random variable Mean COV 

C (eqn (8)) 335.0 0-25 
B (eqn (8)) 71.0 0.19 
Surge natural frequency 0.010 Hz 0.20 
Pitch natural frequency 0.45 Hz 0.20 
Yaw natural frequency 0.015 Hz 0.20 
Drag coefficient in air 1.14 0.20 
Drag coefficient in water 0.50 0.30 
Turbulence intensity 0-10 0.20 
Cy (decay constant) 16-0 0.25 
Cz (decay constant) 10.0 0.15 
Extreme wind velocity 45.17 m/s 0.097 

at centroid 
Extreme value param. Location Scale 

for wind parameter parameter 
At a height of 10 meters 27.931 2'89 
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thc light of this, additional unccrtainty is assigncd to thc 
undcrwatcr drag coc~cicnt. In Table 3 the first I0 
uncertain variablcs arc simulatcd with a Gaussian 
distribution while thc cxtrcmc wind velocity is simu- 
lated with a Gumbcl distribution. 

The simulation consists of assigning random values to 
the various uncertain paramctcrs dcscribcd based on 
their assigncd probability dcnsity function. Thc wind 
field is simulatcd using thc ocean spectrum given in cqn 
(8) for thc frcqucncy domain-bascd fluctuating rcsponsc 
calculation, and a 20-year cxtrcmc valuc distribution 
based on full-scale ocean measurements is uscd to 
simulatc thc wind speed for thc mean rcsponsc 
calculation. Both the static and dynamic rcsponscs arc 
rcprcscntcd in tc~s of mcan and ~s componcnts. The 
gust response factor is calculated in each simulation 
from thc static and dynamic response and thc pcak 
factor (cqns (34)-(37), (A5), (AS), and the first and 
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Fig. 15. Surge extreme wind loading (N). 

second moment  statistics of  the gust response factor are 
calculated after the simulation. The statistics of  the 
tension in the windward tethers are also calculated as a 
linear transformation of  the pitch response (i.e. pitch 
rotation times lever arm from structures centroid times 
axial tendon stiffness) and may be used as a preliminary 
bases for tether analysis. 

The response is calculated in the surge, pitch, and yaw 
degrees of  freedom, and is run separately for two 
different aerodynamic admittance function formula- 
tions, one using the standard coherence formulation 
and one using the modified coherence formulation given 
in this study for ocean-based structures. For  both cases, 
aerodynamic and hydrodynamic damping effects are 
considered for surge response only. Figures 12-14 
compare the admittance functions calculated using the 
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Fig. 14. Yaw admittance versus frequency (Hz). Fig. 16. Pitch extreme wind moment (Nm). 
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standard and modified coherence functions for surge, 
pitch and yaw motions, normalized to a unit maximum 
value. The admittance functions were calculated by 
adding the coherence over small TLP components 
(Fig. 11) in a double summation (eqns (27) and (28)). 
Figures 15-17 show the PDF of the surge, yaw and 
pitch extreme wind loading functions and Figs 18-20 
are the PDF of the total TLP response calculated using 
the gust factor approach for the same three degrees of 
freedom. Figures 15-20 all show two pairs of plots; in 
each pair the solid line is the actual simulation data and 
the dashed line is a Type I Extreme Value distribution 
fitted to the data. The pairs represent the data applicable 
to the graph using the standard and modified coherence 
functions, with the 7% POE identified in each pair. 

The trends of the simulation results from standard to 
modified coherence formulations are presented in Tables 
4-6 and agree well with the expected outcome predicted 
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in Figs 12-14. The use of the modified conherence 
function in the admittance function lowers wind velocity 
correlation in the surge degree of freedom, which 
decreases rms response, and hence the gust factor. The 
modified admittance function in the pitch degree of 
freedom is slightly higher than the standard admittance 
function at the pitch natural frequency (Fig. 13), 
corresponding to a slightly higher dynamic pitch 
response and gust factor. The lower wind velocity 
correlation corresponding to the modified coherence 
function increases the yaw rms response and gust factor 
by increasing the level of unsymmetrical loading about 
the vertical axis. The mean response in all degrees of 
freedom remains the same for both cases since coherence 
is not a factor in the computation of static response. 

The gust response factor calculated in this example 
may be used as a statistical measure of the most 
probable maximum response for future design consid- 
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Surge response results Standard coherence Modified coherence 

Mean (COV) Mean (COV) 

Static response 0'1698 e2 m (0'312) 0"1698 e2 m 
Fluctuating response 0"295l el m (0'283) 0.2524 el m 
Total response 0.2546 e2 m (0.293) 0.2425 e2 m 
Gust factor 1.5052 (0.026) 1.433 
Wind force 0-6798 e7 N (0.309) 0.6470 e7 N 
Wind force with POE of 7% 0-1015 e8 N 0.9645 e7 N 

(0.312) 
(0.279) 
(0.292) 
(0.024) 
(0.308) 

Table 5. Pitch response in TLP simulation 

Pitch response results Stand coherence Modified coherence 

Mean (COV) Mean (COV) 

Static response 0"9000 e-2 rad (0'311) 0'9000 e-2 rad (0-311) 
Fluctuating response 0.1033 e-2 rad (0'560) 0'1060 e-2 rad (0.539) 
Total response 0.131 e-1 rad (0'381) 0.1321 e-I rad (0.377) 
Gust factor 1"432 (0-051) 1.445 (0-050) 
Static tendon tension 0.1485 e4 N (0-311) 0-1485 e4 N (0.311) 
Fluctuating tension 0' 1701 e3 (0.560) 0" 1750 e3 N (0'539) 
Total tension 0.216 e4 N (0'381) 0.2810 e4 N (0.377) 
Tension gust factor 1.432 (0"051) 1.445 (0"050) 
Wint pitch moment 0.2554 e9 Nm (0.287) 0"2578 e9 Nm (0.258) 
Wind moment with POE of 7% 0-3722 e9 Nm 0'3760 39 Nm 

Table 6. Yaw response in TLP simulation 

Yaw response results Standard coherence Modified coherence 

Mean (COV) Mean (COV) 

Static response 0.4772 rad (0.815) 0.4772 rad 
Fluctuating response 0"7917 rad (0"212) 0" 1154 e 1 rad 
Total response 0-2872 el rad (0-203) 0.3958 el rad 
Gust factor 6.3281 (0.216) 8-5523 
Wind yaw moment 0.6957 e8 Nm (0.453) 0.9301 e8 Nm 
Wind force with POE of 7% 0.1199 e9 Nm 0.1528 e9 Nm 

(0.721) 
(0.229) 
(0.226) 
(0.146) 
(0.403) 

Table 7. Reliability analysis of TLP surge response 

Probability of failure obtained by different methods Normal Extreme 
distribution distribution 

(COV = 0-20) (COV = 0.293) 
Mean tolerance Mean response 

FORM SORM Directional MC 
simulation simulation 

(rms) (rms) 

35 m 25.46 m 

37m 25.46m 

39 m 25-46 m 

40 m 25.46 m 

0"1516 0"1658 0-1658 0"1706 
(3"85 e-4) (2.66 -3) 

0'1193 0-1318 0.1312 0.1295 
(1.85 e-4 ) (2'37 e-3) 

0'09403 0-1047 0"1046 0'1042 
(6.62 e-5) (2.16 e-3) 

0.08347 0'09342 0.09337 0.0950 
(4.52 e-5) (2.07 e-3) 

erations o f  this TLP.  On its simplest level this analysis 
could be done by approximat ing the T L P  as a fully 
correlated structure and using equivalent static loading 
based on a gust loading factor  o f  the wind velocity to 
determine a max imum response. The advantage o f  the 
approach  used here is the inclusion of  the fluctuating 
response as well as the calculation o f  statistical 

uncertainty in all response descriptions. The results of  
the above example may  now be used as a basis for 
reliability analysis. 

The statistics o f  the total surge response in the above 
simulation are used as the loading function S in a 
reliability analysis. The goal o f  this analysis is to 
determine the probabil i ty o f  surge response exceeding 
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a predefined acceptable limit. The first and second 
moments of total response are used to define an extreme 
value distribution for the load term in the limit state, 
and the resistance is represented as a normally- 
distributed displacement tolerance level, based on the 
mean static surge response of  the above simulation. The 
mean tolerance is varied over a range of values to 
determine the sensitivity of the probability of  failure to 
the tolerance. Table 7 lists the input and results of this 
analysis. It is observed that the SORM, Directional 
simulation, and Monte Carlo simulation methods give 
very similar predictions for the probability of failure, 
while the Form predicts a lower failure probability. It is 
not always the case that SORM will predict a higher 
failure probability than FORM, this is dependent on 
whether the second-order approximation of  the limit 
state is concave or convex. However, because of the 
nonlinear nature of the failure surface, and the non- 
normal distribution of  the load function, the results of 
the FORM tend to be often the least reliable. 

The Directional and MC simulations used approxi- 
mately the same CPU time, but the Directional 
simulation results in a significantly lower standard 
deviation from the calculated probability of failure. It 
is important to note that the seemingly good compar- 
ison between MC and Directional simulation has much 
to do with both the simplicity of the limit state used in 
this example, and the relatively high probability of 
failure. For applications using more nonlinear limit 
states involving non-normal PDFs, Directional simula- 
tion becomes more attractive since the Monte Carlo 
simulation would require significantly more sampling 
and CPU time to match its accuracy. As the probability 
of failure gets smaller the computer time required by a 
straightforward MC simulation to yield statistically 
meaningful results increases, thus rendering importance 
sampling simulation techniques more appropriate. 

A more detailed reliability analysis for various modes 
of failure could be performed along these same lines. 
The purpose here is simply to demonstrate the 
applicability of the gust factor approach to reliability 
analysis. 

CONCLUDING REMARKS 

The gust loading factor approach is formulated for 
offshore applications with particular reference to TLPs. 
This technique permits quantification of both the most 
probable extreme loads in terms of equivalent static 
loading that accounts for unsteadiness in wind, and 
amplification in the load effects due to structural 
sensitivity to wind-induced response. Single-point wind 
statistics are used as the basis for characterizing the 
wind field at a point. Wind loading on small structures 
may be assumed to be fully correlated and an equivalent 
static analysis based on a single-point wind field 

representation may be appropriate. However, multi- 
point representation of the wind field is necessary for the 
dynamic analysis of large offshore structures where 
eddies in the wind field may not encompass the entire 
structure. The energy content of wind over the ocean 
differs from that of  wind over land at low frequencies, 
and horizontally compliant structures are likely to 
experience dynamic amplification in this frequency 
range. A spectral model of ocean wind is examined to 
accurately assess the wind loading experienced by 
offshore structures. Partial wind correlation over the 
structure is modeled using a modified coherence 
function developed specifically for structures subjected 
to ocean wind loading environments. The most probable 
extreme deviation from mean wind speed is statistically 
determined using the gust loading factor approach and 
used to determine the loading of an example TLP 
offshore platform. The presence of waves and currents is 
represented in terms of equivalent damping ratios. The 
gust factor approach is extended to predict extreme 
response statistics of a TLP which are then applied to a 
reliability analysis based on an acceptable magnitude of 
surge response. 
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APPENDIX: M E T H O D S  OF EXTREME 
EXCURSION ANALYSIS 

Two widely-used methods of excursion analysis are the 
Rice approach (1944) and the Gumbel approach 
(1958). 28,29,39 Both consider a stationary time series 
u(t) with zero mean divided into an ensemble of M 
realizations. 

Rice considers the number of excursions beyond some 
level U represented as Ni(U ) where i denotes the ith of 
the M realizations. Averaging over the ensemble gives 
the mean number of excursions beyond U for the proces 
u(t). 

M 
N(U) = lim I ~ - ' N i ( U  ) (AI) 

M-~c M (--~ ~=1 

Assuming the individual excursions beyond U are 
statistically independent in each realization, the excur- 
sions are Poisson distributed as rare events. The 
expression for the probability of  n excursions beyond 
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U is then 

e N(U) 
P v ( n ) -  n! N"(U) (A2) 

In order to validate the assumption of statistical 
independence, the probability of  zero excursions is 
considered 4° 

Pu[0] = e -u(U) (A3) 

Expressing the exceedence value U as some value q times 
the rms value of the process cr~, the expected number of 
excursions beyond qcr,~ is commonly accepted as  41'42 

E(q) = ue I q2/2) (A4) 

Where E(q) is the expected number of excursions 
beyond qcr u per unit time T and is related to the 
average excursion throughout the ensemble by 
N(U) = TE(q). The cyclic rate u may be expressed as 

['~ - I/2 

cr~ ]o f 2 S ~ ( f ) d f  
~ -  - • ~ ( A S )  

~" ~0 S ~ ( f ) d f  

where S~ is the PSD of the process u(t). The cyclic rate 
physically is the frequency at which most of  the energy 
in the spectrum is concentrated; for lightly damped 
systems this may be approximated as the natural 
frequency of the system. 42 

The probability of zero excursions beyond U in eqn 
(A3) may be viewed as the probability that the ratio Q of 
the largest peak to a~ is less than q in the interval T. 
Based on eqn (A3) the corresponding probability 
density of Q for time interval T is given by 

PO (q) = rE(q)e- E(U) T (A6) 

The expectation of  the largest value Q in the interval T is 
then 

J'~ I ~ e-~(q)~'dq E(Q) = qPQ(q)dq = qTE(q) 
- ~  - - ~ ,  

(a7) 

This is known as the peak factor and was evaluated by 
Davenport  42 as approximately 

E(Q) = (21n(uT)) '/2 + 0.5772 (A8) 
(2 In (uT))U2 

with a corresponding standard deviation expressed as 

~0 = ( H / ~ ) / ( 2  ln(~T)) 1/2 (A9) 

The peak factor E(Q) is usually represented by g. This 
convention is used in the main body of  this paper. 

A modification of this f o ~ u l a t i o n  considers the 
bandwidth of the process and is based on the 

Table A1. Comparison of peak factor statistics 

~ 0.05,0.~5 ~ = 0-05 ~=0-~5 
(A8) (A9) (A10) (All) (A10) (AI 1) 

Peak factor 2.884 2.673 2.770 
rms 0.4790 0.5266 0.4217 

assumption that the extreme point process is Marko- 
vian. This leads to the expressions 43 

E(Q) = (21n(~uut )) '/2 -~ 0.5772 
21n(~,~uT))l/2 (AI0) 

and 

~Q = (II /x/6)/(2 ln(~,~vT)) '/: (AI 1) 

where ~,~ and ~u are functions of the process bandwidth 
only. For processes with a wide bandwidth (~ > 0.1) the 
peak factor becomes essentially independent of the 
bandwidth, as is the case for fluctuating winds. Table A 1 
compares the peak response factor for processes with 
bandwidths of  0'05 and 0' 15. The sampling time T is one 
hour, and the cyclic rate is the natural frequency of the 
TLP surge response (0.01 Hz). 

The Gumbel approach is to record the maximum 
value Ui in u(t) in each of the M realizations. The 
probability of not exceeding qa u is written as 

1 M 
P(u < qau) = M-~lim ~ i ~  (AI2) 

where 

( ;  for Umax <_aau) 
Ri : for Urea x ~ qo u 

P(u < qcr~) is approximated by a Tyle I Extreme Value 
cumulative distribution function developed by Gum- 
be129 

P(u < qa~) : e ( - e ( - ~ , ( x  - u,))) (A13) 

where ~n and u n are the scale and location parameters, 
respectively. They are defined with respect to the 
mean and rms of the extreme signal such that 
mean : u, + 0.5772/c~,, and rms : ~v/(v/~c~,,). 

For the Rice approach, the probability that U is not 
exceeded is given by eqn (A3). If U is not exceeded, 
the maximum value will not exceed U either. Similarly, 
the Gumbel approach finds the probability that the 
maximum value of u(t) does not exceed U in its duration 
P(u < qcr~). It is observed that both approaches are 
based on finding the same probability 

P(u < q~u) = P~.,[0] (A14) 

where U = qa~, and may be considered equivalent. This 
equivalence was also cited by Davenport. 4z Both 
approaches lead to the Type I Extreme Value distribu- 
tion as a reasonably accurate extreme value description. 


