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Introduction

Matthew J. Kotchen, Yale University and NBER, United States of America

James H. Stock, Harvard University and NBER, United States of America

Catherine D. Wolfram, University of California, Berkeley, and NBER,
United States of America

Welcome to the second volume of Environmental and Energy Policy and
the Economy (EEPE). The six papers published in this issue were first pre-
sented and discussed in May 2020 via an online conference hosted by the
National Bureau of Economic Research (NBER) that included participants
from academia, government, and nongovernmental organizations. Al-
though the annual conference was originally scheduled to take place at
the National Press Club in Washington, DC, the novel coronavirus forced
us to convert the conference to an online format. Participants missed out
on the opportunity for face-to-face interaction, but we made up for it with
a larger than expected number of participants. The agenda also featured
a presentation by Ted Halstead, chairman and CEO of the Climate Leader-
ship Council, on “A Climate Solution Where All Sides Can Win.”
The broad aim of the EEPE initiative is to spur policy-relevant research

and professional interactions in the areas of environmental and energy
economics and policy. This is inspired by growing concerns about en-
vironmental and energy issues and by the significant economic conse-
quences of policy making in this area. At the time of this writing, much
of the world is focused on the immediate challenges of responding to
and managing the spread of COVID-19. But alongside these concerns,
and sometimes closely connected, remain issues of environmental and
energy policy. The papers included in the volume contribute original re-
search to many of the important topics.
In the first paper, Robert Pindyck provides a systematic overview of

what we know and don’t know about climate change. When it comes to
formulating policy, he discusses the importance of forecasting economic
growth, emissions intensity per unit of output, atmospheric dissipation
of emissions, climate temperature sensitivity, economic impacts of tem-
perature change, abatement costs, and discounting. Given the uncertainties

Environmental and Energy Policy and the Economy, volume 2, 2021.
© 2021 National Bureau of Economic Research. All rights reserved. Published by The
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at each stage, he considers how the potential for learning might affect cli-
mate policy responses and argues that the insurance value of mitigating
climate change is likely to be significant.
Shaikh Eskander, Sam Fankhauser, and Joana Setzer offer insights from

the most comprehensive data set on climate change legislation and liti-
gation across all countries of the world over the past 30 years. The trends
are important because of the way that any one country, including the
United States, inevitably looks to others as a way of calibrating its own
climate policies. They find that climate legislation peaked worldwide
between 2009 and 2014, well before the Paris Agreement; climate change
legislation is less of a partisan issue than commonly assumed; legislative
activity decreases in times of economic difficulty; and the courts in most
countries other than the United States tend to rule in favor of greater
climate protections.
The growing financial risks to coal-reliant communities is the topic

addressed in the paper by Adele Morris, Noah Kaufman, and Siddhi
Doshi. In communities where coal production constitutes a large share
of the local economy, government revenues are at increasing risk due
to shifts in the energy sector and the prospects for climate policies, both
of which are not favorable to coal. The paper provides a clear example
of how greater attention to the distribution consequences of environ-
mental and energy policy is important. Not only are distributional con-
cerns important on their own, but they also play a critical role in the
political economy that defines the space of feasible policies. Morris and
coauthors shine a light on how expected trends in the coal industry will
have significant implications on the local public finances of coal-reliant
communities, and policy makers would be well advised to begin think-
ing through policy responses.
Joseph Aldy, Matthew Kotchen, Mary Evans, Meredith Fowlie, Arik

Levinson, and Karen Palmer consider the treatment of cobenefits in benefit-
cost analyses of federal clean air regulations. Cobenefits are benefits that
arise when compliance with a regulation leads to benefits that are not
directly tied to a regulation’s intended target. The topic has become in-
creasingly important with recent actions by the US Environmental Pro-
tection Agency (EPA) to change the way it treats cobenefits in regulatory
impact analyses. Aldy and coauthors assemble and make available a com-
prehensive data set on the benefits and costs of all economically signifi-
cant Clean Air Act rules issued by the EPA over the period 1997–2019.
The data set allows an examination of the role cobenefits have played
over time and complements the paper’s theoretical analysis, which dem-
onstrates how cobenefits are simply a semantic category of benefits that
are standard to include in benefit-cost analyses.
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Tatyana Deryugina, Nolan Miller, David Molitor, and Julian Reif pro-
vide a detailed analysis of the geographic and socioeconomic heteroge-
neity in the benefits of reducing particulate matter air pollution. Their
paper takes advantage of comprehensive data on Medicare recipients
across the United States to develop a vulnerability index to air pollution.
Although the estimates are useful for understanding the heterogeneous
impacts of policies that affect pollution, the results point to a further im-
plication for the design of air quality regulations. Because they find that
vulnerability is negatively correlatedwith the average pollution level within
a region, policies that base air quality regulations on current pollution
levels alone may fail to target regions with the most to gain by reducing
exposure.
In the last paper, Oliver Browne, Ludovica Gazze, and Michael Green-

stone use detailed data on residential water consumption to answer an
important question: Do conservation policies work? During a period of
drought in California from 2011 to 2017, they consider a series of con-
servation policies that were implemented in the city of Fresno. After dis-
entangling the effects of the different policies, they estimate price elas-
ticities of the demand for water based on price schedule changes, the effect
of allowing a reduced number of watering days, and the impact of pub-
lic announcements calling for greater water conservation. The first two
are found to have significant effects, whereas the public announcements
did not. The paper also provides a discussion of the challenges that arise
when seeking to estimate the impact of interventions over a period when
multiple policies are changing.
Finally, we are grateful to all of the authors for their time and effort

in helping to make the second year of EEPE a success. We are grateful to
Jim Poterba, president and CEO of the NBER, for continuing to support
the initiative, and to the NBER’s conference staff, especially Rob Shan-
non, for making the organization a pleasure, including the transition to
an online conference. Helena Fitz-Patrick’s help with the publication is
also invaluable and greatly appreciated. Lastly, we would like to thank
Evan Michelson and the Alfred P. Sloan Foundation for the financial sup-
port that has made the EEPE initiative possible.

Endnote

Author email addresses: Kotchen (matthew.kotchen@yale.edu), Stock ( James_Stock
@harvard.edu), Wolfram (wolfram@haas.berkeley.edu). For acknowledgments, sources
of research support, and disclosure of the authors’ material financial relationships, if any,
please see https://www.nber.org/books-and-chapters/environmental-and-energy-policy
-and-economy-volume-2/introduction-environmental-and-energy-policy-and-economy
-volume-2.
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What We Know and Don’t Know about Climate
Change, and Implications for Policy

Robert S. Pindyck, Sloan School of Management, Massachusetts Institute
of Technology, and NBER, United States of America

Executive Summary

There is a lot we know about climate change, but there is also a lot we don’t
know. Even if we knewhowmuchCO2will be emitted over the coming decades,
we wouldn’t know howmuch temperatures will rise as a result. And even if we
could predict the extent of warming that will occur, we can say very little about
its impact. I explain that we face considerable uncertainty over climate change
and its impact, why there is so much uncertainty, and why we will continue
to face uncertainty in the near future. I also explain the policy implications of cli-
mate change uncertainty. First, the uncertainty (particularly over the possibility
of a catastrophic climate outcome) creates insurance value, which pushes us to
earlier and stronger actions to reduce CO2 emissions. Second, uncertainty inter-
acts with two kinds of irreversibilities: CO2 remains in the atmosphere for cen-
turies, making the environmental damage from CO2 emissions irreversible,
pushing us to earlier and stronger actions and reducing CO2 emissions requires
sunk costs, that is, irreversible expenditures, which pushes us away from earlier
actions. Both irreversibilities are inherent in climate policy, but the net effect is
ambiguous.

JEL Codes: Q5, Q54, D81

Keywords: environmental policy, climate change, integrated assessment models,
climate impact, social cost of carbon, CO2 emissions abatement, damage func-
tions, climate sensitivity, uncertainty, irreversibilities, insurance

I. Introduction

There is a lot we know about climate change, but there is also a lot we
don’t know. Even if we knew exactly how much carbon dioxide (CO2)
and other greenhouse gases (GHGs) theworldwill emit over the coming
decades, we wouldn’t be able to predict with any reasonable precision
howmuch the global mean temperature will rise as a result. Nor would
we be able to predict other aspects of climate change, such as rises in sea

Environmental and Energy Policy and the Economy, volume 2, 2021.
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levels and increases in the frequency and intensity of storms, hurricanes,
and droughts. And even if we were able to predict the extent of climate
change that will occur over the coming decades, we can say very little about
its likely impact—which in the end is what matters. The fact is that we
face considerable uncertainty over climate change, and as we’ll see, that
uncertainty has crucial implications for policy.
Despite the uncertainty, the debate over climate policy is usually framed

in deterministic terms. We start with some scenario regarding GHG emis-
sions, perhaps under “business as usual” or under some emission abate-
ment policy, and thenmake and discuss projections of temperature change
through the end of the century. Sometimes those projections include high,
medium, and low alternatives, but without much basis for how and why
those alternatives differ as they do.We then talk in broad terms about the
likely impacts of those temperature changes—reductions in agricultural
output, reduced productivity generally, greater damage from more in-
tense storms and droughts, and perhaps displacements of populations if
rising sea levels inundate low-lying areas. We sometimes try to translate
those impacts into percentage reductions in gross domestic product (GDP),
which is necessary ifwewant to comeupwith a number for the social cost
of carbon (SCC).We know that those impacts are very difficult—perhaps
impossible—to predict because climate change happens slowly, over de-
cades, and we don’t know the extent of adaptation that will occur in
response.
And despite all the uncertainty, we evaluate climate change policies

in terms that suggest a high level of precision is possible. As I have ar-
gued elsewhere, this is particularly true whenwe use complex integrated
assessment models (IAMs) to make outcome and impact projections,
evaluate alternative policies, and estimate the SCC.1 But as I will argue,
it is the uncertainty over climate change and its impact that is critical to
policy formulation, and that should be the focus of analysis and discussion.
To get a sense of why the uncertainties are so important, consider the

irreversibilities that are an inherent part of climate policy (and environ-
mental policy more generally). It has been long understood that envi-
ronmental damage can be irreversible, which can lead to a more “con-
servationist” policy than would be optimal otherwise. Thanks to Joni
Mitchell, even noneconomists know that if we “pave paradise and put
up a parking lot,” paradise may be gone forever. And because the value
of paradise to future generations is uncertain, the benefit from protecting
it today should include an option value, which pushes the cost-benefit
calculation toward protection. But there is a second kind of irreversibility

What We Know and Don’t Know about Climate Change 5



that works in the opposite direction: protecting paradise over the years
to come imposes sunk costs on society. If paradise includes clean air
andwater, protecting it could imply sunk cost investments in abatement
equipment and an ongoing flow of sunk costs for more expensive pro-
duction processes. This kind of irreversibility would lead to policies that
are less “conservationist” than they would be otherwise.
Which of these two irreversibilities applies to climate policy? Both.

Given that they work in opposite directions, which one is more impor-
tant? We don’t know.2 Because CO2 can remain in the atmosphere for
centuries, and ecosystem destruction from climate change can be perma-
nent, there is clearly an argument for taking early action. But the costs of
reducing CO2 emissions are largely sunk, which implies an argument for
waiting.3 Which type of irreversibility will dominate depends in part on
the nature and extent of the uncertainties involved, andwill be explored in
this paper.
There is another reason why the uncertainties over climate change are

so important, and it has to do with “tail risk.” If climate change turns out
to be moderate, and its impact turns out to be moderate, we may not have
too much to worry about. But what if climate change and its impact turn
out to be catastrophic—the far right tail of the outcome distribution. It is
that possibility, even if the probability is low, thatmight drive us to quickly
adopt a stringent emission abatement policy. In effect, by reducing emis-
sions now we would be buying insurance. But how much of a premium
should we be willing to pay for such insurance? The answer depends in
part on society’s degree of risk aversion, which is complex and hard to
evaluate.As Iwill show, however, the risk premiumcould be considerable.
This paper has two main parts. First, I lay out what we know, don’t

know, and sort of know about climate change and discuss why we don’t
know certain things and the nature of the uncertainties. One of the two
more important uncertainties pertains to the extent of warming (and other
aspects of climate change) thatwill occur given current and expected future
GHG emissions. The second uncertainty pertains to the economic impact
of any climate change that might occur, an impact that depends critically
on the possibility of adaptation. Although various estimates are available,
we simply don’t know howmuch warmer the world will become by the
end of the century under the Paris Agreement, or under any other agree-
ment. Nor dowe knowhowmuchworse off wewill be if the globalmean
temperature increases by 27C or even 57C.
In fact, we may never be able to resolve these uncertainties (at least

over the next few decades). It may be that the extent of warming and its
impact are not just unknown but also unknowable—what King (2016)
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refers to as “radical uncertainty,” or extremeKnightian uncertainty.4 And
as King (2016, 131) puts it (in a very different context), “The fundamental
point about radical uncertainty is that if we don’t know what the future
might hold, we don’t know, and there is no point pretending other-
wise.”5 But even though we may never resolve these uncertainties, we
can characterize them and better understand them.
That leads to the second part of this paper, which deals with the im-

plications of uncertainty for climate policy. In a risk-neutral world with
no irreversibilities, only the expected values of outcomes shouldmatter,
not the degree of uncertainty over those outcomes. But macroeconomic
and financial market data suggest that society (or at least the people that
make up society) is far from risk-neutral, so that there is likely to be a
significant insurance value to reducing GHG emissions now. Likewise,
we know that there are two types of irreversibilities at play, which work
in opposite directions. In formulating climate policy, what is the insur-
ance value of GHG emission reductions, and what is the net effect of the
relevant irreversibilities? This paper addresses those questions.
In the next three sections, I lay out the steps through which emissions

of CO2 (and other GHGs) accumulate in the atmosphere, how increases
in the atmospheric CO2 concentration affect the global mean tempera-
ture (and regional temperatures), how temperature increases affect sea
levels as well as other aspects of climate, and how changes in climate can
in turn have economic and social impacts (i.e., “damages”). I will charac-
terize in general terms the state of our knowledge with respect to each of
these steps, that is, the extent of our uncertainty. For two of these steps—
how rising GHG concentrations affect climate and how climate change
causes damages—the uncertainty is huge.
I will also refine the statement that “the uncertainty is huge.” I will try

to characterize these uncertainties in terms of probability distributions
that have come out of recent studies in climate science and economics.
I will address the question of whether those distributions have “fat tails”
(and whether that matters). I will also review the evidence on how these
uncertainties are changing over time. (As I will explain, between the 2007
and 2014 Intergovernmental Panel on Climate Change [IPCC] reports,
uncertainty over how changes in the atmospheric CO2 concentration
affect temperature has actually increased.) This is important because it
addresses the value of waiting for new information rather than taking
immediate action now.
I will then turn to the implications of uncertainty for policy. First,

how does climate change uncertainty interact with the two opposing
irreversibilities outlined above? I will address this question using a
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simple two-period example. Second, I will explain how climate change
uncertainty creates an insurance value of early action. But readers hop-
ing that I can tell them exactly how large that insurance value is will be
disappointed. The reason is that there is a catch-22 at work here: the very
uncertainties over climate change that create a value of insurance pre-
vent us from determining how large that value is with any precision.
On the other hand, we can get a rough sense of how important that in-
surance value is, and determine whether it is something we should take
into account. As we will see, it is indeed something we should take into
account.

II. Some Climate Change Basics

To keep things simple, I will ignore methane and other non-CO2 GHGs
in this paper and focus only on CO2, which is by far the greatest driver
of climate change. Yes, the warming potential of a ton of atmospheric
methane is about 25 times the warming potential of a ton of CO2, but
far fewer tons of methane are emitted each year, and methane stays in
the atmosphere only for a decade or so, whereas CO2 stays there for cen-
turies. As a result, methane accounts for less than 10% of the total warm-
ing effects of GHG emissions.
It will be useful to go over the basic mechanisms by which CO2 emis-

sions originate and accumulate in the atmosphere, how increases in the
atmospheric CO2 concentration leads to climate change, how climate
change in turn leads to impacts, and how those impacts can be evaluated
in economic terms. We also want to know how emissions can be re-
duced, and at what cost. We could think about this in terms of a projec-
tion of climate damages over the coming century under “business as
usual,” in which nothing is done to reduce emissions, and under alter-
native emission reduction policies. The steps would be as follows:

1. GDPGrowth:GHG emissions are generated by economic activity. If
all economic activity stopped—no production, no consumption—emis-
sions caused by humans would likewise stop. So the first step in project-
ing CO2 emissions is to project GDP growth over the coming century.
Not easy! Projecting GDP growth for different countries or regions over
the next 5 years is hard enough. (For example, no one anticipated the
deep worldwide recession caused by the COVID-19 pandemic.) And
now think about projecting GDP growth over the next 50 years. Tough
job, and clearly subject to considerable uncertainty.
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2. CO2 Emissions: Marching ahead, let’s assume we have a reasonable
projection of GDP growth (by region) through the end of the century.
We would use this information to make projections of future CO2 emis-
sions under “business as usual,” that is, no emission reduction policy, or
under one or more abatement scenarios. To do this, wemight relate CO2

emissions to GDP and then use our projections of future GDP. But this is
problematic, in part because the relationship between CO2 emissions
and GDP has been changing, and is likely to continue to change in ways
that are not entirely predictable. (The impact of the COVID-19 pandemic
is an example of how the relationship between CO2 emissions and GDP
can change suddenly and unpredictably.) Note that CO2 emissions are
measured in billions of metric tons, called gigatons (Gt) for short.

3. Atmospheric CO2 Concentration: Suppose we have projections of
CO2 emissions through the end of the century. We could use those pro-
jections to project future atmospheric CO2 concentrations, accounting
for past and current emissions as well as future emissions. The key fact
is that 1 Gt of CO2 emitted into the atmosphere increases the CO2 con-
centration by 0.128 parts per million (ppm).6 There is some uncertainty
here, because the CO2 dissipation rate—in the range of 0.0025–0.0050
per year on average—depends in part on the total concentrations of
CO2 in the atmosphere and in the oceans. But relative to other uncertain-
ties, translating emissions to concentrations can be done with reason-
able accuracy.

4. Temperature Change:Nowwe come to the hard part.Wewould like
to make projections of the average global mean temperature change
likely to result from higher CO2 concentrations. That means we need a
number for climate sensitivity—the increase in the global mean tempera-
ture that would eventually result from a doubling of the atmospheric
CO2 concentration. OK, sowhat’s that number?Unfortunately, we don’t
know the true value of climate sensitivity. The “most likely” range (ac-
cording to the IPCC) is from 1.57C to 4.57C, and if we include what the
IPCC considers “less likely” but possible values, the range would run
from 1.07C to 6.07C. Even 1.57C–4.57C is a huge range, and it implies a
huge range for temperature change. On top of that uncertainty, what
is the time lag between an increase in the CO2 concentration and its im-
pact on temperature? Something like 10–40 years, but again, that is a
wide range.

5. Impact of Climate Change: But let’s march ahead and assume we
knowhowmuch the temperaturewill increase during the comingdecades
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(and how much sea levels will rise, etc.) and try to project the economic
impact of such changes in terms of lost GDP and consumption. Now we
are in truly uncharted territory. Most IAMs make such projections by
including a “damage function” that relates temperature change to lost
GDP, but those damage functions are not based on any economic (or other)
theory or much in the way of empirical evidence. They are essentially ar-
bitrary functions,madeup todescribe howGDPgoesdownwhen temper-
ature goes up. Tomakemattersworse, “economic impact” should include
indirect impacts, such as the social, political, and health impacts of climate
change, which might somehow be monetized and added to lost GDP.
Here, too, we are in the dark. Basically, we know very little about what
the truedamage function looks like. The bottom line: projecting the impact
of climate change is the most speculative part of the analysis.

6. Abatement Costs: To evaluate a candidate climate policy, we must
compare the benefits of the policy to its costs. What are the benefits?
A reduction in climate-induced damages; for example, a reduction in
the loss of GDP that would otherwise result from climate change. But
as I just said, projecting the impact of climate change is highly specu-
lative. And what about the costs of a candidate climate policy, that is,
the costs of abating GHG emissions by various amounts, both now and
throughout the future. A small amount of abatement (say, reducing CO2

emissions by 5% or 10%) is fairly easy, but a large amount (say, cutting
emissions in half) is likely to be quite costly. But how costly? We’re not
sure, in part because we have had no experience cutting emissions by half
or more. Also, we expect that abatement costs will fall over the coming
decades, but by how much? Answering that question requires projec-
tions of technological change that might reduce future abatement costs,
and technological change is hard to predict. Once again, we face consid-
erable uncertainty.

7. Valuing Current and Future Losses of GDP: Finally, let’s assume
that we could somehow determine the annual economic losses (mea-
sured in terms of lost GDP) resulting from any particular increase in
temperature. Let’s also assume that we know the increases in tempera-
ture that would result from “business as usual” and under some abate-
ment policy. And suppose we also know the annual cost (again in terms
of lost GDP) of that abatement policy. Howwould we compare the ben-
efits from the policy to its costs? We would need to know the discount
rate that would let us compare current losses of GDP (from the cost of
abating emissions) with the future gains in GDP from the reduction in
damages resulting from the abatement policy.7 The discount rate (in this
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case the social rate of time preference, because it measures how society
values a loss of GDP and hence consumption in the future versus today)
is critical: a low discount rate (say around 1%) makes it easier to justify
an immediate stringent abatement policy; a high rate (say around 5%)
does the opposite. So what is the “correct” discount rate? There is no
clear number on which economists agree. The US government’s Inter-
agency Working Group used three discount rates to estimate the SCC,
2.5%, 3.0%, and 5.0%, although Stern (2015) argues that the “correct”
discount rate is about 1.1%. The problem is that 1.1% and 5% will give
wildly different estimates of the SCC.

To summarize, there are aspects of climate change—CO2 emissions
and concentrations—wherewe have a reasonable amount of knowledge
and can make reasonable projections. Yes, there is uncertainty, especially
when projecting out 50 or more years. But at least we can pinpoint the
nature of the uncertainty, and to some extent bound it. And then there
are aspects of climate change—changes in temperature, andmost notably,
the economic impact of those changes—where we know very little. I turn
now to amore detailed discussion ofwhatwe know and don’t know,why
we don’t know certain things, and the extent of the uncertainty.

III. What We Know (or Sort of Know)

We understand fairly well some parts of the climate change process.
There is uncertainty over the specific numbers, but at least we can esti-
mate those numbers and come up with reasonable bounds.

A. What Drives CO2 Emissions?

How much carbon will be burned over the coming decades, and how
much CO2 will be emitted? Putting aside efforts at emissions abatement
for now, the answer depends in part on economic activity. As economic
activity grows, CO2 emissions will grow as well. But the answer also de-
pends on the relationship between GDP and CO2 emissions, and that re-
lationship is neither simple nor fixed. Over the past 50 years or so, the
amount of CO2 emitted per dollar of GDP has declined steadily—in
the United States, in Europe, in China, in almost all countries. This ratio,
CO2 emitted per dollar of GDP, is called carbon intensity.
Carbon intensity has been declining for several reasons: (a) The com-

position of GDP has been changing. Compared with 50 years ago, ser-
vices have become more important than manufacturing, and services
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use less energy and therefore emit less CO2 than manufacturing. (b) Tech-
nological improvements in the way we produce and utilize goods and
services have resulted in the use of less energy, and thus lower emissions
of CO2. For example, cars, trucks, and buses are muchmore fuel efficient
than they were 50 years ago, as are home and commercial heating and
cooling systems. (c) Energy itself is becoming “greener.” Energy gener-
ation from renewables (especially wind and solar) has been growing,
and the share of energy coming from fossil fuels, especially coal, has been
falling.
Carbon intensity and its components can be measured and under-

stood as follows:

1. Energy Intensity: The amount of energy consumed per dollar of GDP.
Wemeasure energy consumption in quadrillions of BTUs (1015 BTUs, de-
noted as quads), and GDP in billions of US dollars.8 So the unit of mea-
surement for energy intensity is quad BTUs/$ billion.

2. Energy Efficiency: Sometimes referred to instead as CO2 efficiency,
this is the amount of CO2 emitted from the consumption of 1 quad of en-
ergy. If, for example, the energy is generated fromwind or solar, little or
no CO2 will be emitted, but a large amount is emitted if the energy is
from coal. For energy efficiency, we measure CO2 emissions in mega-
tons (Mt, millions of metric tons), so the unit of measurement is Mt of
CO2/quad BTUs.

3. Carbon Intensity: The amount of CO2 emitted per $ billion of GDP.
Carbon intensity is simply the product of energy intensity and energy
efficiency:

Carbon Intensity = Mt CO2=$ billion
= (quads=$ billion) � (Mt CO2=quad)

Decomposing carbon intensity into its two components is useful be-
cause the drivers of energy intensity and energy efficiency can be quite
different.
What does this decomposition of carbon intensity tell us? It says that if

we want to predict CO2 emissions over the coming decades (with or
without some abatement policy), we would have to (1) predict GDP
growth, (2) predict changes in energy intensity, and (3) predict changes
in energy efficiency. And we’d have to do this for every major country,
or at least different regions of the world, because GDP growth, energy
intensity, and energy efficiency are likely to evolve very differently in
different countries and regions.
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What has happened to carbon intensity and its components over the
past 40 or 50 years, and what is likely to happen in the future? Briefly:

1. Energy Intensity: Figure 1 shows the evolution of energy intensity
since 1980 for the world, and for the United States, Europe, India, and
China. For the United States and Europe, energy intensity has declined
steadily, largely due to gradual changes in the composition of GDP and
the ways in which GDP is produced and consumed. Compared with
1980, services are now a larger share of GDP, and the production of
services uses less energy than the production of manufactured goods.
In addition, we now use less energy to produce and utilize goods and
services; cars and trucks have becomemore fuel efficient, as have house-
hold appliances and home and commercial heating and cooling sys-
tems. In China, energy intensity has declined sharply, in part because
the Chinese GDPwas so low in 1980. But there has been little or no decline

Fig. 1. Energy intensity for the world, and for the United States, European Union (EU),
India, and China. Energy intensity is measured in quad (1015) British thermal units (BTUs)
per billion 2010 US dollars of gross domestic product (GDP). Sources:World Bank, US En-
ergy Information Agency.
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in energy intensity in India and other large developing countries. For the
world as awhole, reductions in energy intensity have been quite limited; a
decline from 0.011 in 1980 to about 0.0075 quads/$ billion today.

2. Energy Efficiency:Even if energy intensity remains constant, wewould
see a reduction in carbon intensity if we could achieve a significant im-
provement in energy efficiency. Figure 2 shows the evolution of energy
efficiency since 1980 for the world, and for the United States, Europe,
India, and China. Both Europe and (to a lesser extent) the United States
have had improvements in energy efficiency, in part because energy pro-
duction is becoming “greener.” Energy generation from renewables has
been growing, and the share of energy coming from fossil fuels, especially
coal, has been falling. But alas, energy efficiency inChina and India is now
about where it was in 1980—around 70 Mt CO2/quad BTU in China and
around 80 Mt CO2/quad BTU in India—and well above the levels in the

Fig. 2. Energy efficiency for the world, and for the United States, European Union (EU),
India, and China. Energy efficiency is measured in megaton (Mt) of CO2 emissions per
quad British thermal unit (BTU) of energy consumed, so a reduction in energy efficiency
implies an improvement, that is, a reduction in the amount of CO2 generated from the
use of energy. Source: US Energy Information Agency.
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United States andEurope. Energy efficiency has followed a similar pattern
in other large developing countries. The net result: on a worldwide basis,
energy efficiency has remained roughly constant (at about 60 Mt CO2/
quad BTU).

3. Carbon Intensity: What matters in the end is the product of energy
intensity and energy efficiency, namely carbon intensity. It has followed
a path that is very similar to energy intensity, because energy efficiency
hasn’t changedmuch. As illustrated in figure 3, for the world as a whole
there has been a gradual decline in carbon intensity from about 0.69 Mt
CO2/$ billion in 1980 to 0.50Mt CO2/$ billion in 2000, but after 2000 just
a minimal decline, to about 0.46 Mt CO2/$ billion in 2018.

What does a decline in worldwide carbon intensity from 0.69 Mt
CO2/$ billion in 1980 to about 0.46 Mt CO2/$ billion in 2018 imply for

Fig. 3. Carbon intensity for the world, and for the United States, European Union (EU),
India, and China. Carbon intensity is the product of energy intensity and energy efficiency,
and is measured in megaton (Mt) of CO2 emissions per billion 2010 US dollars of gross do-
mestic product (GDP).
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worldwide CO2 emissions? If world GDP had remained constant over
that time period, CO2 emissions would have declined by about a third.
But (fortunately) worldGDP has grown substantially. Measured in 2010
constant US dollars, it nearly tripled, going from about $28 trillion in
1980 to about $80 trillion in 2018. And that’s why global CO2 emissions
have increased so much.9

What does this tell us about future CO2 emissions? On one level it
paints a rather grim picture. Worldwide, carbon intensity has been de-
clining very slowly, only by about 1% per year, but world GDP has been
growing at an average rate of about 3% per year. So there are only two
ways that CO2 emissions can decline in the future: (1) a decline in world
GDP or (2) a decline in worldwide carbon intensity. A decline in world
GDP is not a happy thought, and we certainly wouldn’t want to engi-
neer a global recession as a means of reducing CO2 emissions. So that
leaves us with the second option—a decline in carbon intensity. Do we
have any good reasons to expect this to occur? Both energy intensity
and energy efficiency can both be affected by government policy. The
adoption of strong CO2 abatement policies seems quite likely in Europe,
but less so in the United States, and much less so in key countries such as
China, India, Indonesia, andRussia. And the free-riding problem reduces
the political feasibility of strong abatement policies in many countries.
Where does this leave us with regard to future CO2 emissions? If we

could predict the growth of GDP around the world and predict the
changes in energy intensity and energy efficiency, and thus the changes
in carbon intensity, we could come upwith at least a rough prediction of
future CO2 emissions. And we would want to make that rough predic-
tion under “business as usual” and under one or more CO2 abatement
policies. Yes, lots of uncertainty, but relatively manageable.

B. What Drives the Atmospheric CO2 Concentration?

Remember that CO2 emissions do not directly cause increases in temper-
ature. Instead, warming is caused by increases in the atmospheric CO2

concentration. Of course increases in the CO2 concentration are the re-
sult of CO2 emissions, so if we want to make predictions about increases
in temperature, we need to determine how any particular path for emis-
sions affects the future path of the CO2 concentration.
Isn’t the current atmospheric CO2 concentration just the sum of past

emissions, minus any dissipation? Roughly, but not precisely. The prob-
lem is that some atmospheric CO2 is absorbed by the oceans, and some
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of the CO2 in the oceans can reenter the atmosphere. How much goes
each way? That depends on a variety of factors, including the amounts
of CO2 both in the atmosphere and in the oceans, and the ocean temper-
ature. So even if we had precise projections of CO2 emissions over the
next several decades, our projection of the atmospheric CO2 concentra-
tion would be subject to some uncertainty. Nonetheless, compared with
some of the other uncertainties we face, this one is not too bad. Given a
predicted path for CO2 emissions, we can predict the atmospheric CO2

concentration reasonably well, using the fact that 1 Gt of CO2 emissions
adds 0.128 ppm to the atmospheric CO2 concentration. Adding up past
CO2 emissions and subtracting dissipation:

Mt = (1 - d)Mt-1 + Et, (1)

where Et is emissions in year t,Mt is the concentration, and d is the dissi-
pation rate. And what is the correct value for the dissipation rate? Esti-
mates generally range from 0.0025 to 0.0050 per year. Fitting equation (1)
to data on CO2 emissions and the CO2 concentration yields an estimate of
d = :0035 per year.10 So once again, although there is some uncertainty,
it is relatively manageable.

IV. What We Don’t Know

Nowwe come to the hard part.Wewould like tomake projections of the
average global temperature changes likely to result from higher CO2

concentrations. And then given projections of how much the tempera-
ture will increase during the coming decades (and howmuch sea levels
will rise, etc.), whatmatters is the impact of those changes. If we had rea-
son to believe that higher temperatures and higher sea levels will cause
little damage, it would be hard to argue that we should devote resources
today on preventative measures. On the other hand, if the likely damages
are extreme, then we certainly should act quickly to reduce emissions
and prevent climate change. Thus it is important to determine the likely
economic impact of warming, rising sea levels, and othermeasures of cli-
mate change in terms of lost GDP and consumption. Unfortunately, when
it comes to the impact of climate change we are very limited in what we
know, and thus for the most part we can only speculate.
Why is it so difficult to pinpoint climate sensitivity, or at least narrow

the range of estimates?Why can’t we predict the likely impact of climate
change on the economy? I turn now to these questions.
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A. Climate Sensitivity

Recall that climate sensitivity is defined as the temperature increase that
would eventually result from a doubling of the atmospheric CO2 con-
centration. The word “eventually” means after the world’s climate sys-
tem reaches a new equilibrium. It would take a very long time, however,
for the climate system to completely reach a new equilibrium, around
300 years or more. However, the climate system will get quite close to
equilibrium in a few decades. How many decades depends in part on
the size of the increase in the CO2 concentration—the larger the increase,
the longer is the time lag—and even for a given increase, there is some
uncertainty over the time lag. But generally 10–40 years is a reasonable
range, and 20 years is a commonly used number.11

I said that there is a great deal of uncertainty over the true value of cli-
mate sensitivity. Three questions come up. First, just how much uncer-
tainty is there? Second, has research in climate science during the past
few decades resulted in more precise estimates of climate sensitivity?
In other words, has the uncertainty been reduced, and if so, by how
much? And third, why is there so much uncertainty over climate sensi-
tivity? I address each of these questions in turn.

How Much Uncertainty Is There?

Over the past 2 decades, there have been a large number of studies by
climate scientists on the magnitude of climate sensitivity. Virtually all
of those studies conclude by providing a range of estimates, often in the
form of a probability distribution. From the probability distribution we
can determine the probability that the true value of climate sensitivity is
above or below any particular value, or within any interval; for example,
above 4.07C, or between 2.07C and 3.07C. Thus each study gives us an es-
timate of the nature and extent of uncertainty, according to that study. But
there is considerable dispersion across studies, and that dispersion gives
us further information regarding the extent of the uncertainty.
To explore this dispersion, I used information from the roughly 130 stud-

ies of equilibrium climate sensitivity assembled byKnutti, Rugenstein, and
Hegerl (2017).Most of these studies provide a “best” (most likely) estimate
of climate sensitivity, as well as a range of “likely” (i.e., probability greater
than 66%) values. AlthoughKnutti et al. (2017) surveyed a few earlier stud-
ies, I included only those from 1970 through 2017. I also located and added
nine additional studies published in 2017 and 2018.12
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For each study, I used both the low end of the range of likely values
(which I refer to as “minimum estimates”) and the high end (“maximum
estimates”), as well as the “best” (most likely) estimate. To see how
views about climate sensitivitymight have changed over time, I divided
the studies into two groups based on year of publication: pre-2010 and
2010 onward. Figure 4 shows a histogram with the “best” estimates
from these studies.
From the figure, note that the bulk of the studies (115 of the 131) have

“best estimates” between 1.57C and 4.57C, which is the “most likely”
range according to the IPCC. But this is still a wide range, and 16 studies
have “best estimates” outside this range (as low as 0.57C and as high as
87C). We can also get a sense of how views about climate sensitivity
changed by comparing the pre-2010 studies with those published from
2010 onward. Both the mean and standard deviation are somewhat
higher for the more recent studies: 2.77 and 1.03, respectively for the
pre-2010 studies, and 2.87 and 1.11, respectively, for the later studies.

Fig. 4. Histogram of best estimates of climate sensitivity from 131 studies, of which 47
were published prior to 2010 and 84 from 2010 onward. The studies are from Knutti et al.
(2017), supplemented by nine additional studies published in 2017 and 2018, and listed in
footnote 12.
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Figure 5 shows histograms for the low end of the range of likely val-
ues reported by these studies (“minimum estimates”) and the high end
(“maximum estimates”). The bulk of the “minimum estimates” are in
the range of 0.57C–4.07C, with only three estimates above this range.
The bulk of the “maximum estimates” are in the range of 3.07C–7.07C,
but there are 13 estimates above this range, with seven estimates at
107C–157C.
Figure 5 tells us that there is a huge amount of uncertainty over cli-

mate sensitivity. If we ignore the outliers and simply consider the bulk
of the “minimum” and “maximum” estimates, we get a range of 0.57C–
7.07C. Remember that this is a range of “likely” (i.e., probability greater
than 66%) values, and excludes more extreme values that are unlikely
but still possible.
Climate scientists have conducted numerous studies that try to esti-

mate climate sensitivity. The individual studies show large ranges of
“likely” values, and that range becomes much greater once we account
for the dispersion across the different studies. The bottom line: We are
quite certain that climate sensitivity is a positive number, but at this
point we simply don’t know its actual value. And that’s unfortunate, be-
cause climate sensitivity is a critical determinant of the temperature in-
creases we can expect over the coming decades.

Has the Uncertainty Been Reduced?

Climate scientists have been busy, publishing hundreds of papers that
directly or indirectly relate to climate sensitivity. There is little question
that our understanding of the physical mechanisms that underlie cli-
mate sensitivity has improved considerably over the past couple of de-
cades. Doesn’t this mean that we are now better able to pinpoint the
magnitude of climate sensitivity, that is, that our uncertainty over its
true value has been reduced?
Unfortunately, the answer is no. In fact, if anything the extent of the

uncertainty has grown. This is suggested by the earlier (pre-2010) and
later (2010 onward) “best estimates” in the set of studies shown in fig-
ure 4; although the distributions are skewed right, the standard devia-
tion is higher for the more recent studies (1.13 vs. 1.03).
The increase in uncertainty has also been demonstrated in a paper by

Freeman, Wagner, and Zeckhauser (2015), who compared the survey of
climate sensitivity studies in the 2007 IPCC reportwith the updated survey
in the 2014 report. In the 2007 report, the IPCC surveyed 22 peer-reviewed
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published studies of climate sensitivity and estimated that the “most likely”
range is from 2.07C to 4.57C.13 But then in the 2014 report, that “most likely”
range widened, to 1.57C–4.57C. Furthermore, the implied standard devi-
ation increased. These results are in part good news, because the bottom
of the range became lower (1.57C instead of 2.07C). But there is also some
bad news, because the estimated uncertainty became greater.
This increase in uncertainty does notmean that climate scientists have

not been working diligently, or have otherwise done a bad job. Their
work has indeed given us a better understanding of the physical mech-
anisms through which increases in the atmospheric CO2 concentration
affect temperature. But a better understanding of those physical mech-
anisms need not mean reduced uncertainty over the magnitude of cli-
mate sensitivity. Instead it can simply provide clarity over why there
is so much uncertainty.

Why Is There So Much Uncertainty over Climate Sensitivity?

The basic problem is that the magnitude of climate sensitivity is deter-
mined by crucial feedback loops, and the parameter values that deter-
mine the strength (and even the sign) of those feedback loops are largely
unknown, and for the foreseeable future may even be unknowable. This
is not a shortcoming of climate science; on the contrary, climate scientists
have made enormous progress in understanding the physical mecha-
nisms involved in climate change. But part of that progress is a clearer
realization that there are limits (at least currently) to our ability to pin
down the strength of the key feedback loops.
The problem is easiest to understand in the context of the simple (but

widely cited) climatemodel of Roe and Baker (2007). It works as follows.
Let S0 represent climate sensitivity in the absence of any feedback effects
(i.e., without feedback effects, a doubling of the atmospheric CO2 con-
centration would cause an initial temperature increase of ΔT0 = S0 7C).
But as Roe and Baker explain, the initial temperature increase ΔT0 “in-
duces changes in the underlying processes . . .whichmodify the effective
forcing, which, in turn, modifies ΔT.” Thus the actual climate sensitivity
is given by

S =
S0

1 - f
,

where f (with 0 ≤ f ≤ 1) is the total feedback factor.14 So if f = 0:95,
then S = 20 � S0.
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Of course this is an extremely simplified model of the climate system.
A more complete and complex model would incorporate several feed-
back effects; here they are all being rolled into one. Nonetheless, this
simple model allows us to address the key problem: Climate sensitivity
is very sensitive to the magnitudes of the feedback effects, which in this
simplified model comes down to the value of f. But we don’t know the
value of f. Roe and Baker point out that if we knew the mean and stan-
dard deviation of f, denoted by �f and σf respectively, and if σf is small,
then the standard deviation of S would be proportional to σf=(1 - �f )2.
This implies that uncertainty over S is greatly magnified by uncertainty
over f, and becomes very large if f is close to 1.
For example, suppose our best estimate of f is 0.95, but we believe that

could be off by a factor of 0.03, that is, f could be as low as 0.92 or as high
as 0.98. In that case, S could be as low as (1=:08) � S0 = 12:5 � S0 or as
high as (1=:02) � S0 = 50 � S0. But 50 � S0 is four times as large as
12:5 � S0, so this seemingly small uncertainty over f creates a huge amount
of uncertainty over climate sensitivity.
To illustrate the problem further, Roe and Baker assume that f is nor-

mally distributed (with mean �f and standard deviation σf) and derive
the resulting distribution for S, climate sensitivity. Given their choice
of �f and σf, the resulting median and 95th percentile are close to the cor-
responding numbers that come from averaging across the standardized
distributions summarized by the IPCC.15

This Roe-Baker distribution has become well-known and widely used,
but it may well understate our uncertainty over climate sensitivity. The
reason is that we don’t know whether the feedback factor f is in fact nor-
mally distributed (and even if it is, we don’t know its true mean and stan-
dard deviation). Roe and Baker simply assumed a normal distribution. In
fact, in an accompanying article in the journal Science, Allen and Frame
(2007) argued that climate sensitivity is in the realm of the “unknowable,”
and that the uncertainty will remain for decades to come.

B. The Impact of Climate Change

When assessing climate sensitivity, we at least have scientific results to
rely on, andwe can argue coherently about the probability distributions
that are most consistent with those results. When it comes to predicting
the impact of climate change, however, we have much less to go on, and
the uncertainty is far greater. In fact, we know very little about the impact
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that higher temperatures and rising sea levels would have on the econ-
omy and on society more generally.
Why is it so difficult to estimate how climate change will affect the

economy? One problem is that we have very few data on which to base
empirical work. True, we do have data on temperatures in different lo-
cations and in different periods of time, andwe can try to relate changes
in temperature to changes in GDP and other measures of economic out-
put. In fact there have been some empirical studies that made use of
weather data for a large panel of countries over 50 or more years.16 And
there have been many more studies that explore how changes in temper-
ature and rainfall affect agricultural output.17

But all of these studies suffer from a fundamental problem: they relate
changes in weather to changes in GDP or agricultural output, and
weather is not the same as climate. The weather in any location (temper-
ature, rainfall, humidity, etc.) changes fromweek to week and month to
month, but the climate—which determines the average temperature and
rainfall that we can expect in any particular week or month—changes
very slowly (if at all). An unexpectedly hot summer might indeed reduce
that year’s wheat or corn harvest, but the impact of a gradual change in
climate (in which average expected temperatures rise) might have a very
different (and probably lower) impact because farmerswill shift what and
where they plant. Finally, the observed changes in temperature used in
these studies are relatively small—not the 47C or more of warming that
many people worry about.
A second problem is that there is little or nothing in the way of eco-

nomic theory to help us understand the potential impact of higher tem-
peratures.We have some sense of how higher temperatures might affect
agriculture, and indeed, most of the empirical work that has been done
is focused on agriculture. But we also know that losses of agricultural
output in some regions of the world (e.g., near the equator) might be off-
set by increased output in other regions (e.g., northern Canada and Rus-
sia). Furthermore, agriculture is a small fraction of total economic out-
put: 1%–2% of GDP for industrialized countries and 3%–20% of GDP
for developing countries. Beyond agriculture, it is difficult to explain,
even at a heuristic level, how higher temperatures will affect economic
activity.
A third problem is that climate change will occur slowly, which al-

lows for adaptation. This is not to say that adaptation will eliminate
the impact of climate change—it will only reduce the impact. Butwe don’t
know by how much it will reduce the impact. As a result, adaptation is
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another complicating factor thatmakes it very difficult to estimate the ex-
tent of the losses we should expect.
It may be that the relationship between temperature and the economy

is not just something we don’t know, but something that we cannot
know, at least for the time horizon relevant to the design and evaluation
of climate policy. As discussed earlier, some researchers have come to
the conclusion that climate sensitivity is in this category of the “unknow-
able,” and it may be that the impact of climate change is in that same cat-
egory. On the other hand, wemay start learningmore about the impact of
climate change, perhaps not in the next few years, but in the next few de-
cades. With more time, and most important with more data related to
higher temperatures, it is likely that we will be better able to estimate im-
pacts. For now, however, we need to recognize that our ability to predict
the impact of climate change is extremely limited.

C. A Catastrophic Outcome

It may turn out that over the coming decades climate change and its im-
pact will be mild to moderate. Given all of the uncertainties, this might
happen even if little is done to reduce GHG emissions. And if we were
certain that this will be case, it would imply that we can relax and stop
worrying about climate change.
But we are not certain that the outcomewill be so favorable. There is a

possibility of an extremely unfavorable outcome, one that we could call
catastrophic. Such an outcome would entail a major decline in human
welfare fromwhatever climate change occurs. The IAMs that have been
used to make projections have little or nothing to tell us about such out-
comes. This is not surprising; the damage functions in these models,
which are ad hoc, are calibrated to give small damages for small temper-
ature increases and cannot tell us verymuch about the kinds of damages
we should expect for temperature increases of 57C or more. And that’s
unfortunate, because it is the possibility of a catastrophic outcome that
really drives the SCC and matters for climate policy.
For climate scientists, a “catastrophic outcome” usually means a high

temperature outcome. How high? There is no fixed rule here. Almost all
would agree that a 57C or 67C increase by 2100 would be in the realm of
the catastrophic, and might result if the climate system reaches a “tip-
ping point” as the CO2 concentration keeps increasing. Putting aside
the difficulty of estimating the probability of that outcome,whatmatters
in the end is not the temperature increase itself but rather its impact.
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Would that impact be “catastrophic,” and might a smaller (and more
likely) temperature increase, perhaps 37C or 47C, be sufficient to have
a catastrophic impact? Again, opinions vary. Some have argued that even
a 27C temperature increase would be catastrophic. For example, Carbon-
Brief, an interactive collection of 70 peer-reviewed climate studies that
show how different temperatures are projected to affect the world, sug-
gests that 27C of warming could reduce global GDP by 13%. (The website
is https://www.carbonbrief.org.)
Why does the possibility of a catastrophic outcome matter so much

for climate policy? Because even if it has a low probability of occurring,
the possibility of a severe loss of GDP (broadly interpreted) can justify a
large carbon tax (or equivalent emission abatement policy).Amild tomod-
erate outcome, on the other hand, is something to which society can re-
spond, in part through adaptation, at a relatively low cost. Thismeans that
to a large extent climate policy has to be based on the (small) likelihood of
an extreme outcome.
So how likely is a catastrophic outcome, and how catastrophic might

it turn out to be? How high can the atmospheric CO2 concentration be
before the climate system reaches a “tipping point,” and temperatures
rise rapidly? We don’t know. We don’t know where a “tipping point,”
if there is one, might lie, and what the impact of a large temperature in-
crease might be. Furthermore, is difficult to see how answers to these
questions will become clear in the next few years, despite all of the on-
going research on climate change.Wemay knowmuchmore in the next
20 years, but in the short term, the likelihood and impact of a catastrophic
outcome may simply be in the realm of the “unknowable.”

V. The Policy Implications of Uncertainty

The uncertainties discussed above make the design and analysis of cli-
mate policy very different from most other problems in environmental
economics. Most environmental problems are amenable to standard cost-
benefit analysis. Determining the limits to be placed on sulfur dioxide
emissions from coal-burningpower plants is a good example. These emis-
sions canharm the health of people livingdownwind, and they also cause
acidification of lakes and rivers, harmingfish, andotherwildlife.Wewould
like to limit these emissions, but doing so is costly because it would raise
the price of the electricity produced by the power plant. On the other
hand, the benefit of reducing emissions is a reduction in the health prob-
lems that they cause, as well as less damage to lakes and rivers.
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So how should we decide the extent to which power plant emissions
should be reduced? The standard way that economists approach the
problem is to compare the cost of any particular emission reduction to
the resulting benefit and consider reducing emissions further if the cost
is less than the benefit. Of course there will be uncertainties over the
costs and benefits of any candidate policy, but the characteristics and ex-
tent of those uncertainties will usually be well understood and compa-
rable in nature to the uncertainties involved in other public and private
policy or investment decisions. Economists might argue about the de-
tails of the analysis, but at a basic level, we’re in well-charted territory
and we think we know what we’re doing. If we come to the conclusion
that a policy to reduce sulfur dioxide emissions by some amount is war-
ranted, that conclusion will be seen—at least by most economists—as
defensible and reasonable.
But this is not the case with climate change. Climate policy is contro-

versial in part because the uncertainties are so large and thus complicate
the policy arguments. There is considerable disagreement among both
climate scientists and economists over the likelihood of alternative cli-
mate outcomes, especially catastrophic outcomes. There is also disagree-
ment over the framework that should be used to evaluate the potential
benefits from an abatement policy, including the discount rate to be used
to put future benefits in present value terms. These disagreements make
climate policy much less amenable to standard cost-benefit analysis.
So what should we do? Is there a way to properly account for this un-

certainty in our models of climate change? How should we handle the
possibility of a catastrophic outcome?And how canwe account for the in-
surance value of early action, and the conflicting irreversibilities inherent
in climate policy? I don’t pretend to provide complete answers to all of
these questions, but in what follows I lay out some ways to think about
the problem.

A. The Value of Climate Insurance

Uncertainty over climate change creates insurance value in two ways,
and it is important to keep them clear:

1. First, it occurs through the “damage function,” that is, the loss of GDP
resulting from any particular temperature increase. Although the impact
of any increase in temperature is highly uncertain, it is very likely that
the damage function is a convex function of temperature, that is, it be-
comes increasingly steep as the temperature change becomes larger. Put
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another way, going from 37C of warming to 47C is likely to cause a much
larger reduction in GDP than going from 17C to 27C. As the temperature
increase becomes larger, adaptation becomes more difficult, so the dam-
age from an additional 17C of warming becomes larger.

2. The second way that uncertainty creates insurance value is through
social risk aversion. Risk aversion refers to a preference for a sure out-
come rather than a risky outcome, even if that risky outcome has the
same expected value as the sure outcome.We do not knowwhat the “cor-
rect” social welfare function is, but we expect it to exhibit at least some
risk aversion. This means that society as a whole would pay to avoid
the risk of a very bad climate outcome.

The Damage (or Loss) Function

To understand how uncertainty, combined with a convex damage func-
tion, creates a value of insurance, we’ll use a very simple example. We
will consider a single point in the future, say the year 2050, and we will
ignore the issue of discounting future costs and benefits. For purposes of
this illustrative example, I will assume that the percentage loss of GDP
resulting from a temperature increase T is given by

L(T) = 1 -
1

(1 + :01T2)
: (2)

Equation (2) says that L(0) = 0, that is, with no temperature increase,
there would be no loss of GDP. It also says that L(2) = :04, that is, a 27C
temperature increase would result in a loss of 4% of GDP, L(4) = 14, that
is, a 47C temperature increasewould result in a loss of 14% of GDP, L(6) =
:26, that is, a 67C temperature increase would result in a 26% loss of GDP,
and so on. Note that each additional 27C increase in temperature results
in a larger and larger additional loss.
What does this tell us? First, suppose we know for certain that in 2050

the global mean temperature will have increased by 27C. And using
equation (2), suppose we know that this 27C temperature increase will
cause a 4% drop in GDP, compared with what GDP would be without
the higher temperature. Ignoring social risk aversion for now, what per-
centage of GDP should we be willing to sacrifice to avoid this tempera-
ture increase? Up to 4%. Hopefully, we could avoid the temperature in-
crease at a cost that is less than 4% of GDP (perhaps by developing and
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making use of new energy-saving technologies). But if we had to, we’d
be willing to sacrifice up to 4% of GDP.
Now, suppose there is uncertainty over the temperature increase. We

think that the temperature might not increase at all, or that it might in-
crease by 47C, with each outcome having a 50% probability. The expected
value of the temperature increase is (0:5)(0) + (0:5)(4) = 27C, that is, the
same as it was in the first case. But now there is uncertainty. How does
this change things?
How bad would a 47C temperature increase be in terms of its impact

on GDP?Would it reduce GDP by 8%, that is, twice the 4% dropwe said
would occur with a 27C temperature increase? No, we just saw that the
impact would be much larger; the damage caused by higher tempera-
tures will rise more than proportionally. Why? Because 47C of warming
ismore likely to cause substantial increases in sea levels (e.g., bymelting
the Antarctic ice sheets), substantial damage to crops, and so forth. We
don’t know what the impact would be, but using equation (2) we will
assume it causes a 14% drop in GDP. In this case, what percentage of
GDP should we be willing to sacrifice to avoid the possibility of a 47C
temperature increase?
To answer this, consider the expected size of the impact on GDP. It is

(0:5)(0) + (0:5)(14) = 7% of GDP. That says that we should be willing to
sacrifice up to 7% of GDP to avoid the 50% chance of a 47C temperature
increase. (Once again, hopefully we can avoid the temperature increase
at a cost that is less than 7% of GDP, but if we had to, we’d be willing to
sacrifice up to that amount.)
Let’s take this one more step. Suppose there is a 75% probability that

there will be no temperature increase, and just a 25% chance of an 87C
temperature increase. And suppose that an 87C temperature increase
would be close to catastrophic and, consistent with equation (2), result
in a 40% loss of GDP. The expected value of the temperature increase
is still 27C, but the expected impact of this temperature gamble is now
(0:75)(0) + (0:25)(40) = 10% of GDP. That says that we should be willing
to sacrifice up to 10% of GDP to avoid a 25% chance of an 87C temper-
ature increase.
These calculations are summarized in table 1. What’s going on here is

fairly simple: In terms of its impact on GDP, a 47C temperature increase
is more than twice as harmful as a 27C temperature increase. So even
though there is only a 50% chance of the 47C increase happening, we
would sacrifice a lot to avoid the risk. And an 87C temperature increase
is much more than four times as harmful as a 27C temperature increase.
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So wewould be willing to pay a lot to avoid a very bad outcome, even if
that outcome has only a small chance of occurring. For example, how
much would we be willing to pay for the first row of table 1 instead of
the third row, that is, for a certain temperature increase of 27C rather
than a 75% chance of no temperature increase and a 25% chance of an
87C increase? From the last column of the table, we would be willing
to give up 10% - 4% = 6% of GDP. Quite a lot!
This is the essence of insurance: we arewilling to pay, sometimes a lot,

to avoid a very bad outcome, even if that outcome is very unlikely. So
we insure our homes against major damage from fire, storms, or floods,
we buy medical insurance to cover the cost of a major hospitalization,
andwe buy life insurance even if we are healthy and expect to livemany
more years. This framework suggests that we should be willing to pay a
considerable amount for insurance against a very bad (even if unlikely)
climate outcome.

The Social Welfare Function

These simple calculations suggest that we should be willing to sacrifice
quite a bit of GDP (and hence quite a bit of consumption) to insure
against the risk of a very bad climate outcome. But we have understated
the value of insurance. We focused on the expected loss of GDP but im-
plicitly assumed that a 10% loss of GDP is exactly twice as bad as a 5%
loss. In fact, a 10% loss of GDPmight be more than twice as bad as a 5%
loss. The reason has to do with how people value more (or less) income
and consumption.
Suppose your annual disposable (after-tax) income is $60,000. Sup-

pose this income is increased to $70,000, so you now have an additional

Table 1
Possible Temperature Outcomes and Economic Impacts

Maximum
T Possible

Probability Max
T Occurs

Probability
of T = 0

% Loss of GDP
if Max T Occurs

Expected Loss
of GDP (%)

27C 1 0 4 4
47C .5 .5 14 7
87C .25 .75 40 10

Note: Impacts are based on the (hypothetical) loss function L(T) = 1 - ½1=(1 + :01T2)�, which
gives the percentage loss of GDP resulting from a temperature increase T. Note that in
each case the expected temperature change is 27C. GDP = gross domestic product; Max =
maximum.
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$10,000 to spend on things. That might make you very happy. But now
suppose your starting income is $160,000, and we add an extra $10,000,
for a total of $170,000. The extra $10,000 will still make you happy, but
probably not as much as it would if your starting income was only
$60,000. We call this a “declining marginal utility of income”; the value
(in terms of the satisfaction it provides) of an additional $10,000 of in-
come is lower the higher your starting income is.
This declining marginal utility of income corresponds to risk aver-

sion. You would probably refuse a lottery in which you had a 50-50
chance of winning $10,000 or losing $10,000. The reason is that (for most
people) the value of winning $10,000 is less than the lost value of losing
$10,000. How much would you have to be paid to agree to take part in
that lottery? Is it $2,000, or $3,000? The higher the amount you’d have to
be paid, the greater is your risk aversion.18 You can think of this amount
you’d have to be paid as an insurance premium.
How risk averse is society as a whole? That’s a complicated question

because society is made up of different people with different attitudes
toward risk. Financial market data tell us that investors in the aggregate
seem to have substantial risk aversion, but not everyone is an investor,
and averting climate change is not the same as investing in the stock
market.19

So what does this tell us about climate policy? If risk aversion for
society as a whole is substantial, that would push us further toward a
stringent emissions abatement policy. Apart from that, it shows us why
the uncertainties over climate change are so important, and in particular
why in this modeling framework society should be willing to sacrifice a
substantial amount of GDP to avoid the risk of an extremely bad climate
outcome. In effect, by reducing emissions nowwewould be buying insur-
ance. And the value of that insurance could be considerable.
You might be thinking “Well, this is nice. But exactly how large is

the value of climate insurance? To what extent does it push us toward
early action, and by how much more should we reduce CO2 emissions
if we want to properly account for the insurance value?” Sorry, but
I can’t provide those numbers. You may be disappointed with that
answer, but remember, we don’t knowmuch about the actual loss func-
tion (the loss function used to generate table 1 is completely hypothe-
tical), nor do we know the extent of social risk aversion. All we can
say at this point is that the value of insurance is likely to be substan-
tial, and will push policy toward earlier and more stringent emission
abatement.

What We Know and Don’t Know about Climate Change 31



B. The Effects of Irreversibilities

Environmental damage can sometimes be irreversible, which can lead
to a more “conservationist” policy than would be optimal otherwise.
If the value of environmental amenities to future generations is uncer-
tain, the benefit from protecting the environment today should include
an option value, which accounts for the possibility that future genera-
tions will deeply regret irreversible environmental damage. This option
value pushes the cost-benefit calculation toward protection.20

But environmental protection requires irreversible expenditures, that
is, imposes sunk costs on society. This could include sunk cost invest-
ments in abatement equipment and an ongoing flow of sunk costs for
alternative and perhaps more expensive production processes. If the fu-
ture value of the environment is uncertain, this would lead to policies
that are less “conservationist” than they would be otherwise. Why? Be-
cause future generations might find it less valuable than we currently
expect, in which case they will regret the irreversible expenditure that
we made on preservation.
Given that these two irreversibilities work in opposite directions,

which one is more important? We don’t know. Because CO2 can remain
in the atmosphere for centuries, and ecosystem destruction from climate
change can be permanent, there is clearly an argument for taking early
action. But the costs of reducing CO2 emissions are largely sunk, which
implies an argument for waiting.21 Which type of irreversibility will dom-
inate depends in part on the nature and extent of the uncertainties in-
volved, as we will see.
Before proceeding, it is important to be clear about the nature of

“learning” and its connection to climate change uncertainty. Over the
next 2 decades, it is likely that our understanding of climate change
and its impact will improve considerably. Although so far our uncer-
tainty over climate sensitivity has not decreased (and as discussed
above, has actually increased somewhat), more data combined with ad-
vances in climate science are likely to reduce the uncertainty. And more
data will likely improve our understanding and ability to predict climate
change impacts. But at the end of the 2 decades there will still be a good
deal of uncertainty as we look toward the next 2 decades. It’s a bit like
forecasting the price of oil. We don’t knowwhat the price will be 5 years
from now, but we will find out when the 5 years are up. Then what? As
we look out to the next 5 years, there will again be uncertainty. Nonethe-
less, the ongoing uncertainty creates option value, in this case pushing us
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away from investing in the development of new oil reserves or related
projects.22

Now let’s return to climate change policy. The implications of the two
conflicting irreversibilities described above can be understood with a
simple numerical example.

A Numerical Example

Suppose we must decide whether to spend money now to reduce CO2

emissions, and thenwewill decide again in the future, say 40 years from
now. We’ll assume that at each time there are only two choices: spend
nothing on abatement (A = 0) or spend 6% of GDP on abatement
(A = :06). If today we spend nothing (A1 = 0), there will be 10 units of
CO2 emissions that will accumulate in the atmosphere. So, denoting
emissions now by E1 and the atmospheric concentration byM1, we will
have E1 = M1 = 10. On the other hand, if we do spend 6% of GDP to
abate emissions (A1 = :06), emissions will be reduced by 80%, so that
E1 = M1 = 2. Finally, we will assume that CO2 emissions are partly irre-
versible: 50% of the today’s emissions will dissipate over the next 40 years,
so if we emit 10 units of CO2 today, only 5 units will remain.
To keep this simple, we will also assume that today’s emissions cause

no damage to the economy now; any damage will occur only in the fu-
ture. Also, right now we don’t know how much damage atmospheric
CO2 will cause in the future: there is a 50% chance that atmospheric
CO2 will cause no damage (the “good” outcome) and a 50% chance it
will cause significant damage (the “bad” outcome). Of course 40 years
from now there will still be uncertainty over climate change impacts an-
other 40 years out—therewill always be uncertainty about future events
and impacts. But for purposes of this very simple example, we will only
be concernedwith decisions nowand 40 years fromnow. The abatement
and outcome possibilities are summarized in table 2 and also illustrated
in figure 6.
Suppose there is no abatement now (A1 = 0), so 10 units of CO2 are

emitted. How much abatement would we want in the future? The an-
swer depends on the economic impact, which by then we will know.
If the impact is zero (the “good” outcome), then there is no reason to
abate, so we will have A2 = 0. (This outcome is not shown in the table.)
But if the “bad” outcome occurs (an 8% loss of GDP), we will want to
abate emissions, that is, set A2 = :06. As table 2 shows, with the “bad”
outcome and A2 = 0, the loss of GDP will be 31%, but with A2 = :06,
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the loss of GDPwill only be 17%.Abatementwill cost 6% ofGDP, butwe
will save (31 - 17) = 14 % of GDP, so the investment in abatement is
clearly warranted, and the 17% is shown in bold.
Why not setA1 = :06 at the outset, beforewe learnwhether the impact

will be “bad” or “good”? Because spending 6% of GDP on abatement is
an irreversible expenditure, which wewill regret if it turns out the impact
is “good.” But to seewhether the potential regret is large enough,we have
to see what happens if we do set A1 = :06 at the outset. As table 2 shows,
with A1 = :06, only 2 units of CO2 will be emitted, and of those 2 units,
only 1 will remain after 40 years. If we then learn that the impact is
“good,” there will be no reasons to abate, so we will set A2 = 0. But if
the impact is “bad,” it will be best to abate, so we will set A2 = :06.
Now let’s come back to the initial decision regarding A1. What is the

expected loss of GDP if we setA1 = 0? As shown in table 2, there is a 50%
chance that the impact will turn out to be “bad,” in which case we will
set A2 = :06 (which costs 6% of GDP) and lose 17% of GDP. So the ex-
pected loss if A1 = 0 is (0:5)(:17) + (0:5)(:06) = 11:5%. Also shown is

Table 2
Example Illustrating the Trade-off between Immediate Emissions Abatement versus
Waiting for Information about Impact of Warming

% GDP for
Abatement, A1 M1 = E1

% GDP for
Abatement, A2 M2 = (1 - d) M1 + E2

“Bad Outcome”
Loss of GDP

A1 = 0 10 A2 = 0 5 + 10 = 15 31%
A1 = 0 10 A2 = .06 5 + 2 = 7 17%

Expected Loss if A1 = 0: (.5)(.17) + (.5)(.06) = 11.5%

A1 = .06 2 A2 = 0 1 + 10 = 11 25%
A1 = .06 2 A2 = .06 1 + 2 = 3 8%

Expected Loss if A1 = .06: (.5)(.08) + (.5)(.06) = 7%

Note: There are two periods, “now” and, say, 40 years from now. A1 is expenditure on
abatement now, as percentage of GDP, and A2 is expenditure 40 years from now.We denote
emissions by E and the amount in the atmosphere byM. If A1 = 0, there will be 10 units of
emissions (E1), which will accumulate in the atmosphere (so M1 = 10), but half will dissi-
pate over the next 40 years (d = :5). If A1 = :06 (6% of GDP is spent on abatement), emis-
sions will be reduced by 80%, so that E1 = M1 = 2. Damages occur in 40 years, and depend
only on the CO2 in the atmosphere at that time,M2 = (1 - d)M1 + E2.With equal probability
the impact could be “good,” in which case there is no loss of GDP, or “bad,” in which case
the loss of GDP is 1 - ½1=(1 + :03M)�, and is shown in the last column. Whatever the value
of A1, if the impact turns out to be “bad,” it is best to abate, that is, set A2 = :06, so that the
loss of GDP is only 17% (and shown in bold). Also shown is the expected loss of GDP if
A1 = 0 (11.5%) and if A1 = :06 (7%). Because the difference (11:5 - 7 = 4:5) is less than
the 6% cost of abatement, it is better not to abate now, but instead wait and abate in the
future only if we learn the impact is “bad.” GDP = gross domestic product.
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the expected loss of GDP if A1 = :06, which turns out to be 7%. Because
the difference (11:5 - 7 = 4:5%) is less than the 6% cost of abatement, it is
better not to abate now but instead towait and abate in the future only if
we learn the impact is “bad.”
To summarize, we have assumed that CO2 emissions are only partly

irreversible, that is, 50% of today’s emissions will dissipate over the next
40 years. The cost of abatement (6% of GDP), however, is completely ir-
reversible; it is a sunk cost that can never be recovered. In this case, given
that the impact of CO2 is uncertain andwill only be known in the future,
it is better to wait, rather than spend 6% of GDP now on abatement. In
this case the abatement cost irreversibility outweighs the environmental
irreversibility.

Revising the Example

But now let’s change one of the key assumptions. This time we will as-
sume that there is no dissipation of CO2 once it enters the atmosphere.
This means setting d = 0 so that M2 = M1 + E2. The results are shown
in table 3 and also illustrated in figure 7.

Fig. 6. Trade-off between immediate emissions abatement versus waiting. This figure
provides another way of looking at the information in table 2.
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Fig. 7. Modified example of trade-off between immediate emissions abatement versus
waiting. This figure provides another way of looking at the information in table 3.

Table 3
Modified Example Illustrating the Trade-off between Immediate Emissions Abatement
versus Waiting for Information

% GDP for
Abatement, A1 M1 = E1

% GDP
for Abatement, A2 M2 = (1 - d)M1 + E2

“Bad Outcome”
Loss of GDP

A1 = 0 10 A2 = 0 10 + 10 = 20 37.5%
A1 = 0 10 A2 = .06 10 + 2 = 12 26.5%

Expected Loss if A1 = 0: (.5)(.265) + (.5)(.06) = 16%

A1 = .06 2 A2 = 0 2 + 10 = 12 26.5%
A1 = .06 2 A2 = .06 2 + 2 = 4 11%

Expected Loss if A1 = .06: (.5)(.11) + (.5)(.06) = 8.5%

Note: Everything here is the same as in table 2, except the dissipation rate, d, is 0. Whatever
the value of A1, if in the future the impact turns out to be “bad,” it is best to abate, that is,
setA2 = :06, yielding theGDP loss shown in bold. Also shown is the expected loss of GDP if
A1 = 0 (16%) and ifA1 = :06 (8.5%).Now the difference (16 - 8:5 = 7:5 %) is greater than the
6% cost of abatement, so it is optimal to abate immediately. Because emissions are now
completely irreversible, we are pushed toward early action. The sunk (irreversible) cost
of abatement remains, pushing us towardwaiting, but now the environmental irreversibil-
ity dominates. GDP = gross domestic product.



Because we have now assumed that any CO2 emitted into the atmo-
sphere stays there forever, the loss of GDPunder the “bad” outcomewill
be greater, whatever the abatement policy happens to be. (Compare the
last column of table 3 with the last column of table 2.) As in the previous
example,whatever the value ofA1, if in the future the impact turns out to
be “bad,” it is best to abate, that is, set A2 = :06.
What is the optimal abatement policy today? As before, we find out

by calculating the expected loss of GDP if we setA1 = 0, and the expected
loss if we set A1 = :06. If A1 = 0 the expected loss of GDP is 16%, and if
A1 = :06 the expected loss is 8.5%. Now the difference (16 - 8:5 = 7:5 %)
is greater than the 6% cost of abatement, so it is optimal to abate immedi-
ately. Theuncertainty is the sameas before, but because emissions are now
completely irreversible (there is no dissipation), we are pushed toward
early action. The sunk (irreversible) cost of abatement remains, pushing
us toward waiting, but now the effect of the environmental irreversibility
dominates.
To further illustrate, these effects of irreversibility, let’s make another

modification to the numbers in table 3. As in the table, we will assume
that there is no dissipation, that is, whatever CO2 is emitted in the begin-
ning will remain in the atmosphere over the 40 years. However, we will
make one simple change: we now assume that positive abatement re-
quires an expenditure of 8% of GDP rather than 6%. In other words,
in table 3 and figure 7, replace A1 = :06 with A1 = :08 and A2 = :06 with
A2 = :08. Now we can once again calculate the expected loss if A1 = 0
and the expected loss if A1 = :08. Doing so, we will find that the expected
loss is 17% ifA1 = 0 and 9% ifA1 = :08. The difference, 17 - 9 = 8%, is just
equal to the 8% cost of abatement. In this case the effects of the two irre-
versibilities just balance out, so we would be indifferent between abat-
ing now and not abating now.

Emissions Abatement: Hold Back or Accelerate?

These numerical exampleswere simply designed to illustrate the oppos-
ing effects of the two irreversibilities that are an inherent aspect of cli-
mate policy. But now youmight be thinking that the examples are inter-
esting, but what do they tell us about the real world?Which of these two
irreversibilities is more important when it comes to actual climate pol-
icy? Should we hold back on emissions abatement because of the sunk
cost, or should we accelerate abatement because of the irreversible envi-
ronmental damage caused by emissions? And by howmuch should we
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hold back or accelerate? Sorry, but I can’t answer these questions. Why
not? Because we simply don’t know enough about the climate system
and about the impact of varying amounts of climate change.
In the numerical examples I assumed that CO2 emissions could be re-

duced by 80% at a cost of 6% (or 8%) of GDP. Butwe don’t actually know
how much it would cost (in terms of a percentage of GDP) to reduce
emissions by 80%.What we do know is that the cost would be sunk, that
is, irreversible, which would lead us to hold back, and the greater the
cost the more wewould want to hold back. And although we know that
CO2 can remain in the atmosphere for centuries, we don’t know what
effect it would have on temperature, or what the impact of a higher tem-
perature would be on GDP and other measures of social welfare. (I sim-
ply assumed a relationship between the amount of CO2 in the atmosphere
and the percentage reduction in GDP.) These uncertainties, combined
with the near-permanence of atmospheric CO2, would lead us to acceler-
ate abatement.
The balance between these two irreversibilities is also affected by the

degree of social risk aversion for the economy as a whole. The sunk cost
of abatement can be estimated, at least roughly. But the effect of CO2

emissions on temperature and the impact of temperature on GDP are
highly uncertain. Coming back to our discussion of climate change in-
surance, these uncertaintieswould amplify the effect of the environmen-
tal irreversibility, and thereby push us toward accelerated abatement.

VI. Conclusions

Unfortunately, many of the books, articles, and press reports that we read
make it seem that we know a lot more about climate change and its im-
pact than is actually the case. Likewise, commentators and politicians of-
ten make statements of the sort that if we don’t take immediate action
and sharply reduce CO2 emissions, the following things will happen,
as thoughwe actually knowwhatwill happen. Rarely dowe read or hear
that those things might happen; instead we’re told they will happen.
This shouldn’t come as a surprise. We humans prefer certainty to un-

certainty, we feel uncomfortable when we don’t know what lies ahead,
andmany people have trouble understanding concepts involving prob-
abilities. Most people prefer to hear or read statements of the sort “By
2050 the temperature will rise by X7C, sea levels will rise by Y meters,
and as a result GDP will fall by Z%,” as opposed to “There is a 10%
chance that temperature will rise by X7C.”Many people ignore the fact,
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or find it hard to accept, that even if we could accurately predict future
GHG emissions, we don’t know—and at this point can’t know—by how
much the temperature or sea levels will rise. And even if we could accu-
rately predict how much the temperature and sea levels will rise, we
don’t knowwhat the impact would be onGDP or othermeasures of eco-
nomic and social welfare. The simple fact is that the “climate outcome,”
bywhich Imean the extent of climate change and its impact on the econ-
omy and society more generally, is far more uncertain thanmost people
think. This is reflected in the wide variation in expert opinion, as I have
shown here in the context of climate sensitivity and I have shown in
Pindyck (2019) in the broader context of the SCC.
Our uncertainty over climate change and its impact has important im-

plications for policy. Somewould argue that, with so much uncertainty,
we should wait and see what happens rather than try to sharply reduce
emissions right away. After all, if we don’t know howmuch the climate
will change, and we don’t know what the impact of climate change will
be, why take costly actions now? There is something to that argument,
because those costly actions are largely irreversible. But there is another
irreversibility that works in the opposite direction, and that is the envi-
ronmental damage itself; CO2 emissions remain in the atmosphere for
centuries. Which of these two irreversibilities dominates? Unfortunately,
we just don’t know enough about the climate system to say. (I provided
some illustrative numerical examples, but they are just examples.)
There is another reason why uncertainty need not lead us to delay ac-

tion: with uncertainty, especially the kind of uncertainty we face in the
climate sphere, we need insurance. The kind of uncertainty I am talking
about is the possibility of a catastrophic outcome, that is, tail risk. I have
explained that “climate insurance” is valuable for two reasons. First, al-
though we can’t specify the damage function in any detail, we do know
that the incremental damage (in terms of lost GDP) from an extra 17C of
warming increases sharply with the total amount of warming. That was
the basis for the simple examples in tables 2 and 3. Second, most people
exhibit substantial risk aversion, so it is reasonable to think that the so-
cial welfare function (representing society as a whole) should also exhibit
risk aversion.
So what, exactly, is the value of “climate insurance?” I can’t say, be-

cause there is a catch-22 at work here: the very uncertainties over climate
change that create a value of insurance prevent us from determining ex-
actly how large that value is. This may disappoint some readers, who
perhaps were hoping that I would state just how much CO2 emissions

What We Know and Don’t Know about Climate Change 39



should be reduced. On the other hand, the simple numerical examples
we explored suggest that the insurance value is likely to be large. And
what is most important, the very fact that there is an insurance value
is a reason why the correct policy response to uncertainty is not to sit
back and wait to see what happens.

Endnotes

Author’s email address: Pindyck (rpindyck@mit.edu). This paper was prepared for the
NBER Conference on Environmental and Energy Policy and the Economy. My thanks to
Miray Omurtak for her outstanding research assistance, and to Henry Jacoby, Chris
Knittel, Matthew Kotchen, Bob Litterman, Sergey Paltsev, Dick Schmalensee, Andrei
Sokolov, Rob Stavins, Jim Stock, GernotWagner, and the lateMartyWeitzman for helpful
comments and suggestions. For acknowledgments, sources of research support, and dis-
closure of the author’s material financial relationships, if any, please see https://www
.nber.org/books-and-chapters/environmental-and-energy-policy-and-economy-volume
-2/what-we-know-and-dont-know-about-climate-change-and-implications-policy.

1. For a discussion of the flaws in IAMs that make them unsuitable for policy analysis,
see Pindyck (2013a, 2013b, 2017). The US government’s InteragencyWorking Group used
three IAMs to estimate the SCC; see InteragencyWorking Group on Social Cost of Carbon
(2013), and for a discussion of the Working Group’s methodology and the models it used,
see Greenstone, Kopits, andWolverton (2013). For a different point of view on the value of
IAMs, see Nordhaus (2014) and Weyant (2017).

2. A number of studies have explored this question in a theoretical setting; see, e.g.,
Kolstad (1996), Ulph andUlph (1997), and Pindyck (2000). These studies illustrate the fun-
damental problem, but they don’t tell us how to formulate climate policy.

3. There are other arguments for waiting or starting slowly: technological change may
reduce abatement costs in the future, and the fact that the “unpolluted” atmosphere is an
exhaustible resource implies that the SCC should rise over time (as the atmospheric CO2

concentration rises).
4. For explanations of why “radical uncertainty” is likely to apply to climate change,

see, e.g., Allen and Frame (2007) and Roe and Baker (2007). Heal and Millner (2014) also
describe some of the uncertainties inherent in climate change and their implications for
policy.

5. I would argue that the IAMs and relatedmodels used for policy analysis pretend oth-
erwise, insofar as their projections understate the extent of uncertainty.

6. In 2018, global CO2 emissions were about 36 Gt, so that year’s emissions increased
the atmospheric CO2 concentration by about (36)(0:128) = 4:61 ppm.

7. We might also want to specify a social welfare function, i.e., the loss of social utility
resulting from a loss of GDP (and hence from a loss of consumption). If GDP and con-
sumption are very high, the loss of utility resulting from a 5% loss of GDPwould be smaller
than if GDP and consumption were low.

8. One BTU (British thermal unit) is the amount of heat energy required to raise the tem-
perature of 1 lb ofwater by 17F. In themetric system, the unit of energy is the calorie, which
is the amount of heat required to raise the temperature of 1 g of water by 17C. One BTU is
approximately 252 cal.

9. The connection between GDP growth and climate change is also discussed by Stock
(2019), who describes statistical approaches to estimating the relationship.

10. For example, emissions in 1961 were 9 Gt, which added (9)(0:128) = 1:15 ppm of
CO2 to the 315 ppm already in the atmosphere. Dissipation in 1961 was
(:0035)(315) = 1:10 ppm, so the net increase was 0.05 ppm, making the 1961 concentration
315 + 0:05 = 315:05.

11. Climate scientists often distinguish between “equilibrium climate sensitivity,”
which is climate sensitivity as I have described it above, and “transient climate response,”
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which is the response of global mean temperature to a gradual (1% per year) increase in
the CO2 concentration. See National Academy of Sciences (2017, 88–95) for a discussion.
I will simply use the term “climate sensitivity,” and treat the time lag (10–40 years) as the
time it takes for the climate system to get close to equilibrium.

12. All of the studies that Knutti et al. (2017) examined are listed in their paper. The nine
additional studies that I added are Brown and Caldeira (2017), Krissansen-Totton and
Catling (2017), Andrews et al. (2018), Cox, Huntingford, and Williamson (2018), Dessler
and Forster (2018), Lewis and Curry (2018), Lohmann and Neubauer (2018), Skeie et al.
(2018), and Keery, Holden, and Edwards (2018).

13. Intergovernmental Panel on Climate Change (IPCC 2007) also provides a detailed
and readable overview of the physical mechanisms involved in climate change, and the
state of our knowledge regarding those mechanisms. Each of the individual studies in-
cluded a probability distribution for climate sensitivity, and by putting the distributions
in a standardized form, the IPCC created a graph that showed all of the distributions in a
summary form. This is updated in IPCC (2014).

14. In the notation of Roe and Baker (2007), l0 is climate sensitivity without feedback
effects, and l is climate sensitivity accounting for feedback effects.

15. Adding a displacement parameter θ, the Roe-Baker distribution is given by:
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where z = S + θ. Fitting to the distributions summarized by the IPCC, the parameter values
are �f = 0:797, σf = :0441, and θ = 2:13. This distribution is fat-tailed, i.e., declines to zero
more slowly than exponentially. Weitzman (2009, 2014) has shown that parameter uncer-
tainty can lead to a fat-tailed distribution for climate sensitivity, and that this implies a rel-
atively high probability of a catastrophic outcome, which in turn suggests that the value of
abatement is high. Pindyck (2011) shows that a fat-tailed distribution by itself need not imply
a high value of abatement.

16. For example, Dell, Jones, and Olken (2012) found that the impact of higher temper-
atures is largely on the growth rate of GDP, as opposed to its level, and is mostly signif-
icant in poor countries. See Dell et al. (2014) for an overview of this line of research.

17. For overviews, see Auffhammer et al. (2013) and Blanc and Schlenker (2017).
18. A utility function translates income, or wealth or consumption, into units of well-

being (or satisfaction). For a textbook explanation, see Pindyck and Rubinfeld (2018). A
commonly used utility function is

u(y) =
1

1 - η
y1-η,

where y is income and η is called the coefficient of relative risk aversion. In this case mar-
ginal utility, i.e., the benefit of an additional dollar of income, is du=dy = y-η. Marginal util-
ity declines with the level of income, and the larger η is the faster it declines. Thus the larger
is η, the greater is the insurance premium you would require to take part in a lottery for
which there is a 50–50 chance of winning or losing $10,000.

19. Based on financial market data, and data on consumption and savings, the coeffi-
cient of relative risk aversion for society as a whole seems to be in the range of 2–5, which
is substantial.

20. One of the earliest studies to analyze this implication of irreversible environmental
damage is Arrow and Fisher (1974).

21. There are other arguments for waiting or starting slowly: technological changemay
reduce abatement costs in the future, and the fact that the “unpolluted” atmosphere is an
exhaustible resource implies that the SCC should rise over time (as the atmospheric CO2

concentration rises).
22. For a textbook treatment of option value, including its application to the develop-

ment of oil reserves, see Dixit and Pindyck (1994). For an application to environmental
policy, see Pindyck (2000).
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Executive Summary

There is no country in the world that does not have at least one law or policy
dealing with climate change. The most prolific countries have well over 20, and
globally there are 1,800 such laws. Some of them are executive orders or policies
issued by governments, others are legislative acts passed by parliament. The judi-
ciary has been involved in 1,500 court cases that concern climate change (more
than 1,100 of which were in the United States). We use Climate Change Laws
of theWorld, a publicly accessible database, to analyze patterns and trends in cli-
mate change legislation and litigation over the past 30 years. The data reveal that
global legislative activity peaked around 2009–14, well before the Paris Agree-
ment. Accounting for effectiveness in implementation and the length of time laws
have been in place, the United Kingdom and South Korea are the most compre-
hensive legislators among G20 countries and Spain within the Organization for
Economic Cooperation and Development. Climate change legislation is less of a
partisan issue than is commonly assumed: the number of climate laws passed
by governments of the left, center, and right is roughly proportional to their time
in office. We also find that legislative activity decreases in times of economic dif-
ficulty.Where courts have gotten involved, judges outside the United States have
ruled in favor of enhanced climate protection in about half of the cases (US judges
are more inclined to rule against climate protection).
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I. Introduction

The international climate change architecture commits nations to acceler-
ate their actions on climate change. Under the Paris Agreement, countries
are obliged to ratchetup theirNationallyDeterminedContributions (NDCs)
to the Paris process in 2020. According to climate scientists, current emis-
sion reduction commitments are likely to result in a global mean temper-
ature rise of around 37C by 2100, rather than the “well below 27C” envis-
aged under Paris (Rogelj et al. 2016).
We observe that national climate action is accelerating. Between 1990

and 1999, only 110 laws and significant policies were passed that directly
or indirectly addressed climate change. Between 2010 and 2019 theflowof
new laws had grown tenfold to about 1,100 laws and policies. The total
stock of climate change laws and policies worldwide now stands at 1,800
and continues to grow.
Our awareness of those initiatives is improving at the same time. In

2013, climate change legislation was tracked in just 33 countries (Town-
shend et al. 2013). By 2015, the number had risen to 66 countries (Fank-
hauser, Gennaioli, and Collins 2015a, 2015b). Today coverage is global at
the level of nation-states. In the course of the data gathering, understanding
also grew about the breadth of actions that are relevant to climate change,
which brought additional laws into the count. This was the case especially
for adaptation laws, where the delineation with related activities, such as
disaster risk management, is necessarily fuzzy.
Climate legislation is an essential part of climate change governance, as

successful action against climate change requires a legal basis. Emissions
pledges are not credible unless the targets, and the measures enacted to
achieve them, are rooted in law. Although climate laws and policies vary
greatly in scope and ambition (i.e., at the intensive margin), their growing
number (the extensive margin) is an important indicator of countries’ am-
bition on climate change.
In addition to the laws, edicts, and policies passed by executive and leg-

islative bodies, we are observing an increasing participation by the judi-
ciary in the governance of climate change. About 1,500 climate change-
related court cases have so far been identified worldwide, three-quarters
of which were in the United States.
The relationship between climate legislation and litigation is still un-

clear (Setzer and Vanhala 2019), but broadly the two appear to serve com-
plementary functions. The judiciary is implementing government policy
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prescriptions, interpreting climate legislation, and filling enforcement
gaps. Although “regulation through litigation” can compensate for defi-
cits in the volume or quality of legislation, the judiciary is also mobilized
in countries with progressive climate change legislation. In fact, legal mo-
bilization for climate change—using the courts and legal techniques as an
instrument for obtainingwider collective objectives—often occurs in com-
bination with other forms of mobilization, such as legislative activity, but
also political pressure and grassroots activism (Setzer and Vanhala 2019).
One of the best tools for tracking global trends in climate change policy,

legislation, and litigation is Climate Change Laws of the World (CCLW),
a searchable, publicly accessible database created and maintained by the
Grantham Research Institute on Climate Change and the Environment
at the London School of Economics.1 The database is a joint initiative with
the Sabin Center for ClimateChange Law at Columbia Law School. At the
end of 2019, it featured 1,800 climate laws in 198 jurisdictions, alongside
355 court cases in 36 jurisdictions.2 The aim is to provide transparency
about the actions of individual countries in addressing global climate change,
the ultimate collective action problem.
This paper uses CCLW to analyze patterns and trends in national cli-

mate change legislation and litigation over the past 30 years. It provides
an overview of what countries are already doing—and what countries
that are not yet doing it could potentially do—to implement the objectives
of the Paris Agreement. We look at the contribution of governments (the
executive), parliaments (the legislature), and courts (the judiciary).
Our interest is in high-level patterns. We do not aspire to provide de-

tailed case studies or carefully identified statistical relationships. There
is an emerging literature that is aiming to do this (cited below).We restrict
ourselves to a few simple statistics and correlations. The data reveal that
global legislative activity peaked before the Paris Agreement in around
2009–14. We find that climate change legislation is in most countries a bi-
partisan concern and that legislative activity decreases in times of eco-
nomic difficulty. The United Kingdom and South Korea are the most
comprehensive legislators among the G20, and Spain is themost compre-
hensive legislatorwithin theOrganization for EconomicCooperation and
Development (OECD). Where courts have gotten involved, judges out-
side the United States have ruled in favor of enhanced climate protection
in about half of the cases.
The next section briefly introduces the CCLW database, including its

history, scope, shortcomings, and a few descriptive statistics. Section III
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discusses some key findings that may be gleaned from the data. Section IV
concludes.

II. The CCLW Database

A. Background

The CCLWdatabase has been compiled over a decadewith the help of in-
ternational partners such as the Inter-Parliamentary Union, the global or-
ganization of national parliaments, and the Global Legislators Organiza-
tion for a Balanced Environment, an international legislators’ forum. The
impetus for the initiative was a desire to document national climate action
following the 2009 Copenhagen summit and debunk the myth that each
country was acting alone (Townshend et al. 2011). Over the years, report-
ing grew from a handful of major emitters to global coverage. Collabora-
tion with the Sabin Center on Climate Change Law at Columbia Law
School from 2015 onward (when the database acquired its current name)
allowed the extension of the database from climate change legislation to
climate change litigation.
Data are collected in real time from official sources such as government

websites, parliamentary records, and court documents. There is an inter-
nal protocol to ensure new entries conform with CCLW’s definition and
interpretation ofwhat constitutes climate change legislation and litigation.
Most entries contain a link to the actual text of the law or the filing and
court decision.
This is the first academic synthesis of the main patterns and trends that

the CCLWdata reveal. So far, the data havemostly served to assess global
progress in adopting climate policies (Dubash et al. 2013; Townshend et al.
2013; Iacobuta et al. 2018), understand the political economy of passing
climate laws (Fankhauser et al. 2015a, 2015b), identify good practice in
climate change governance (Averchenkova, Fankhauser, and Nachmany
2017; Jordan et al. 2018), and assess the environmental impact of climate
legislation (Eskander and Fankhauser 2020). The litigation data have been
used to assess trends in climate litigation (Wilensky 2015; Burger et al.
2017; Setzer and Bangalore 2017) and to analyze particular aspects of cli-
mate litigation, such as litigation in the financial sector (Solana 2020) and
in the Global South (Peel and Lin 2019; Setzer and Benjamin 2020).

Global Lessons from Climate Change Legislation and Litigation 47



B. Climate Change Legislation

Themain part of the CCLWdatabase concerns climate change legislation.
The legislation database aspires to be a globally comprehensive record of
legislation activities in 198 jurisdictions (197 countries and territories, plus
the European Union as a bloc). It adopts a broad definition of climate leg-
islation, including legislative acts, executive orders, and policies of equiv-
alent importance. Legislative acts, passed by parliaments, account for
about 40% of entries and executive orders and policies, issued by govern-
ments, for about 60% (see table 1). For simplicity, we refer to all these in-
terventions as “laws.”

Table 1
Descriptive Statistics on Climate Change Legislation

All Countries
(N = 198)

OECD-EU Countries
(N = 42)

Other Countries
(N = 156)

Total number of laws:
Total 1,800 605 (33.6% of all laws) 1,195 (66.4%)
Pre-1990 35 24 (68.6%) 11 (31.4%)
1990–1999 110 38 (34.6%) 72 (65.4%)
2000–2009 554 203 (36.6%) 351 (63.4%)
2010–2019 1,101 340 (30.9%) 761 (69.1%)

Laws by topic (1990–2019):
Framework laws 238 85 (35.7%) 153 (64.3%)
Laws addressing GHG

emissions (mitigation laws) 1,620 549 (33.9%) 1,071 (66.1%)
Mitigation laws focused on

energy (energy laws) 1,055 395 (37.4%) 660 (62.6%)
Laws addressing climate

resilience (adaptation laws) 641 143 (22.3%) 498 (77.7%)
Laws by type (1990–2019):
Executive orders or policies 1,023 244 (23.9%) 779 (76.1%)
Legislative acts 742 337 (45.4%) 405 (54.6%)

Number of laws by country
(1990–2019):

Mean 8.9 13.8 7.6
Standard deviation 6.3 7.5 5.2
Median 8 12 6
Minimum 1 1 1
Maximum 38 38 28

Note: All data from Climate Change Laws of the World. Some laws deal with multiple is-
sues, hence the higher totals for “laws by topic.” GHG = greenhouse gas.
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The laws included in CCLW either specifically refer to climate change
or promote the sectoral measures required to reduce emissions and in-
crease climate resilience. As such, the database covers the full range of
interventions that is relevant to climate change, including:

• overarching policies like carbon pricing schemes (e.g., New Zealand’s
Climate Change Response [Emissions Trading] Amendment),

• energy sector policies (e.g., Germany’s Renewable Energy SourcesAct),

• transport interventions (e.g., Brazil’sMandatory Biodiesel Requirements),

• forestry interventions as relate to climate (e.g., the Democratic Re-
public of Congo’s Law on Protection of Nature), and

• adaptation interventions (e.g., Japan’s Climate Change Adaptation
Act).

A particularly important category is strategic framework laws, which
aim to create a unifying institutional structure to reduce greenhouse gas
(GHG) emissions or address physical climate risks, or often both. An in-
structive example is the UK Climate Change Act of 2008, which (1) sets
a legally binding long-termmitigation goal (since strengthened tonet-zero
by 2050), (2) legislates intermediary short-term targets (or carbon bud-
gets), (3) creates an independent advisory body (the Committee on Cli-
mate Change), (4) establishes a continual process of adaptation planning,
and (5) mandates regular government reporting on progress (Muinzer
2018;Averchenkova, Fankhauser, andFinnegan 2020).3Manyof these fea-
tures have been replicated in other framework laws, for exampleMexico’s
General Law on Climate Change (2012),4 New Zealand’s Climate Change
Response (Zero Carbon) Amendment Bill (2019),5 and the climate change
acts of several European countries (Nash and Steurer 2019). South Korea’s
Framework Act on Low-Carbon Growth (2010) stands out because it
couches climate action in a wider green growth narrative, combining en-
vironmental with industrial policy.6

However, the majority of climate laws concern sector-specific interven-
tions, in particular on energy.About 60%of laws contain provisions on en-
ergy supply, such as the promotion of renewable energy, and/or energy
demand, such as industrial or residential energy efficiency. Interventions
on transport and forestry are less frequent. About a third of all laws con-
cern climate resilience and adaptation to climate risks. CCLW now also
covers disaster riskmanagement, that is, laws concernedwith the impacts
of current climate variability, rather than future climate change.
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C. Climate Change Litigation

The litigation database within CCLW is different from the legislation
database in that it does not aspire to be comprehensive in its geographic
coverage or in the number of cases it contains.
CCLW adopts a broad definition of litigation in terms of actors (gov-

ernmental and nongovernmental), jurisdictional levels (local, regional,
national, and international), and the profile of the case (climate as central
or peripheral). Included in the database are lawsuits brought before ad-
ministrative, judicial, and other investigatory bodies that raise issues of
lawor fact regarding the science of climate change and climate changemit-
igation and adaptation efforts (Markell and Ruhl 2012; Burger et al. 2017).
The case files contain keywords such as climate change, global warming,
global change, greenhouse gases (GHGs), and sea level rise. Cases that
make only passing reference to the fact of climate change, its causes, or
its effects are excluded if they do not address in direct or meaningful fash-
ion the laws, policies, or actions that compel, support, or facilitate climate
mitigation or adaptation. Cases that seek incidentally to accomplish (or
prevent) climate change policy goals without reference to climate change
issues arenot included (Burger et al. 2017). Thus, for example, the database
does not include cases in which the parties seek to limit air pollution from
coal-fired power plants but do not directly raise issues of fact or law per-
taining to climate change.
The identification of climate change litigation also involves characteriz-

ing the centrality of climate change issues to the case (Peel and Osofsky
2015; Bouwer 2018). Climate change can range from being a central issue
in a case to peripheral, that is, litigation that was brought in part over cli-
mate change issues but focuses on other grounds (e.g., disputes over the
siting of wind farms or about subsidies for renewable energy). Litigation
that is not explicitly tied to climate change arguments but iswithin the con-
text of climate change (e.g., disputes relating to insurance and risk, or in-
tellectual property rights) has been underappreciated by the literature but
has important strategic, policy, and governance implications because it
could implicitly have impact on accessibility of finance or new technolo-
gies to support climate change (Bouwer 2018).
The vast majority of climate change litigation cases (1,154) have been

filed in the United States, and these are contained in a separate database.
Thematerial difference betweenUSandnon-UScasesmakes cross-country
analysis and the comparison of US and non-US trends impracticable. We
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focus our analysis on the 355 cases that have been filed in 36 non-US
jurisdictions (as of the end of 2019). The majority of them are in Australia
(96 cases) and the European Union (57 cases). The database also includes
18 cases that have been brought before supranational tribunals such as
the UN Human Rights Committee, the Inter-American Commission on
Human Rights, and the Inter-American Court on Human Rights. (See ta-
ble A4 for details.)
More than 80% of the non-US cases have been brought against gov-

ernments, and typically the plaintiff is either a private company or a
nongovernmental organization (NGO). Lawsuits against private defen-
dants are still relatively rare (table 2; see alsoWilensky 2015). Most cases
are routine and concern the application, interpretation, and enforcement
of laws such as planning law or the operation of emissions trading
schemes (Markell and Ruhl 2012; Bouwer 2018).
Climate change is at the core of the legal argument in less than 40% of

cases (138 out of 355). A smaller number of these lawsuits can be described
as strategic cases. The delineation is not firm, but these are high-profile
claims brought either against governments, where plaintiffs seek in-
creased mitigation ambition, or against large emitters, where plaintiffs
seek compensation for damages caused by, or costs incurred due to, cli-
mate change. Their aim is to advance policy outcomes and to drive behav-
ioral shifts by key actors (Peel andOsofsky 2015). Table 3 contains summa-
ries of three landmark cases (Urgenda Foundation v. State of the Netherlands,
Leghari v. Federation of Pakistan, and the Carbon Majors Inquiry), which re-
ceived considerable media attention and have inspired similar cases in
other jurisdictions.

D. Limitations

AlthoughCCLWis arguably themost comprehensive database of its kind,
it has some limitations. In terms of legislation data, an important issue is
that the database is silent about the quality of different laws. Stringent and
comprehensive framework laws like the UK Climate Change Act, which
has been praised for its innovative features (Muinzer 2018; Averchenkova
et al. 2020), are treated in the same way as unsuccessful laws such as
Indonesia’s various attempts to combat deforestation.
The delineation of what does and does not constitute a climate change

law can be difficult. Although CCLW errs on the side of inclusion, by re-
stricting the collection to certain categories of climate-related laws and
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Table 2
Descriptive Statistics on Climate Change Litigation

All Jurisdictions
(Excluding US)

(N = 36)

OECD-EU
(Excluding US)

(N = 21)

Other
Jurisdictions
(N = 15) US

Total number of cases:
Total 355 300 (85%) 55 (15%) 1,154
Pre-1990 0 0 0 2
1990–1999 4 4 0 5
2000–2009 117 109 8 231
2010–2019 234 187 47 916

Number of climate-
centric cases:

Total 138 103 (75%) 35 (25%)
1990–1999 0 0 0
2000–2009 28 25 3
2010–2019 110 78 32

Number of cases by
jurisdiction
(1990–2019):

Mean 9.9 14.3 3.7
Standard deviation 20.1 25.3 4.7
Median 2 2 2
Minimum 1 1 1
Maximum 96 96 18

Court cases by type
(1990–2019):

Plaintiff = Public;
Defendant = Public 48 32 16 59

Plaintiff = Public;
Defendant = Private 17 14 3 27

Plaintiff = Public;
Defendant = NGO 10 9 1 8

Plaintiff = Private;
Defendant = Public 117 116 1 90

Plaintiff = Private;
Defendant=Private 6 6 0 3

Plaintiff = Private;
Defendant = NGO 10 10 0 7

Plaintiff = NGO;
Defendant = Public 141 107 34 563

Plaintiff = NGO;
Defendant=Private 24 19 5 65

Plaintiff = NGO;
Defendant = NGO 4 4 0 16

Source: Authors based on Climate Change Laws of the World, Sabin Center data, andMc-
Cormick et al. (2018).
Note: Cases by type involves the following three parties: Public (federal, state/local, and tribal
government and different departments of the governments), Private (corporations and busi-
nesses), and NGO (nonprofit organizations and individuals). There were multiple types of
plaintiffs in 10 cases, whereas 12 cases had multiple types of defendants. Data for the United
States come fromMcCormick et al. (2018), who studied 838 cases between 1990 and 2016. The
totals under “Court cases by type” therefore differ from the total numbers reported at the top
of the table. This list includes cases with international and regional jurisdictions, with EU-
jurisdiction cases included in total EU cases. OECD = Organization for Economic Co-
operation and Development; EU = European Union; US = United States.



policies, the data set presents an incomplete picture of regulatory efforts
relating to climate change (Scotford andMinas 2019). The issue is perhaps
most pertinent in the areas of adaptation and land-use change, but similar
definitional issues also affect the litigation database.
The legislation database focuses on national climate policy, which

means initiatives at the subnational level and by nonstate actors are
not covered. State, province, and city-led initiatives are particularly sig-
nificant in countries with federal structures or where national engage-
mentwith climate change has been intermittent, such asAustralia, Brazil,
Canada, and the United States. In each of these countries, climate policy
at subnational level is fairly advanced and often ahead of the national
discourse.
Conversely, in EU member states a focus on national climate policy

would ignore the important role of the European Union in national cli-
mate policy. The European Union has passed 33 climate laws, including
legislation to set up an EU-wide emissions trading scheme and establish
ambitious targets on renewable energy, which are legally binding for its
member states. Fortunately, there is a relatively easyfix to this bias,which
is to add all EU laws to the tally of member states (Eskander and Fank-
hauser 2020).
A potential problem for time series or panel data analysis is that when

laws are amended the database only records the latest version, thus
omitting earlier activities. Legal provisions are often tightened over time
(as, e.g., Switzerland did when revising its CO2 Act in 2013), but there
are also cases of reversal (such as the repeal of Canada’s Kyoto Imple-
mentationAct in 2012 andAustralia’s Clean EnergyAct in 2014). In each
case, these events supersede earlier database entries.
The litigation data set has its own limitations. Perhaps the most impor-

tant one concerns data collection. Although the CCLWdata set is the larg-
est one compiled to date, it cannot be deemed representative or compre-
hensive. Rather, the data set consists of cases from a limited number of
countries, dictated by data accessibility and language considerations. The
case list heavily relies on partners of the data providers and on media re-
ports, predominantly in English—ultimately meaning we cannot be sure
of the full extent of unidentified litigation cases. Moreover, due to differ-
ent regulation and litigation cultures, the database is highly uneven, with
the majority of the cases attributable to a few jurisdictions. Finally, the
CCLW data set does not include litigation in the United States, where
the majority of cases have been brought and where, due to relative
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advantages in procuring information about the cases, the data are
closer to being comprehensive.

III. Insights

A. The Peak in Climate Change Legislation Predates the Paris Agreement

Practically all climate change laws have been passed over the last 30 years
(fig. 1). In 1990, there were only 35 laws with relevance to climate change
worldwide (table 1). Because there was little awareness of the climate is-
sue at that time, most of these laws had related objectives such as energy
efficiency (e.g., Costa Rica’s Energy Law of 1990). Other early laws had
wider environmental objectives thatwere later applied to climate change.
For example, theUSCleanAirAct of 1963 is concernedwith air pollution,
but after a 2007 ruling by the Supreme Court (Massachusetts v. Environ-
mental Protection Agency), the Obama administration used it as the legal
basis to regulate GHG emissions.

Fig. 1. Climate change legislation over time.A, By region. B, By type of law. OECD =Or-
ganization for Economic Cooperation and Development; EU = European Union.
Source: Authors based on Climate Change Laws of the World.
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By the mid-1990s, the number of climate laws began to rise. Promi-
nent early examples are Sweden’s Carbon Tax Act of 1991 and Japan’s
Act on Promotion of Global Warming Counter Measures of 1998. Law-
making reached a peak in the period 2009–14, when more than 120 new
laws were passed each year. During this heyday, significant framework
lawswere passed, for example in the United Kingdom (2008), South Ko-
rea (2010), and Mexico (2012). The European Union’s 2020 Climate and
Energy Package with its 20-20-20 targets (for emissions, renewable en-
ergy, and energy efficiency) was also passed in this period. In the United
States, a law of similar standing, the American Clean Energy and Secu-
rities Act of 2009, known as the Waxman-Markey Bill after its sponsors,
was approved by theHouse of Representatives but not tabled in the Sen-
ate. After 2014, legislative activity began to tail off.
The 2009–14 peak was supported by increased activity in developing

countries, sometimes with the support of development agencies. Many
of these interventions concerned adaptation, which was a bigger legis-
lative focus than in the industrialized world. Most of them were policy
documents, such as Ethiopia’s Climate-Resilient GreenGrowth Strategy
of 2011. Legislative acts passed by parliament are much rarer (table 1),
although there are notable exceptions, such as Kenya’s Climate Change
Act of 2016.
Climate change litigation cases peaked at around the same time, al-

though the rise was more sudden, with very few cases before the mid-
2000s (fig. 2). Litigation was spearheaded in industrialized countries (EU
and OECD member states, including the United States), with a much
slower ramp-up of cases elsewhere.
It is difficult to discern an impact of external factors, such as the inter-

national climate negotiations, on national climate legislation or litiga-
tion. Fankhauser et al. (2015b) found a statistically significant difference
in legislative activity betweenAnnex 1 (industrialized) andnon-Annex 1
(developing) countries in the aftermath of the Kyoto Protocol, which im-
posed binding obligations on the former. However, the effect was tem-
porary and relatively small.
The impact of the Paris Agreement appears equally limited. The peak

in legislative activity clearly predates the agreement, which was signed
in December 2015. Only about 230 climate-relevant laws were passed in
the subsequent 4 years, which is less than half the annual rate than dur-
ing the peak years.
Themore significant impact of the Paris Agreement was perhaps on the

ambition of new laws (the intensivemargin) rather than their number (the
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extensive margin). Several countries, including Sweden (2017), France
(2019), NewZealand (2019), and the United Kingdom (2019), have passed
acts to put into law an economy-wide net-zero emissions target (i.e., a bal-
ance between emissions and their removal from the atmosphere) in line
with the Paris objectives. However, analysis has shown that very few of
the emissions pledges contained in countries’ NDCs are matched by leg-
islated national emissions targets (Nachmany andMangan 2018). The leg-
islative implementation of the Paris Agreement is still far from complete.

B. Spain, the United Kingdom, and South Korea Are the Most
Comprehensive Legislators

Every country in the world now has at least one climate law, as defined by
CCLW, and in some jurisdictions the number is well over 20 (fig. 3A). The
median country has passed eight climate change laws andpolicies (table 1).
The number of climate laws a country has passed tells us something

about the interest of its lawmakers in climate change. However, it is

Fig. 2. Climate change litigation over time. A, Total non-US cases. B, Total US cases.
OECD = Organization for Economic Cooperation and Development; EU = European
Union; US = United States.

Source: Authors based on Climate Change Laws of the World and Sabin Center data.
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not a perfect indicator of climate action. Simply counting the number of
laws ignores the considerable heterogeneity that exists in countries’ leg-
islative approaches to climate change (Averchenkova et al. 2017). What
is covered in one overarching piece of legislation in one country may re-
quire several separate interventions in another. China, for example, has
only eight climate change laws, but this includes powerful provisions
incorporated in the 12th and 13th Five Year Plan. In comparison, Brazil
has 28 recorded climate change laws, including 8 interventions trying to
halt deforestation. In Europe, Sweden has 11 climate change laws, com-
pared with 20 laws in the United Kingdom. Yet both countries are seen
as leaders in the fight against climate change.

Fig. 3. Climate legislation and litigation by country. A, Climate legislation (Number of
laws at the of 2019). B, Climate litigation (Number of cases at the end of 2019).

Source: Authors based on Climate Change Laws of the World.
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Bearing this caveat in mind, we calculate three statistics that we be-
lieve are informative about countries’ determination to act on climate
change. The first indicator is the number of laws that were on the statute
book (or more accurately, in the CCLW database) by the end of 2019.
The second indicator accounts for government effectiveness. The pre-
sumption is that laws passed by effective governments are more likely
to be implemented, and therefore have a higher real-world impact, than
those passed by ineffectual governments. Our effectiveness indicator is
the Rule of Law variable from theWorldwide Governance Indicators by
Kaufman, Kraay, and Mastruzzi (2010). The variable captures “percep-
tions of the extent to which agents have confidence in and abide by the
rules of society, and in particular the quality of contract enforcement,
property rights, the police, and the court” (Kaufman et al. 2010).7

The third indicator factors in the date when a law was passed, by
calculating the number of law-years in a country. For example, the UK
Climate Change Act, which was passed in 2008, has a weight of 12.
The presumption is that laws that were passed early on have had a lon-
ger and therefore bigger impact on climate policy. Law-years are again
weighted by the level of government effectiveness to account for differ-
ences in implementation.
Table 4 reports the top and bottomfive performers among three (over-

lapping) sets of countries—the G20 group of leading economies, the
member states of the OECD, and the member states of the European
Union—during the period of interest. The full set of results can be found
in table A1.
The three indicators lead to very consistent results, with rank correla-

tions of .88 or more between them. However, for individual countries
there can be interesting deviations, related to the effectivenesswithwhich
laws are implemented. European countries like Spain, Italy, and theUnited
Kingdom are among the most prolific legislators, with more than 20 laws
each (not counting EU-level laws, which also apply to member states).
Spain and theUnitedKingdom, and to a lesser extent Italy, also scorewell
in the other two indicators, as European countries tend to have relatively
effective governments and many of their climate laws are several years
old. However, government effectiveness makes a difference in Brazil
and Indonesia. Both countries are in the top five G20 countries in terms
of number of laws, but controlling for government effectiveness and
law-years, the best G20 performers are the United Kingdom and South
Korea.
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Table 4
Legislative Activity by Countries

Ranking

Laws Quality-Adjusted Laws
Lifetime Quality-
Adjusted Laws

ISO Code Number ISO Code Number ISO Code Number

A. G20 Countries

1 BRA 28 GBR 16.85 GBR 209.68
2 ITA 24 AUS 15.41 KOR 204.77
3 IDN 22 KOR 15.25 ITA 184.01
4 KOR 22 DEU 15.03 DEU 163.00
5 GBR 20 JPN 15.01 AUS 138.48
15 CAN 10 IND 5.14 ZAF 58.17
16 IND 10 RUS 4.09 RUS 40.94
17 MEX 10 MEX 3.97 MEX 28.81
18 CHN 8 CHN 3.25 CHN 26.08
19 SAU 3 SAU 1.61 SAU 13.45

B. OECD Countries

1 ESP 38 ESP 27.20 ESP 234.21
2 CHL 26 CHL 19.65 GBR 209.68
3 ITA 24 GBR 16.85 KOR 204.77
4 KOR 22 AUS 15.41 NOR 186.10
5 GBR 20 KOR 15.25 ITA 184.01
31 CZE 9 ISL 5.93 ISL 57.91
32 ISL 7 SVN 4.92 SVN 43.58
33 SVN 7 MEX 3.97 MEX 28.81
34 EST 3 EST 2.23 EST 17.81
35 LTU 2 LTU 1.34 LTU 10.34

C. EU Countries

1 ESP 38 ESP 27.20 ESP 234.21
2 ITA 24 GBR 16.85 GBR 209.68
3 GBR 20 DEU 15.03 ITA 184.01
4 DEU 18 IRL 14.95 DEU 163.00
5 IRL 18 ITA 14.57 DNK 139.93
24 SVN 7 SVN 4.92 SVN 43.58
25 EST 3 EST 2.23 EST 17.81
26 LTU 2 LTU 1.34 LVA 11.42
27 LVA 2 LVA 1.31 LTU 10.34
28 CYP 1 CYP .71 CYP 4.92

Note: Data on climate laws and policies come from Climate Change Laws of the World. See
table A1 for the full list of countries and detailed statistics. Quality-adjusted laws are derived
by multiplying each law by the Rule of Law score of Kaufman et al. (2010) in the year it was
passed. Lifetime quality-adjusted laws are calculated as the number of years a lawhas been in
force, multiplied by the Rule of Law score in each year. All calculations are done over the pe-
riod 1990–2019. OECD = Organization for Economic Cooperation and Development; EU =
European Union.



C. Climate Legislation Is Less of a Partisan Issue
Than Commonly Assumed

A striking feature of the climate change debate, particularly in anglo-
phone countries like Australia, Canada, and the United States, is the
strong party-political divide. There is evidence that left-of-center gov-
ernments are generally more inclined to legislate on the environment
(Neumayer 2003), but the issue appears particularly pronounced for cli-
mate change, where we observe a notable undercurrent of climate skep-
ticism on the political right (McCright and Dunlap 2011a, 2011b; Painter
and Ashe 2012). However, the effect of party politics on environmental
policy is complex (Carter et al. 2018), and it has also been suggested that
right-wing climate skepticism may primarily be an Anglo-Saxon phe-
nomenon (Fankhauser et al. 2015a). There may also be a gender dimen-
sion (Mavisakalyan and Tarverdi 2019).
To shedmore light on this debate, we look at climate change legislation

in the democratic countries of the sample, defined as countries with a de-
mocracy score of 6 ormore in the Polity IV data set (a standardmeasure of
democratic quality).8 For each of these countries, we calculate the fraction
of climate change laws that was passed by administrations of a particular
political orientation (right, left, or center), divided by the share of years
they have been in power. Algebraically, the indicator for partisanship P
has the form

Pi =
Li

Ltot

Yi
Ytot

, (1)

where L denotes number of laws passed, Y denotes years in power, and
subscript i denotes political orientation, i = fleft, right, centerg. Data on
party-political orientation were taken from the World Bank’s Database
of Political Institutions (DPI).9

The indicator has a straightforward interpretation: a score greater
than 1 suggests that governments of political persuasion i are dispropor-
tionately inclined to pass climate change legislation. Their share of cli-
mate laws is greater than their relative time in power. A score less than
1 suggests a comparative reluctance to legislate on climate change.
Figure 4 shows the distribution of scores across the 99 democratic coun-

tries we considered, split by legislative acts (passed by parliament) and
executive orders (issued by governments). For the country-level results of
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combined (parliamentary and executive) activity, see table A2. We would
expect the distribution for the right-wing index to be to the left of 1 (i.e.,
most countries score less than 1) and those for left and center parties to
be to the right of 1. However, this is not what we find. For most distribu-
tions we cannot reject the hypothesis that their mean is equal to 1 (table 5).
In industrialized countries (OECD and EU members), and for all countries
in the case of legislative acts, there is no statistical evidence that the num-
ber of climate laws passed by governments of the left, center, and right is
not proportional to their time in office. Only in the case of executive orders
issued by governments outside the OECD/European Union does the po-
litical right appear to be less inclined to act on climate change.

Fig. 4. Climate laws and political orientation. A, Legislative laws. B, Executive orders.

Note: Countries with a democracy score of 6 or more in the Polity IV data set only. Data on
political orientation are taken from the World Bank Database of Political Institutions
(DPI). Orientation scores greater than 1 suggest political parties of that orientation are dis-
proportionately inclined to pass climate laws, relative to their time in power.Median (mean)
left-wing scores for all,Organization for EconomicCooperation andDevelopment–European
Union (OECD-EU), and other countries are 1.0 (1.141), 0.909 (1.118), and 1.012 (1.160),whereas
center-government scores are 1.0 (1.234), 1.0 (0.961), and 1.0 (1.431), and right-wing scores are
0.961 (0.891), 1.111 (0.923), and 0.8 (0.813).
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Although we do not control for confounding factors, this suggests
that the task of passing climate change legislation is less of a partisan
issue than the public debate in countries like Australia, Canada, and
the United States would make us believe.
Of course, indicators like equation (1) mask important political dy-

namics, and the left-right divide does not always mirror a divide on en-
vironmental matters (Carter 2018; Carter et al. 2018). The United King-
dom, for example, has a low right-wing party score of 0.6 (table A2), but
climate policy has mostly transcended party lines. The opposition Con-
servatives supported many of the laws put forward by Labour govern-
ments, most notably the Climate ChangeAct of 2008. The US score of 1.3
reflects the fact that the legislative and executive are often controlled by
different parties. President Obama’s flagship Clean Power Plan, for ex-
ample, was an executive order passed in 2015, when Congress was in
Republican hands.

D. Climate Legislation Slows during Difficult Economic Times

Climate change requires persistent policy intervention over decades and
as such it should cut across the business cycle. Nevertheless, there is a
question about countries’ determination to pursue climate policy in dif-
ficult economic times.
There are two sides to the argument. On the one hand, concern for the

environment may have less political traction during a recession, when is-
sues like growth and employment take center stage. Kahn and Kotchen
(2010) found that interest in the environment tends to wane in difficult
economic times. On the other hand, green investment—or a “green
deal”—can be an effective fiscal stimulus, as argued by Barbier (2010)
and Zenghelis (2012). In the aftermath of the 2008 financial crisis, gov-
ernments in Europe and elsewhere saw climate investment as a prom-
ising way to kick-start an ailing economy (Bowen and Stern 2010). The
same call is now being made with respect to the COVID-19 recovery
(Hepburn et al. 2020).
CCLW can help to shed some light on the link between climate legis-

lation and the business cycle (see Doda 2014 for a related application).
We useHodrick-Prescott decomposition to calculate the cyclical compo-
nent of gross domestic product (GDP) and identify the periods during
1990–2017 when national economies were performing above trend
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(HP > 0) and below trend (HP < 0).10 Using the same structure as equa-
tion (1), we then calculate the share of climate laws passed while the
economy is underperforming, divided by the fraction of years when this
was the case.
Countries where legislative activity slowed down in difficult economic

times will have a score of less than 1, whereas countries that sought to im-
plement green deal-style policiesmay have a score greater than 1. Figure 5
displays the distribution of scores across countries (the full results are re-
produced in table A3). The scores are skewed slightly to the left, suggest-
ing amajority of countries legislate less in difficult economic times. This is
confirmed by statistical tests (table 6).
We conclude that the business cycle has had a material impact on the

pace of climate change legislation, notwithstanding the fact that the peak
in climate legislation coincidedwith the aftermath of the 2008 financial cri-
sis (fig. 1). This raises questions about the likelihood of ratcheting upNDCs

Fig. 5. Climate laws and economic crises. A, OECD-EU countries. B, Other countries.
OECD=Organization for EconomicCo-operation andDevelopment; EU=EuropeanUnion.

Source: Author’s own calculations, using World Bank gross domestic product data and
Hodrick-Prescott decomposition. Countrieswith scores less than 1 are less inclined to pass
climate laws in difficult economic times.
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in accordance with the Paris Agreement, as the next round of NDC re-
views will likely occur during a global recession caused by COVID-19.

E. Non-US Judges Tend to Rule in Favor of Climate Action

The role of the judiciary in climate change governance does not just de-
pend on the number of cases brought but also on their outcomes.We are
therefore interested in the extent to which judges rule against or in favor
of tighter climate action. CCLW contains this information for most cases
where a ruling has been issued.
The way judges rule is particularly material in the case of strategic

court cases (such as those in table 3), which play an important supporting
role in ensuring the national implementation of international emission-
reduction commitments and the alignment of national lawswith the Paris
Agreements (Peel andOsofsky 2015; Setzer andVanhala 2019). However,
we are interested in the broader role of courts beyond just high-profile
cases.
To inform this issue, court rulings have been classified as either strength-

ening climate action or weakening climate action. The distinction is similar

Table 6
Statistical Tests of Business Cycle Effects

Null Hypothesis
Alternative
Hypothesis

Decision

All
Countries

OECD-EU
Countries

Other
Countries

One-sample t-test:
Economic crisis = 1 < 1 Rejected Rejected Rejected

≠ 1 Rejected Rejected Rejected
> 1 Not rejected Not rejected Not rejected

Two-sample Wilcoxon rank-sum
(Mann-Whitney) test:

OECD-EU countries =
Other countries ≠ Rejected

Note: Data on climate laws and policies come from Climate Change Laws of the World
database. Data on business cycles are calculated from real gross domestic product data
from the World Development Indicators database. All calculations are done over the pe-
riod 1990–2017 for 169 countries. OECD = Organization for Economic Co-operation and
Development; EU = European Union.

Global Lessons from Climate Change Legislation and Litigation 67



to another classification found in the literature,which splits court cases into
“pro” and “anti” regulatory suits, depending on the aims of the plaintiffs
(Hilson 2012; Markell and Ruhl 2012). “Pro” (also known as “favorable”)
cases are brought with the objective of increasing regulation or liability
associated with climate change; and “anti” (also known as “con” or “hin-
dering”) cases aim todecrease regulationor liability (Wilensky2015).How-
ever, here we are interested in the ruling of the judge rather than the objec-
tive of the plaintiff.
In the United States, an earlier analysis of cases brought between 1990

and 2016 found that outcomes favored anti-regulatory litigants compared
with pro-regulatory litigants by a ratio of 1.4 to 1 (McCormick et al. 2018).
We reexamined 534 of these cases and found that judges ruled in favor of
more climate regulation in 225 (42%) of them (table 7). Examined by topic,
pro-regulation litigants have tended to win renewable energy and energy
efficiency cases but frequently lost coal-fired power plant cases (McCor-
mick et al. 2018). This win ratio seems to have been enough to shape some
policy outcomes. According to Osofsky (2012), climate litigation has
brought about credible steps to increase the share of renewable energy
in the US electricity mix.

Table 7
Pro-Climate Rulings by the Judiciary

Time Period

Non-US Cases

US Cases
All Non-US
(N = 36)

OECD-EU
(N = 21)

Non-OECD-EU
(N = 15)

Total cases with a ruling 355 300 55 534
Cases with a pro-climate ruling 187 (53%) 153 (51%) 34 (62%) 225 (42%)
Pro-climate cases over time:
1990–1999 0 0 0
2000–2009 68 62 6
2010–2019 119 91 28

Source: Authors based on Climate Change Laws of theWorld andMcCormick et al. (2018).
For results by country, see table A4. OECD =Organization for Economic Co-operation and
Development; EU = European Union; US = United States.
Note: Outside the United States, a court ruling has been issued in 355 cases between 1990
and 2019. These are contained in Climate Change Laws of theWorld. For the United States,
we reexamined 534 court rulings during 1990–2016 from McCormick et al. (2018); here a
ruling is pro-climate if judges supported a “pro-regulation” plaintiff or ruled against an
“anti-regulation” plaintiff.
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Outside the United States, judges appear more inclined to support cli-
mate action. There are 355 non-US court cases where a judgment has been
reached and the climate change outcome has been assessed.Among these,
the ruling has been supportive of climate change action in 187 cases, or
about half of the time (table 7). The number is slightly lower than in Setzer
and Byrnes (2019), who found that judges favored pro-regulatory litigants
over anti-regulatory litigants by a ratio of 1.6 to 1. InAustralia, the country
with the highest number of cases outside theUnited States, these court rul-
ings have apparently been instrumental in forcing administrative decision
makers to consider climate change impacts in the approval of certain large-
scale projects (Peel 2011; Preston 2011; Hughes 2019).

IV. Conclusions

This paper uses CCLW, a publicly accessible, searchable database hosted
by the Grantham Research Institute on Climate Change at the London
School of Economics, to identify trends in climate change legislation and
litigation over the past 30 years.
CCLW documents the explosion of national climate change legislation

over this period, although global action on climate change still falls short
of what the Paris Agreement requires. By the end of 2019, the database con-
tained1,800 climate change lawsandpolicies of similar statusworldwide,
compared with 35 laws in 1990 and 145 laws in 1999. Only about 40% of
these laws are legislative acts passed by parliaments. The remainder are
executive orders, decrees, or significant policies issued by governments.
The judiciary got involved in 1,500 court cases in which climate change

was a concern, three-quarters of which were in the United States. In about
half of the non-US cases for which there is a ruling, the judges strength-
ened or upheld climate change concerns. Earlier (pre-2017) evidence for
the United States suggests that the odds of a pro-climate outcome are
lower in the United States.
There is no country in theworld that does not have at least 1 law or pol-

icy dealing with climate change, and the most prolific countries have well
over 20 such laws. Accounting for government effectiveness and the
length of time a law has been in effect, Spain, the United Kingdom, and
South Korea are the most comprehensive legislators on climate change.
Global legislative activity peaked in the period 2009–14, when juris-

dictions like the European Union, Mexico, South Korea, and the United
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Kingdom passed their flagship framework laws on climate change. Al-
though unable to ascertain causality, the fact that climate legislation
peaked before the 2015 Paris Agreement suggests that a push in national
climate legislation could have facilitated the Paris Agreement, rather
than the other way round.
The Paris Agreement has probably influenced national climate legis-

lationmorewith respect to the ambition of climate laws rather than their
number. Following Paris, several countries—most notably France, New
Zealand, Sweden, and the United Kingdom—have adopted binding
net-zero emissions targets that are consistent with the Paris objectives.
However, most of the emissions pledges contained in NDCs have yet
to be translated into legislated targets.
Without going into careful statistical identification, the data reveal some

interesting and perhaps surprising patterns. We find that climate change
legislation is much less of a partisan issue worldwide than the debate in
countries like Australia, Canada, and the United States would suggest.
In industrialized countries (OECD plus EU members), the number of cli-
mate laws passed by governments of the left, center, and right is propor-
tional to their time in office. Only in democracies outside this group is the
political right less inclined to legislate on climate change.
We further find that legislative activity fluctuates with the business

cycle and slows down in times of economic difficulty. This is despite
the fact that the peak in climate change legislation coincidedwith the af-
termath of the 2008 global financial crisis. It suggests that the pace of cli-
mate action may decline in the aftermath of the coronavirus pandemic.
CCLW has so far mainly been aimed at policy audiences, where it has

helped to build trust among international policy makers and support
legislators in drafting their own climate laws. It is only now starting
to be utilized in academic research. Initial applications have used the data
to assess global progress in adopting climate policies, understand the po-
litical economy of passing climate laws, identify good practice in climate
change governance, assess the environmental impact of climate legisla-
tion, and identify general trends in climate litigation. It is hoped that this
paper will stimulate other scholars to use the data in their own research.
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Appendix

Table A1
Legislative Activity by Countries

ISO Code Country Name G20 OECD EU

Number of Climate Laws

Number

Quality-
Adjusted
Number

Lifetime
Quality-
Adjusted
Number

AFG Afghanistan 0 0 0 9 1.47 12.03
AGO Angola 0 0 0 21 5.55 31.98
ALB Albania 0 0 0 3 1.17 10.36
ARE United Arab

Emirates
0 0 0 6 3.78 20.88

ARG Argentina 1 0 0 17 7.09 72.17
ARM Armenia 0 0 0 8 3.33 47.92
ATG Antigua and

Barbuda
0 0 0 5 3.23 21.16

AUS Australia 1 1 0 18 15.41 138.48
AUT Austria 0 1 1 9 7.87 99.38
AZE Azerbaijan 0 0 0 4 1.39 13.97
BDI Burundi 0 0 0 4 1.08 8.16
BEL Belgium 0 1 1 11 8.53 105.21
BEN Benin 0 0 0 3 1.17 9.34
BFA Burkina Faso 0 0 0 12 4.82 35.74
BGD Bangladesh 0 0 0 10 3.30 31.55
BGR Bulgaria 0 0 1 11 5.24 66.73
BHR Bahrain 0 0 0 2 1.18 15.25
BHS The Bahamas 0 0 0 4 2.67 25.22
BIH Bosnia and

Herzegovina
0 0 0 1 .46 1.27

BLR Belarus 0 0 0 15 4.30 57.70
BLZ Belize 0 0 0 3 1.19 10.81
BOL Bolivia 0 0 0 16 5.00 53.87
BRA Brazil 1 0 0 28 12.86 117.33
BRB Barbados 0 0 0 4 2.91 30.56
BRN Brunei

Darussalam
0 0 0 4 2.45 15.90

BTN Bhutan 0 0 0 8 4.46 45.17
BWA Botswana 0 0 0 5 3.11 34.96
CAF Central African

Republic
0 0 0 2 .43 4.95

CAN Canada 1 1 0 10 8.52 91.32
CHE Switzerland 0 1 0 9 7.86 102.59
CHL Chile 0 1 0 26 19.65 172.26
CHN China 1 0 0 8 3.25 26.08
CIV Côte d’Ivoire 0 0 0 14 4.62 26.82
CMR Cameroon 0 0 0 5 1.41 13.33
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Table A1
Continued

ISO Code Country Name G20 OECD EU

Number of Climate Laws

Number

Quality-
Adjusted
Number

Lifetime
Quality-
Adjusted
Number

COG Congo 0 0 0 7 1.78 21.10
COK Cook Islands 0 0 0 4 1.25 11.79
COL Colombia 0 0 0 23 9.88 62.92
COM Comoros 0 0 0 1 .32 1.80
CPV Cabo Verde 0 0 0 7 4.23 40.21
CRI Costa Rica 0 0 0 24 14.40 116.34
CUB Cuba 0 0 0 9 3.36 46.91
CYP Cyprus 0 0 1 1 .71 4.92
CZE Czech Republic 0 1 1 9 6.09 78.76
DEU Germany 1 1 1 18 15.03 163.00
DJI Djibouti 0 0 0 8 2.65 28.08
DMA Dominica 0 0 0 5 3.10 26.58
DNK Denmark 0 1 1 12 10.70 139.93
DOM Dominican

Republic
0 0 0 10 3.82 43.95

DZA Algeria 0 0 0 13 4.63 54.79
ECU Ecuador 0 0 0 13 3.88 28.00
EGY Egypt 0 0 0 6 2.42 20.15
ERI Eritrea 0 0 0 2 .48 9.13
ESP Spain 0 1 1 38 27.20 234.21
EST Estonia 0 1 1 3 2.23 17.81
ETH Ethiopia 0 0 0 13 4.54 64.95
FIN Finland 0 1 1 12 10.76 95.86
FJI Fiji 0 0 0 5 2.22 22.73
FRA France 1 1 1 15 11.84 77.17
FSM Micronesia 0 0 0 4 1.96 14.37
GAB Gabon 0 0 0 7 2.81 25.73
GBR United Kingdom 1 1 1 20 16.85 209.68
GEO Georgia 0 0 0 2 1.13 3.88
GHA Ghana 0 0 0 9 4.41 60.59
GIN Guinea 0 0 0 3 .76 9.60
GMB Gambia 0 0 0 6 2.38 25.48
GNB Guinea-Bissau 0 0 0 2 .48 4.08
GNQ Equatorial

Guinea
0 0 0 1 .21 1.11

GRC Greece 0 1 1 14 8.75 101.63
GRD Grenada 0 0 0 6 3.17 33.68
GTM Guatemala 0 0 0 8 2.34 22.26
GUY Guyana 0 0 0 3 1.22 10.11
HND Honduras 0 0 0 9 2.86 32.53
HRV Croatia 0 0 1 15 8.18 66.52
HTI Haiti 0 0 0 2 .44 3.40
HUN Hungary 0 1 1 11 7.24 76.95
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Table A1
Continued

ISO Code Country Name G20 OECD EU

Number of Climate Laws

Number

Quality-
Adjusted
Number

Lifetime
Quality-
Adjusted
Number

IDN Indonesia 1 0 0 22 8.51 75.77
IND India 1 0 0 10 5.14 64.64
IRL Ireland 0 1 1 18 14.95 125.94
IRN Iran 0 0 0 10 3.26 45.52
IRQ Iraq 0 0 0 1 .16 1.99
ISL Iceland 0 1 0 7 5.93 57.91
ISR Israel 0 1 0 17 11.68 156.05
ITA Italy 1 1 1 24 14.57 184.01
JAM Jamaica 0 0 0 4 1.73 19.09
JOR Jordan 0 0 0 3 1.72 18.04
JPN Japan 1 1 0 19 15.01 118.29
KAZ Kazakhstan 0 0 0 11 3.57 55.53
KEN Kenya 0 0 0 14 5.11 32.87
KGZ Kyrgyzstan 0 0 0 7 1.97 21.48
KHM Cambodia 0 0 0 6 1.65 17.46
KIR Kiribati 0 0 0 11 5.93 57.65
KNA Saint Kitts and

Nevis
0 0 0 4 2.44 18.88

KOR South Korea 1 1 0 22 15.25 204.77
LAO Lao PDR 0 0 0 5 1.55 13.83
LBN Lebanon 0 0 0 4 1.35 7.28
LBR Liberia 0 0 0 8 2.12 21.85
LBY Libya 0 0 0 2 .54 5.16
LCA Saint Lucia 0 0 0 5 3.24 32.02
LIE Liechtenstein 0 0 0 6 4.78 51.09
LKA Sri Lanka 0 0 0 8 4.04 46.33
LSO Lesotho 0 0 0 5 2.30 24.59
LTU Lithuania 0 1 1 2 1.34 10.34
LUX Luxembourg 0 1 1 12 10.27 73.37
LVA Latvia 0 0 1 2 1.31 11.42
MAR Morocco 0 0 0 14 6.55 48.20
MCO Monaco 0 0 0 2 1.38 8.14
MDA Moldova 0 0 0 6 2.57 27.53
MDG Madagascar 0 0 0 10 3.52 26.35
MDV Maldives 0 0 0 7 3.06 35.33
MEX Mexico 1 1 0 10 3.97 28.81
MHL Marshall Islands 0 0 0 5 2.41 13.25
MKD FYR Macedonia 0 0 0 6 2.73 23.57
MLI Mali 0 0 0 25 9.44 74.51
MLT Malta 0 0 1 8 6.10 48.38
MMR Myanmar 0 0 0 7 1.64 10.35
MNE Montenegro 0 0 0 4 1.96 16.73
MNG Mongolia 0 0 0 12 5.57 59.91
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Table A1
Continued

ISO Code Country Name G20 OECD EU

Number of Climate Laws

Number

Quality-
Adjusted
Number

Lifetime
Quality-
Adjusted
Number

MOZ Mozambique 0 0 0 11 4.08 41.16
MRT Mauritania 0 0 0 3 1.06 14.08
MUS Mauritius 0 0 0 6 4.02 29.45
MWI Malawi 0 0 0 11 4.98 50.79
MYS Malaysia 0 0 0 6 3.56 43.27
NAM Namibia 0 0 0 11 6.03 56.27
NER Niger 0 0 0 4 1.50 27.67
NGA Nigeria 0 0 0 5 1.47 10.28
NIC Nicaragua 0 0 0 11 3.95 48.24
NIU Niue 0 0 0 8 2.75 24.30
NLD Netherlands 0 1 1 16 13.82 131.05
NOR Norway 0 1 0 17 15.22 186.10
NPL Nepal 0 0 0 5 1.67 22.70
NRU Nauru 0 0 0 4 1.77 18.61
NZL New Zealand 0 1 0 10 8.75 101.82
OMN Oman 0 0 0 4 2.36 19.61
PAK Pakistan 0 0 0 11 3.78 28.66
PAN Panama 0 0 0 10 4.83 49.56
PER Peru 0 0 0 16 6.22 56.19
PHL Philippines 0 0 0 16 6.73 88.86
PLW Palau 0 0 0 8 5.08 57.22
PNG Papua New

Guinea
0 0 0 10 3.37 25.05

POL Poland 0 1 1 12 7.49 79.69
PRK North Korea 0 0 0 4 .95 12.06
PRT Portugal 0 1 1 15 10.78 101.29
PRY Paraguay 0 0 0 12 3.98 45.47
QAT Qatar 0 0 0 2 1.24 18.83
RUS Russia 1 0 0 12 4.09 40.94
RWA Rwanda 0 0 0 8 3.30 32.94
SAU Saudi Arabia 1 0 0 3 1.61 13.45
SDN Sudan 0 0 0 1 .23 3.14
SEN Senegal 0 0 0 17 7.59 80.31
SGP Singapore 0 0 0 9 7.42 84.86
SLB Solomon Islands 0 0 0 6 2.38 18.94
SLE Sierra Leone 0 0 0 8 2.54 21.96
SLV El Salvador 0 0 0 8 2.93 30.66
SMR San Marino 0 0 0 3 2.06 18.32
SRB Serbia 0 0 0 5 2.21 15.15
SSD South Sudan 0 0 0 2 .26 1.54
STP São Tomé and

Principe
0 0 0 2 .69 5.58

SUR Suriname 0 0 0 3 1.39 10.98
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Table A1
Continued

ISO Code Country Name G20 OECD EU

Number of Climate Laws

Number

Quality-
Adjusted
Number

Lifetime
Quality-
Adjusted
Number

SVK Slovakia 0 1 1 17 10.30 103.58
SVN Slovenia 0 1 1 7 4.92 43.58
SWE Sweden 0 1 1 11 9.80 108.61
SWZ Swaziland 0 0 0 4 1.58 19.89
SYC Seychelles 0 0 0 7 3.64 26.11
SYR Syrian Arab

Republic
0 0 0 4 1.20 9.77

TCD Chad 0 0 0 3 .72 3.88
TGO Togo 0 0 0 14 4.68 42.32
THA Thailand 0 0 0 10 4.71 50.84
TJK Tajikistan 0 0 0 7 1.72 26.44
TKM Turkmenistan 0 0 0 1 .22 1.65
TON Tonga 0 0 0 6 3.04 28.81
TTO Trinidad and

Tobago
0 0 0 6 2.92 37.79

TUN Tunisia 0 0 0 4 1.99 19.58
TUR Turkey 1 1 0 14 7.13 67.31
TUV Tuvalu 0 0 0 8 5.35 56.71
TWN Taiwan 0 0 0 5 3.48 27.78
TZA Tanzania 0 0 0 14 5.80 48.16
UGA Uganda 0 0 0 6 2.56 30.54
UKR Ukraine 0 0 0 13 4.18 63.17
URY Uruguay 0 0 0 17 10.71 96.72
USA United States

of America
1 1 0 11 9.03 102.86

UZB Uzbekistan 0 0 0 6 1.50 16.99
VCT Saint Vincent

and the
Grenadines

0 0 0 3 1.97 14.80

VEN Venezuela 0 0 0 4 .69 7.76
VNM Vietnam 0 0 0 15 6.09 58.11
VUT Vanuatu 0 0 0 7 3.96 34.29
WSM Samoa 0 0 0 9 5.85 56.28
YEM Yemen 0 0 0 6 1.56 20.45
ZAF South Africa 1 0 0 12 6.23 58.17
ZMB Zambia 0 0 0 15 6.42 52.84
ZWE Zimbabwe 0 0 0 9 1.68 14.45

Note: Data on climate laws and policies come from Climate Change Laws of the World.
Quality-adjusted laws are derived by multiplying each law by the Rule of Law score
(Kaufman et al. 2010) in the year it was passed. Lifetime quality-adjusted laws are calcu-
lated as the number of years a law has been in force, multiplied by the Rule of Law score
in each year. All calculations are done over the period 1990–2019.
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Table A2
Climate Laws and Political Orientation

ISO Code
Left-Wing

Score
Center
Score

Right-Wing
Score

ISO
Code

Left-Wing
Score

Center
Score

Right-Wing
Score

ALB 1.244 .718 KGZ 1.000
ARG 1.400 0 .800 KOR .742 1.193
AUS 1.394 .659 LBN 0 1.067
AUT 1.185 .444 LKA 1.455 0
BEL 1.852 .884 LSO 1.000
BFA 0 7.500 0 LUX 1.000
BGR 0 1.111 LVA 0 1.636
BHS 1.615 .467 MDA .902 1.533 0
BLZ 1.000 MDV 1.000
BOL 1.422 .250 .700 MEX 1.167 .778
BRA 1.077 4.308 0 MKD 1.000
BRB .500 1.500 MLI 1.000
BWA 1.000 MLT 1.750 .795
CAN .830 1.197 MWI 1.000
CHL .971 1.071 NAM 1.000
COL 0 3.250 NGA 1.800 .900
COM 1.000 NIC 1.012 .971
CPV 1.333 .750 NLD .444 1.263
CRI 1.663 .117 NOR .878 1.140
CYP 4.800 0 NPL 1.000
CZE 1.250 .500 NZL 2.450 .194
DEU .667 1.111 PAK 1.333 0
DNK .583 1.313 PAN 1.000
DOM 1.400 1.318 0 PER 2.036 .622 .170
ECU 1.000 PHL 0 1.045
ESP .686 1.314 POL .348 1.533 1.643
FIN .333 1.021 1.867 PRT 1.149 .828
FRA .909 1.091 PRY .467 1.116
GBR 1.508 .560 ROU 2.500 0 0
GHA 1.215 .617 RUS 1.000
GNB 1.000 SEN 0 1.917
GRC 1.205 .701 SLE 1.000
GRD 1.867 .519 SLV 2.188 .525
GTM 3.000 .600 SVK 1.000
GUY 1.000 SVN .863 1.533 0
HND 1.000 SWE .599 1.620
HRV .600 2.880 .568 TTO 1.436 .622
HUN .898 1.157 TUN .758 2.778
IND .982 1.037 UKR .833 1.042
IRL .737 1.556 URY 2.027 .110
ISL 0 1.438 USA .795 1.273
ISR 1.235 .961 VUT 1.048 .917
ITA .971 .809 1.165 ZAF 1.217 0
JAM .609 2.800 ZMB 1.000
JPN 0 1.111

Note: Data on climate laws and policies come from Climate Change Laws of the World.
Data on political orientation come from the World Bank’s Database of Political Institu-
tions. All calculations are done over the period 1990–2017.
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Table A3
Climate Laws and Business Cycle

ISO Code Score ISO Code Score ISO Code Score ISO Code Score

BIH 0 ISL .533 PHL .750 MYS .933
COM 0 JPN .538 SGP .750 SWZ .933
GNB 0 SLV .538 NOR .760 VEN .933
KGZ 0 TUR .538 BHR .778 ZAF .955
KWT 0 LUX .545 ERI .778 MNG .972
LBR 0 MOZ .545 LBN .778 BWA .988
LBY 0 MAR .574 MEX .778 AZE 1.000
LTU 0 SVK .581 KAZ .783 IRN 1.000
SSD 0 BLZ .583 MDV .800 NER 1.000
TKM 0 EST .583 SVN .800 SLE 1.000
TLS 0 MRT .583 ZWE .800 TJK 1.000
TUN 0 PAK .599 FJI .800 FRA 1.018
CZE .207 THA .600 NGA .800 LAO 1.018
MLI .240 AGO .614 NPL .800 NAM 1.018
VNM .249 ARE .622 NZL .808 MKD 1.050
ESP .267 ECU .622 BRN .824 OMN 1.077
YEM .275 FIN .622 LVA .824 RWA 1.077
GAB .286 GIN .622 NLD .824 SLB 1.077
RUS .292 SUR .622 ROU .824 UKR 1.089
TTO .311 KOR .636 URY .824 GTM 1.094
USA .318 AFG .655 IND .830 CMR 1.120
CIV .333 BOL .656 DNK .848 COG 1.143
BLR .339 MLT .656 MMR .848 CPV 1.143
PNG .346 TUV .656 MWI .848 ARM 1.167
BFA .359 TZA .663 SAU .848 BEN 1.167
KEN .359 GRC .667 IRL .857 BHS 1.167
HUN .364 GHA .667 ATG .862 LKA 1.167
AUS .380 GRD .667 COD .862 BGD 1.200
IDN .381 HRV .688 NIC .862 ALB 1.244
LSO .400 ITA .696 ETH .862 TCD 1.244
TGO .424 DOM .700 PRT .862 BEL 1.292
UZB .424 UGA .718 BDI .875 MUS 1.292
CHL .449 BRA .718 BTN .875 BRB 1.400
DZA .462 AUT .732 EGY .875 GUY 1.436
ISR .471 CHE .732 POL .875 VUT 1.436
COL .500 MDG .737 PRY .897 SDN 1.750
CRI .500 QAT .737 HND .915 CYP 1.867
GBR .500 PAN .747 CAF .933 JAM 1.867
ARG .509 PER .747 CHN .933 JOR 1.867
SWE .509 ZMB .747 GMB .933 GEO 2.000
DEU .519 BGR .749 KHM .933 GNQ 2.000
CAN .519 SEN .749 MDA .933 IRQ 2.333

HTI 2.545

Note: Data on climate laws and policies come from Climate Change Laws of the World.
Data on business cycles are calculated from real gross domestic product data from the World
Development Indicators database. All calculations are done over the period 1990–2017.
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Table A4
Number of Climate Litigation Cases by Jurisdiction

ISO Code
Total

Number

Cases with a
Pro-environment

Decision ISO Code
Total

Number

Cases with a
Pro-environment

Decision

ARG 1 0 IRL 3 2
AUS 96 56 JPN 3 0
AUT 1 1 KEN 1 1
BEL 1 0 LUX 1 0
BRA 6 4 MEX 1 1
CAN 20 7 NGA 1 1
CHE 2 1 NLD 2 1
CHL 2 0 NOR 1 0
COL 2 2 NZL 17 6
CZE 1 0 PAK 4 2
DEU 5 2 PER 1 0
ECU 1 1 PHL 2 1
ESP 13 5 POL 2 0
EUU 57 37 SWE 1 0
FRA 11 6 UGA 1 0
GBR 60 28 UKR 2 1
IDN 1 8 USA 1,154 n/a
IND 10 0 ZAF 4 2
INT 18 11

Note: This list includes the European Union (EUU) and International (INT) cases. n/a =
not applicable. Refer to table A1 for definitions of the other ISO codes.
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www.nber.org/books-and-chapters/environmental-and-energy-policy-and-economy-volume
-2/global-lessons-climate-change-legislation-and-litigation.

1. Climate Change Laws of the World can be accessed at https://climate-laws.org.
There are other databases, which focus on particular policy processes, sectors, or subsets
of countries. The Climate Policy Database project (http://climatepolicydatabase.org)
gathers information on which countries are implementing good-practice policies or poli-
cies to reduce carbon emissions. The International Energy Agency (IEA) Policies and
Measures Database (https://www.iea.org/policies) provides access to information on
past, existing, or planned government policies and measures to reduce GHG emissions,
improve energy efficiency, and support the development and deployment of renewables
and other clean energy technologies. ClimateWatch (https://www.climatewatchdata
.org) tracks progress with NDCs to the Paris Agreement.
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2. Information on climate change litigation in the United States is contained in a sepa-
rate database maintained by the Sabin Center. The data can be accessed at http://
climatecasechart.com/us-climate-change-litigation/. The database is maintained in col-
laboration with the law firm Arnold & Porter, to which the Sabin Center has close links.

3. Full text and summary available at https://climate-laws.org/cclow/geographies
/united-kingdom/laws/climate-change-act-34405aa9-396e-4a78-a662-20cad9696365.

4. Full text and summary available at https://climate-laws.org/cclow/geographies
/mexico/laws/general-law-on-climate-change. For challenges in implementing the law,
see Averchenkova and Guzman Luna (2018).

5. Full text and summary available at https://climate-laws.org/cclow/geographies
/new-zealand/laws/climate-change-response-act-2002-as-amended-by-the-climate
-change-response-zero-carbon-amendment-act.

6. Full text and summary available at https://climate-laws.org/cclow/geographies
/south-korea/laws/framework-act-on-low-carbon-green-growth-regulated-by-enforce
ment-decree-of-the-framework-act-on-low-carbon-green-growth.

7. The Worldwide Governance Indicators are collected by the World Bank and avail-
able on https://info.worldbank.org/governance/wgi/. The indicators reflect the views
of a large number of enterprises, citizens, and experts on different aspects of governance,
including inter alia the Rule of Law. The original scale was converted into a [0,1] range as
follows: gi = ( gorigi - gmin)=( gmax - gmin).

8. Polity IV is an annual, cross-national time series that assesses democratic and auto-
cratic patterns of authority and regime changes in all independent countries. The data are
available on https://www.systemicpeace.org/inscrdata.html.

9. DPI contains data on institutional and electoral factors, such as checks and balances,
tenure and stability of the government, party affiliations, and ideology, among others. The
data are available on https://datacatalog.worldbank.org/dataset/wps2283-database
-political-institutions.

10. The Hodrick-Prescott filter (after Hodrick and Prescott 1997) is a common decom-
position method used in macroeconomics. It is calculated in statistical packages like Stata
(using the command “tsfilter hp”).
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Executive Summary

This paper examines the implications of a carbon-constrained future on coal-
reliant county governments in the United States. We review modeling projec-
tions of coal production and argue that some local governments face important
revenue risks. Complex systems of revenue and intergovernmental transfers
and insufficiently detailed budget data make it difficult to parse out how ex-
posed jurisdictions are to the coal industry. A look at three illustrative counties
shows that coal-related revenue may fund a third or more of their budgets.
When extrapolated outside the sample, our regression analysis of 27 coal-reliant
counties suggests that the demise of coal could lower these counties’ revenue by
about 20%. This does not account for the potential downward spiral of other rev-
enues and economic activity as the collapse of the dominant industry erodes the
tax base. Coal-dependent communities have issued outstanding bonds that will
mature in a period in which climate policy is likely. Our review of illustrative
bonds indicates that municipalities have not appropriately characterized their
coal-related risks. Climate policies can be combined with investments in coal-
dependent communities to support their financial health. We discuss how a
small fraction of revenue from a federal carbon price could fund assistance to
coal-dependent communities and workers.
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I. Introduction

Some governments across the United States rely heavily on revenues
that derive directly or indirectly from fossil fuel production. Those most
reliant on coal face a particularly risky fiscal future. Coal production in
the United States has already declined significantly over the past decade,
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and if federal climate policy is implemented, coal production is likely to
decline evenmore precipitously. In that scenario, coal-dependent jurisdic-
tions will experience a steep fall in economic activity, shrinking revenue,
falling property values, and a dislocated workforce. Policy makers may
be able to head off some of this disproportionate burden with the right
mix of offsetting policies, but much research remains to ascertain themost
effective approaches.
We begin with a review of the history of US coal production and pro-

jections with and without new policies, including evidence on where in
the United States climate policy will have the greatest effect on coal pro-
duction. Thenwe analyze revenue and budget data for select county gov-
ernments across the United States to understand their dependence on
coal and how their fiscal conditions are likely to deteriorate in a carbon-
constrained future. We find that coal-related revenue may fund a third
or more of their budgets. Regression analysis of 27 coal-reliant counties
outside the same suggests they could lose on average about 20% of their
revenue with the demise of the industry. To learn from other contexts,
we consider previous instances in which geographically concentrated in-
dustries have collapsed and explore the extent to which policy responses
buffered the effect.1

Coal-dependent communities have issued a variety of outstanding
bonds, and the risk of collapse of the coal industry threatens their ability
to repay them. Our review of illustrative bonds indicates that munici-
palities have not appropriately characterized their coal-related risks.
Ratings reports are only now beginning to document the risks associated
with the exposure of some local governments to the coal industry.
Climate policies can be combinedwith investments in coal-dependent

communities to support their financial health. A logical source of fund-
ing for such investments would be the revenues from a price on carbon
dioxide emissions, which could be part of a cost-effective strategy for
addressing the risks of climate change. We discuss how a small fraction
of revenue from a federal carbon price in the United States could fund
billions of dollars in annual investments in the economic development
of coal-dependent communities and direct assistance to coal industry
workers.

II. Quantifying the Fiscal Exposure to Coal

To understand the coal industry’s profound effects on economic conditions
in coal-producing jurisdictions, it helps to reflect on how dramatically
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production has shifted in recent years and how climate policy could has-
ten the decline of the industry. As shown in figure 1, US coal consump-
tion nearly tripled between the early 1960s and 2000s, with growth dis-
proportionately in the Powder River Basin in Wyoming and Montana.
The abundant resource led to fiscal systems that depended on it, and from
a distributional standpoint it made sense to pass the incidence to out-of-
state coal buyers. But between 2007 and 2017, the tide turned, and total
coal production in the United States declined by 32%.
As shown in figure 2, coal remains the second-largest fuel for electric-

ity generation in the country, trailing only natural gas, and generates
more than one-quarter of all US electricity (EIA 2019a). The United States
has not had a federal climate policy, but much like a carbon price would,
the declining price of natural gas over the past decade hasmade coal-fired
power plants less competitive relative to natural gas-fired power plants
(Cullen andMansur 2017). This has been the primary driver of the decline
in coal use (Coglianese,Gerarden, andStock 2020). To a lesser extent, other
factors also drove coal’s decline, including declining costs of renewable
power, slower-than-expected increases in US electricity demand (caused
by the Great Recession and improved efficiency), weak exports, and air
quality regulations (Houser, Bordoff, and Marsters 2017; Kolstad 2017).
Coal-fired power plant retirements peaked in 2015 when the Mercury and
Air Toxics Standards rule went into effect (EIA 2018), but retirements
in 2018 were not far behind. As shown in figure 3, industrial uses of coal
have not offset its decline in the US power sector.

Fig. 1. Tons of Coal Output per Year, by United States Region (1949–2018)
Source: US Energy Information Administration.
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Employment declines for coal workers have largely mirrored coal
production levels, but mining productivity improvements have ampli-
fied the trend. At coal’s employment peak in the 1920s, 860,000 Ameri-
cans worked in the industry. In the second half of the twentieth century,

Fig. 3. US Coal Consumption by Sector

Source: US Energy Information Administration. Note: Two series have been merged to
achieve continuity of data.

Fig. 2. Composition of US Electricity Generation by Energy Source

Source: US Energy Information Administration, Short-Term Energy Outlook, April 2020.
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improvements in technology began to cut into the coal industry’s labor
demand, and by 2003, only 70,000 US coal workers remained. Labor pro-
ductivity in US coal mining (i.e., tons of coal production per hour of work
by miners) has not increased since the early 2000s (Kolstad 2017), sug-
gesting the recent decline in employment has been caused primarily by
the decline in production levels. As shown in figure 4, as of March 2020,
coal mining employed only about 50,000 people.
The most concentrated job losses have been in Appalachia. Employ-

ment in the coal mining industry declined by more than 50% in West
Virginia, Ohio, and Kentucky between 2011 and 2016. State-level effects
mask even more severe effects at local levels. In Mingo County, West Vir-
ginia, coal mining employed more than 1,400 people at the end of 2011. By
the end of 2016, that number had fallen below 500. Countywide, employ-
ment fell from 8,513 to 4,878 over this period (Houser et al. 2017), suggest-
ing important labormarket spillovers frommining to the broader economy.

A. The Future of US Coal Production

The decline of the US coal industry thus far begs the question of its fu-
ture. A wide range of future outcomes are possible. Even if natural gas
prices do not fall further and no new policies are adopted, projections
suggest that coal consumption and production will continue to decline
over the next decade, perhaps to 15%–25% below 2018 levels (Larsen
et al. 2018; EIA 2019b). The long-run effects of the coronavirus pandemic
and its economic consequences are uncertain, but in the short run, coal

Fig. 4. US Coal Mining Employment
Source: US Bureau of Labor Statistics.
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demand is down significantly. The US Energy Information Administra-
tion (EIA) forecasts that 2020 US coal production will total 537 million
short tons (MMst) in 2020, down 22% from 2019. Lower production re-
flects declining demand for coal in the electric power sector, lower de-
mand for US exports, and a number of coal mines that have been idled
for extended periods as a result of COVID-19.2 To the extent that the sink-
ing global economy also reduces steel demand, a decline in the produc-
tion of metallurgical coal is also in the picture.
If policymakers adoptmeasures to control greenhouse gas emissions,

estimates suggest future declines in coal are likely to bemuch larger and
permanent. This is the evenmore fraught scenario facing coal-reliant lo-
cal governments. An extensive literature explores the potential effects of
different climate policy options in the United States. The EIA uses the
National Energy Modeling System (NEMS) to project policy outcomes
relative to a no-new-policy reference case. In its 2018Annual Energy Out-
look, the EIA examined the implications of putting a price on emissions
of CO2 from the power sector only. This “side case” imposes a price of
$25 per metric ton of CO2 in 2020, rising at 5% over inflation each year
thereafter. Under this side case, the EIA projects a rapid decline in total
US coal production such that by 2030 total US coal production will be
78% below 2018 levels (see fig. 5).
The EIA projects that the sharpest reduction in coal mining would oc-

cur in Wyoming’s Powder River Basin, currently the source of nearly
40% of US coal. In the EIA’s carbon price side case, Powder River Basin

Fig. 5. US Coal Production under EIA $25+ per ton scenario
Source: US Energy Information Administration.
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coal production declines by 95% between 2016 and 2030 (fig. 6). One
explanation is that Powder River Basin coal is overwhelmingly subbitu-
minous coal from surface mines that is burned at power plants in the
UnitedStates.TheEIAprojectsthatcoalproducedelsewhere inthewestern
United States would experience a similarly dramatic and rapid decline.
The EIA projections for the $25 per ton carbon price scenario also

show a collapse in coal production from the midwestern and southeast-
ern United States, although not quite as rapid as in the western region.
As shown in figure 7, coal production from northern Appalachia (ac-
counting for 16% of current US production and comprised of Pennsylva-
nia, Ohio, Maryland, and northern West Virginia) declines by nearly
80% between 2016 and 2030, whereas production from central and
southern Appalachia and the Eastern Interior region (accounting for a
quarter of US production and comprised of southern West Virginia,
Kentucky, Illinois, Indiana,Mississippi, Alabama, Virginia, and Tennes-
see) falls by roughly half over that period.
One should interpret the results from any single energy model with

caution given the large uncertainties in future technologies, economic
activity, and behavior of consumers and producers.We focus here on pro-
jections from the NEMSmodel because of its prominence and its publicly
available and regionally disaggregated results.
Other modeling teams have analyzed policies like the EIA side case.

They also project that climate change policy would cause large and
rapid declines in the US coal industry, though not necessarily as rapid as
projected by the EIA. For example, as part of the Stanford EnergyModel

Fig. 6. Powder River Basin Coal Production under EIA $25+ per ton scenario

Source: US Energy Information Administration.

Revenue at Risk in Coal-Reliant Counties 89



Forumproject 32 (EMF 32), 11modeling teams analyzed the effects of an
economy-wide US CO2 tax starting at $25 per metric ton in 2020 and in-
creasing at 5% over inflation per year (McFarland et al. 2018). Figure 8
displays the results, which show that on average, national coal consump-
tion would fall relative to current levels by about 60% by 2030 as com-
paredwith a decline of nearly 80% over a similar time period in the EIA’s
power-sector-only $25 per ton scenario.
Few of the EMF 32 modelers estimated the policy’s effects on US coal

production by region. One exception is the NewERAmodel, from NERA
Economic Consulting.3 NERA’s results are similar on a nationwide basis
to those of the EIA (see fig. 9), although the authors find the decline is
more equally distributed across the east andwest regions of the country.
Some may hope that with appropriate research and development,

coal could be saved by deploying carbon capture and storage (CCS) tech-
nologies, which strip CO2 from waste gases and sequester them perma-
nently underground. At one point, this may have been plausible. In the
late 2000s when Congress last seriously debated comprehensive climate
change policy, the American Clean Energy and Security Act4 included
numerous provisions intended to preserve coal use with CCS technolo-
gies. However, the decline since then in coal’s economics relative to nat-
ural gas and renewables suggests CCS cannot save the coal industry.
Modeling bears this out. By the time the carbon price is high enough

to warrant CCS, coal is already largely displaced, and CCS comes in
with natural gas. Only one of the eleven models participating in EMF
32 showed any significant deployment of coal-fired electricity with CCS

Fig. 7. Appalachia Region Coal Production under EIA $25+ per ton scenario
Source: US Energy Information Administration.
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between 2020 and 2040, even in the highest carbon tax scenario (Envi-
ronment and Climate Change Canada’s multisector, multiregion [EC-
MSMR] Computable General Equilibrium model; McFarland et al. 2018).
Another recent study of a federalUS carbon tax that rises to $115 permet-
ric ton by 2030 shows that such a policy could result in significant deploy-
ments of natural gas with CCS (about 15% of US generation by 2030) but
no significant deployment of coal with CCS (Kaufman et al. 2019, 17).
To be sure, strong national climate policy in the United States is not

certain. Experts have long recommended strong policy action to reduce
emissions, and for years, policy makers have largely ignored their ad-
vice. Nevertheless, with growing support by the public and policymakers,

Fig. 8. US Coal Consumption under Four Carbon Tax Trajectories from EMF 32 (2015–
2030)
Note: Gray bands represent the range of model results. Dashed lines show the individual
model results, and the solid lines show the average value. The column titles report the
initial carbon tax rates per metric ton of CO2 (e.g., $25) in 2020 and the rate of real increase
in the tax each year thereafter (e.g., 1%).
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meaningful climate policy in the United States may be on the horizon, and
those dependent on coal have new risks to manage.

B. Revenue from Coal Production

How might the projected declines in coal production translate into rev-
enue declines for state and local governments? Ideally, we would proj-
ect coal production in both no-policy and climate policy scenarios, esti-
mate the respective revenue streams that coal generates, and compare
the two outcomes. This is harder than it sounds.
For one thing, the way state and local governments collect and spend

coal revenue varies widely, and the types of revenue instruments, tax
rates, and intergovernmental transfers differ across states and substate
governments (Headwater Economics 2017). For example, in some places

Fig. 9. Change in Coal Production, $25+ CO2 Price Scenarios
Source: NEMS data are from the EIA’s side case from its Annual Energy Outlook 2018.
NewERA data are from authors of the EMF 32 exercise.
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and for some taxes, coal revenue goes directly to county governments
and local school districts. In other cases, it flows to counties or school
systems via coal-funded state trust funds, and some states use coal rev-
enue to pay directly for public services that would otherwise fall to
counties, such as construction and maintenance of county roads. This
means that the translation between coal production and fiscal flows to
local governments is complicated.
Even tracking revenues just from sources directly tied to coal is chal-

lenging.5 Typically, state mineral severance taxes are a percentage of
gross or net value at the point of production, but some states apply it
to the volume of production.6 Severance tax rates and bases vary widely
across andwithin states, by type of mineral or well or by volume of pro-
duction.7 Severance taxes can apply to production on both private and
public land. Owing to variations in both production quantities and com-
modity prices, revenue from severance taxes can be volatile. It can also
amplify the fiscal effects of a downturn in the coal industry. For exam-
ple, inWest Virginia, severance taxes raised $483million in 2011, or 12%
of general revenue. In 2016, severance taxes fell to $262 million, or 6% of
general revenue.
States also receive royalties, lease bonuses, and rents from mineral

production on state lands, and the federal government gives states a
cut of the royalties from production on federal lands in their jurisdic-
tions. Royalties are a payment for extracted resources, determined by
a percentage of the resources’ production value.8 A lease bonus is a pay-
ment to the landowner upon the signing of the mineral lease. Royalty
rates to state governments are typically set in law, but lease auctions of-
ten determine the bonus payments. Lessees may also be subject to annual
administrative fees and rent payments, which are usually a small share
of their overall payments to the state. Royalty receipts vary significantly,
owing in part to variation in the patterns of land ownership across states,
even ones that aremajor fossil energy producers. For example,more than
61% of the land in Alaska is administered by federal government agen-
cies, whereas the federal government administers less than 2% of Texas
land (Vincent, Hanson, andArgueta 2017). As documented by Fitzgerald
(2014), western states have retained relatively more state-owned land
and are more likely to have active leasing programs.
The typical federal royalty rate is 12.5% of the gross value of produc-

tion (USGovernmentAccountabilityOffice 2017). According to TaxFoun-
dation calculations, state governments receive about 17.5% of the royal-
ties the federal government collects (Malm 2013).
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Finally, in some cases states set local tax rates and bases, collect taxes,
and/or distribute the revenues. So even when the volume of dollars
flowing is clear, who controls the spigots may not be. Given the wide var-
iation in the channels of fiscal exposure of substate governments to coal,
we focus on the finances of a few illustrative jurisdictions and learnwhat
we can through their particulars. We chose three illustrative counties in
three different states: Campbell County in Wyoming, Boone County in
West Virginia, and Mercer County in North Dakota.

C. Finances of Illustrative Coal-Reliant Counties

The US Department of Agriculture’s (USDA) Economic Research Ser-
vice defines a county as “mining dependent” if 8% or more of its em-
ployment is engaged in themining industry (USDepartment of Agricul-
ture 2019). Applying that threshold to 2015 employment data (the most
recent year available), 27 counties across 10 states in the United States
are coal mining dependent. Figure 10 shows the top 12 counties, each
with more than 13% of their 2015 labor force tied to coal mining.
Figure 10 shows that Boone County, West Virginia, and Campbell

County, Wyoming, have the highest labor shares in coal mining. To
choose a third county in another state, we skip over tiny Oliver County,
North Dakota (population 1,898) to its larger neighbor, Mercer County

Fig. 10. Top 12 US Counties by Coal Employment Share
Source: US Bureau of Labor Statistics.
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(population 8,267).9 These are three of the most coal mining dependent
counties in the United States, so they represent the most coal-exposed
economies. Further research is necessary to consider the fiscal implica-
tions of climate policy in coal-reliant counties that are also dependent
on natural gas and oil production. Our focus is strictly on coal because
modeling suggests that coal would be the fossil fuel most rapidly and
dramatically wrung out of the economy under climate policies, but we
do not intend to suggest that dependence on the other fuels is unimpor-
tant, particularly over the longer run.
Although we primarily discuss revenues to the county governments

themselves, each county also contains a collection of municipalities,
school systems, and special districts, such as for libraries andfire depart-
ments. Each of these has its own exposure to the coal industry via state
funds, property tax revenues, and the like.

Boone County, West Virginia

Boone County (population 22,000) lies in southern West Virginia and
forms part of the Central Appalachian coal basin. Alongwith other south-
ernWest Virginia counties, it has long been a center of coal extraction (US
Department of the Interior 2016). The county revenue directly from coal is
primarily fromproperty and severance taxes. Because coal production has
already fallen dramatically in Boone County, its challenges illustrate the
trouble that may face other coal-reliant jurisdictions. Property taxes fund
both county governments and school systems in West Virginia. Proceeds
from coal severance taxes flow to local governments primarily via trans-
fers from the state; percentage points of the 5%severance tax go to the state
government.10 The state distributes 75% of the remaining 0.35 percentage
points to coal-producing counties and 25% to other counties and munici-
palities (West Virginia Treasurer’s Office 2015, 11).
Coal-producing counties in West Virginia can recapture some of the

state’s share when they face budget shortfalls, a policy known as a real-
location tax. This revenue funds the county commission, jails, commu-
nity programs, public transit, the health department, and trash collection
activities. The most recent data that distinguish coal-related revenue from
other revenue are from 2015. The numbers suggest that about a third of
Boone County’s revenues directly depended on coal in the form of prop-
erty taxes on coal mines and severance taxes. In 2015, 21% of Boone
County’s labor force and 17% of its total personal income were tied to
coal.11 Coal property (including both the mineral deposit and industrial

Revenue at Risk in Coal-Reliant Counties 95



equipment) amounted to 57% of Boone County’s total property valua-
tion.12 Property taxes on all property generated about half of Boone
County’s general fund budget,13 which means that property taxes just on
coal brought in around 30% of the county’s general fund. Property taxes
on coal also funded about $14.2 million of the $60.3 million school budget
(24%).14

In total, coal-related property taxes generated approximately $21mil-
lion for Boone County’s schools, the county government, and specific
services.15 In addition, Boone County received more than $1.6 million
from severance taxes and an additional $800,000 from the reallocation
tax.16 In 2012, 31 mines in the county produced 16.4 MMst of coal. Just
5 years later in 2017, only 11 mines remained, producing only 5.0 MMst,
a 70% decline.17 This resulted in a 50% decline in property tax revenue
for the county government and a 38% decline in its total revenue.18 Coal
prices were fairly flat over the period, so the relationship is mostly a
function of the volumes of coal produced.
Revenue declines have driven painful spending cuts. In 2015, Boone

County closed three of its 10 elementary schools (Jenkins 2015). Bank-
ruptcies of coal companies left the county with $8 million in uncollected
property tax revenue in 2015 (Kent 2016), and West Virginia passed an
emergency bill for school funding in 2016 to provide for a $9 million
shortfall due to one such bankruptcy (WSAZ News 2016). To make up
for these shortfalls, Boone County cut back services such as its solidwaste
program. To attractmore investment and employment by coal companies,
West Virginia passed two bills in 2019 giving tax breaks to the coal indus-
try. House Bill 3142 reduces for 2 years the severance tax rate from 5% to
3% on coal that is used in power plants.19 House Bill 3144 creates a 35%
investment tax credit that would offset up to 80% of a coal company’s
severance tax liability.20

Campbell County, Wyoming

Campbell County (population 46,170) lies in northeast Wyoming in the
Powder River Basin.21 It is home to the largest coal mine in the world,
andmining is its largest sector, employing about 20% of the county’s la-
bor force (Campbell County Board of County Commissioners 2017). In
Wyoming, coal generates government revenues through four main in-
struments: property taxes, federal mineral royalties, coal lease bonuses,
and severance taxes. The generation and flow of these revenues to local
governments is complex.22 Some coal-related revenue goes directly to
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local governments. Coal-related revenues to the state travel via various
trust funds to a myriad of substate jurisdictions. Some are targeted to
specific local expenditure categories, and some amounts are contingent
onwhether a certain revenue threshold is exceeded. If onewanted to de-
sign a fiscal system to obscure local governments’ full dependence on
coal production, it would be hard to improve on the current approach
in Wyoming.
The composition of 2018 revenues to the Campbell County govern-

ment appears in figure 11 (Campbell County 2018a, 25). The property
tax generates more than half of the county’s tax revenue. It includes the
county tax on assessed property values and an ad valorem tax on the
value of minerals extracted in the county, including coal, natural gas,
and oil. The next-largest revenue sources are the sales and use tax and
intergovernmental transfers.

Fig. 11. Campbell County Revenue Sources, Fiscal Year 2018

Source: Campbell County Audit, FY Ending June 2018.
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The coal-specific share of the wedges in figure 11 is difficult to parse
out but includes the coal share of the property and production tax, the
coal-related share of sales and use tax proceeds, and some of the trans-
fers from the state and federal governments. According to the county’s
2018 audit statement, mineral production taxes comprise about 81% of
the property and production tax, but how much was from coal is not
specified (Campbell County 2018a, 51).
A 2017 special report by the Campbell County Board of Commission-

ers sheds some light on this. Of the $5.3 billion in total county assessed
property valuation (which includes the value of minerals produced) in
the 2016–17 fiscal year, 89%was oil and gas production and coal mining
and their associated production and transportation facilities (Campbell
County Board of Commissioners 2017, 10). More narrowly, 79%was from
mineral production, and coal was 75% of that, meaning in that year, about
59% of the county’s overall property and production valuation was di-
rectly associated with coal mining (Campbell County Board of Com-
missioners 2017, 37). In that same year, 29% of the county’s total sales
and use tax revenue came from mining, but the share from coal per se
is not reported. Likewise, it is unclear what shares of intergovernmental
transfers flow from state coal-related revenues.
Coal revenues are falling. In 2018, including revenues to the county

government, the school system, and other special districts within the
county, the property and production tax in Campbell County raised
more than $266 million. This was a sharp decline from 2016, when those
collections were more than $317 million (Wyoming Department of Rev-
enue 2018, 17–23).
County officials recognize the challenge of a declining coal-related tax

base. The county’s fiscal year 2017–18 report addresses the issue directly:
assessed valuation for the 2015–16 fiscal year (derived from 2014 calen-
dar year production and property) was $6.2 billion. The assessed valua-
tion for the 2016–17 fiscal year declined to $5.3 billion and then to $4.2 bil-
lion for the 2017–18 fiscal year. Proactive decisions by this board, and
previous boards, helped tomake this transition as painless as possible be-
cause of substantial investments in savings and reserves, a relatively new
age of facilities and plants, and an early retirement incentive that lowered
employment expenses. It is important for Campbell County to effectively
plan for a futurewith significantly less coal production and the advalorem
taxes that it pays (Campbell County 2018b, 3–4).
To prepare for a future with lower coal production, the county es-

tablished reserve andmaintenance funds for capital replacement, vehicle
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fleet management, buildings, and recreation facilities. Nonetheless, con-
cerns are rising that coal production inWyoming is declining faster than
the area can absorb (Richards 2019). Wind power development in the
Midwest is dampening demand for coal in key markets, and natural
gas prices remain low. Layoffs at Powder River Basin coal mines follow
the pandemic-driven declines in power demand.
Like Boone County, Campbell County has experienced the costs of

coal-related bankruptcies, and more could be on the horizon. The 2015 bank-
ruptcy of coal producer Alpha Natural Resources left Campbell County
with more than $20 million in unpaid taxes. Campbell County litigated
and collected most of the money, but its legal expenses were significant.
Subsequently, local leaders have called for changes in laws and tax col-
lection structures in Wyoming to place the interests of taxing entities
above investors and creditors (Campbell County 2018; McKim 2018).

Mercer County, North Dakota

Mercer County is in central North Dakota. Along with its neighbors,
McLean County and Oliver County, Mercer County is home to the larg-
est mines in North Dakota. These counties primarily produce lignite
coal, nearly 80% ofwhich is used to generate electricity. In 2015, themin-
ing sector employed about 15% of Mercer County’s labor force.23

Compared with Wyoming andWest Virginia, the North Dakota gov-
ernment is less dependent on the coal industry (North Dakota Tax Com-
missioner 2018, 3). However, coal-producing counties like Mercer are
highly dependent on coal andwould facemajor shortfalls if the industry
collapses. Three main county revenue streams derive from coal-related
revenue at the state level that the state then transfers to counties and other
substate jurisdictions. The most important is the coal severance tax. The
state deposits 30% of the revenue from the severance tax into a perma-
nent trust fund that distributes construction loans to school districts, cit-
ies, and counties affected by coal development (North Dakota Tax Com-
missioner 2018, 16). The remaining 70% is distributed to counties. The
state also imposes a coal conversion tax on operators of facilities that pro-
duce electricity from coal or convert coal to gaseous fuels or other prod-
ucts.24 Third, North Dakota distributes half of its share of federal mineral
royalties to counties in proportion of their mineral production and the
other half to school districts (North Dakota Tax Commissioner 2018, 16).
The North Dakota state government provides documentation of its

payments to substate jurisdictions, so we can quantify the flows to
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Mercer County. According to theNorthDakota state taxwebsite, in 2018,
Mercer County government received $1.3 million in coal severance tax
distributions, $0.84 million in coal conversion taxes, and $0.37 million
in mineral royalty distributions (North Dakota State Treasurer n.d.). We
do not know howmuch of the mineral royalty distribution is related spe-
cifically to coal.
Themost recentMercer County audit report is from 2016, sowe can put

the coal revenue in context for that year. According to the audit statement
for the year ending December 31, 2016, the Mercer County general fund
received $1.71 million from coal severance taxes, $1.25 million from coal
conversion taxes, and $0.76 million frommineral royalty revenue (Mercer
County,NorthDakota 2016).Overall countygeneral revenueswere$7.5mil-
lion, making the three sources about half of all county revenues. The ex-
posure is compounded because school districts and other special districts
within Mercer County also receive coal-dependent revenue.

III. Analysis of Revenue’s Relationship with Coal Production

The three counties illustrate the variety of coal-related fiscal flows in
specific areas. Next we endeavor to generalize the relationship between
county-level revenue and coal production across a broader set of coal-
intensive counties. We first calculate county-level revenue from the US
Census Bureau’s Annual Survey of State and Local Government Fi-
nances for the years 2012 through 2017. Revenue includes taxes, inter-
governmental transfers, utility and alcohol tax revenue, and social in-
surance revenue. In some regressions, labeled “county government
revenue,”we include only revenue that goes directly to the county gov-
ernment. In others, labeled “total revenue,”we also include revenue to
special (e.g., sewer) and school districts in the county. We exclude rev-
enue to townships in all cases.We adjust all revenue figures to 2018 dol-
lars using the Consumer Price Index for Urban Consumers.
We aggregate the EIA’s mine-level coal production data, which in-

clude both surface and underground coal mines, to compute county-
level coal production for each year from 2012 to 2017. We lag the coal
production variable by 1 year to reflect the typical delay between coal
production levels and the subsequent revenue collections. We include
in our regression state-level fixed effects to control for the different rev-
enue structures across states and other time-invariant state characteris-
tics.We also include year effects to account for broad trends in coal mar-
kets and the macroeconomy.
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We include all 27 counties that had (as of 2015) at least 8% of their la-
bor force in coal mining, mirroring the definition of amining-dependent
jurisdiction used by the USDA. The summary statistics appear in table 1.
Mean total revenue is roughly triple mean county revenue, demon-

strating that revenue to school and special districts is a large share of
overall local fiscal flows.
The regression equation is:

Revenueit = c + b(coal production)it-1 + Si + Yt + εit

Revenueit is the total real revenue to county i in year t. The variable c is
the constant. The variables Si are the state indicators for each county.
TheYt are the year indicators, and the variables εit are the error terms that
reflect random variation in revenue. The estimated coefficient b is the re-
lationship between lagged coal production and revenue to the county.
We specify the relationship as linear rather than log because many of
the revenue sources tied to coal, such as severance taxes and royalties,
are linear functions of production levels. Of course, by the time the rev-
enue gets to counties the relationship is not that simple, but in principle
linear should be a better fit than log.
The results from the regressions appear in table 2. The two columns

show the results for all 27 counties. Column 1 includes the expansivemea-
sure of revenue (e.g., including school district revenue), and column 2 in-
cludes only revenue that goes directly to the county government.
In both regressions, the estimated coefficient on coal production is

positive and significantly different from zero.25 Themagnitude of the co-
efficient ismore than double for total revenue as it is for themore limited
county revenue. This suggests that coal features significantly in the rev-
enue streams for schools and other special districts.

Table 1
Summary Statistics for 27 Coal-Reliant Counties

All 27 Coal-Intensive Counties
2012–2017 Mean

Standard
Deviation Minimum Maximum

All revenue (2018 $1,000) 95,225 117,124 7,071 524,884
County revenue (2018 $1,000) 30,232 33,230 1,840 147,035
Coal production in short tons,
lagged 1 year (1,000) 22,895 67,457 654 389,022

Share of coal employment in labor force .133 .038 .084 .214
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The regression coefficient of 0.812 on the coal production variable
indicates that a decrease in coal production of 1,000 short tons will
decrease expected total revenue by $812. In 2018, the national average
sale price for coal was $36 per short ton.26 At that price, a decrease of
1,000 short tons is a decrease of $36,000 in coal sales, holding everything
else constant. The average decrease in coal production for the mining-
intensive counties from 2012 to 2017 was 3.5 MMst per county. Apply-
ing the estimated coefficient, this would have produced an average de-
crease in total revenue of $2.8million per county from 2012 to 2017. Given
that mean total revenue is more than $95 million, this is not that worri-
some. On the other hand, this relationship (if it holds outside the sample)
would imply that if all coal production were eliminated in a county with
mean coal production of about 22.9 MMst, as shown in table 1, expected
total revenue would decrease by about $18.6 million, or about 20% of
mean total revenue.
In the context of the total collapse of the industry locally, one might

expect revenue todecline nonlinearly as noncoal revenues (such as prop-
erty and sales taxes) and economic conditions spiral downward. As
explored in the next section, experiences from other contexts illustrate
how the rapid demise of a dominant industry can create negatively re-
inforcing deterioration in local fiscal conditions, including tax capacity,
creditworthiness, and public service provision.

Table 2
Panel Regressions of Government Revenue on Lagged Coal Production (t-Statistics in
Parentheses)

(1) (2)

Total Revenue,
All 27 Coal-Dependent

Counties

County Government Revenue,
All 27 Coal-Dependent

Counties

County-level coal
production,
lagged by 1 year .812** .351**

(2.96) (2.97)
Constant 65,634,720*** 8,476,680

(3.53) (1.06)
Observations 140 140
R2 .941 .864

**p < .01.
***p < .001.
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IV. Experience from Other Contexts

The previous section illustrated how certain counties in the United
States are directly dependent on the coal industry for revenue. Indirect
dependencies are important as well but are more difficult to quantify.
Butwe do know from experience, when amajor industrial employer col-
lapses, service sector economic activity could also collapse, leading to
lower revenues from sales taxes and amplifying the fiscal stress. In ad-
dition, as residents migrate out of the area in search of jobs, they may
leave behind unsaleable vacant homes, further depressing property val-
ues and tax revenue. The social safety net in the United States has argu-
ably shown its weaknesses in such circumstances, and in the next sec-
tion we consider the policy implications of the risks for coal country.
Instructive examples of these downward spirals abound through his-

tory, both in the United States and abroad. In many cases the collapse
begins in a resource industry, such as silver, whaling, fisheries, old-
growth forestry, and kelp. Often, exacerbating factors include techno-
logical change and shifts in comparative advantage across different lo-
cations. For example, coal-producing areas of the United Kingdom, steel
towns in Pennsylvania, andDetroit, with an economy dominated by the
automobile industry, all endured the decline of their major industry,
and they all experienced a collapse in fiscal conditions, resulting in pro-
longed periods of attempts at revitalization and dependence on external
financial support. Although each decline arose from different factors in
very different geographies, the fiscal effects have strong parallels.
A search for successful precedents for the kind of economic transition

that will be necessary in coalfield areas comes upwanting. Although pol-
icy makers have targeted federal assistance to a number of abrupt eco-
nomic transitions, the most successful examples are quite different than
the challenges facing coal country. For example, the Servicemen’s Re-
adjustment Act of 1944,27 aka the GI Bill, offered an extraordinary oppor-
tunity for soldiers returning fromWorld War II to get an education, buy
a home, start a business, and build a new future. The program was a
major political and economic success and arguably set the course for
strong postwar economic growth. However, the opportunities available
to healthy twentysomethings who can move anywhere to work or study
are not the same as those facing small rural towns and older families that
have had the whole economic rug pulled out from under them.
One might look to the federal Trade Adjustment Assistance (TAA)

program, which provides assistance for those negatively affected by freer
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trade. The results of TAA assistance are mixed. Some data suggest that
program participants who leave the labor force for extended training
(particularly olderworkers) can lose ground relative to otherwise similar
nonparticipants. This research suggests that job training programs must
be carefully designed and delivered to ensure they truly benefit their
participants.
Another possible model arises in the way the US Department of De-

fense (DoD) assists local economic transitions when it closes military
bases, makesmajor adjustments inworkforce levels, or ends large defense
contracts. In most instances, communities have the advantage of ad-
vance notice of the major DoD changes and can plan ahead to minimize
the economic dislocation. Also, unlike with most abandoned mines, in
many cases the DoD leaves behind buildings, airports, and other infra-
structure that communities can convert to commercial purposes.Nonethe-
less, technical and financial support for local economic diversification
planning appears to be a useful coordinating role for the federal program.

V. Municipal Bonds

Local governments are not the only ones with risks tied to coal. To the
extent that they have issued bonds or taken on other debt, those credi-
tors could share in their jeopardy. Municipal bond market participants
have only begun to acknowledge the unique risks facing jurisdictions
that rely on coal production. In part this may be because municipal
bonds are generally considered safe assets. According to analysis by
the ratings agencyMoody’s, recent default rates in this market were ap-
proximately 0.18%, a rate that is significantly lower than that of corpo-
rate bonds (Muni Facts 2019).
Governments that issue bonds are legally required to disclose risks

that could affect their ability to pay back investors, both when the bonds
are issued and throughout their lifetimes. In primary offerings, the bond
issuers must produce an “official statement,” a document informing in-
vestors about the issuer and the project. Bonds from coal-reliant jurisdic-
tions make up a small share of overall subfederal US debt. In 2018, the
issuances for top coal-producing state governments comprised only
about 10% of the national total of $388 billion. The share of bonds issued
by regions in coal-dependent communities within these states is even
smaller. Table 3 lists some of the active bonds issued in two of the three
coal-dependent counties discussed in Section II.C.28 The Boone County
government had no active issuances.29
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Most bonds fund construction of facilities such as hospitals and solid
waste disposal facilities, for which repayment would ostensibly come
from the income and fees associated with the facility. Principal amounts
range from $3.5 million to $445 million. The bond terms range over 20–
30 years, maturing between 2022 and 2039. In the climate policy projec-
tion in figure 5, US Coal Production under EIA $25+ per ton scenario, US
coal production in 2030 falls by about 78% below 2018 levels. Thus,
many of the bond interest payments and the principal payment could
be due during a period of precipitous decline in the coal industry.
The official statements for the bonds in table 3 document their amounts,

maturity provisions, trustees, underwriters, and other details. The state-
ments vary widely in their discussion of bondholders’ risks. There is no
standard format for the statements, and it takes careful reading to dig out
any important details disclosing material risks. Some statements allude
vaguely to exposure to government policy and economic conditions,
whereas others make no mention of risks of any kind. Only two describe
the potential for policies that regulate CO2 to have “a significant impact”
on the relevant facilities. None discuss the important connections be-
tween climate policy, coal production, and the economic and fiscal con-
ditions of local communities.
For example, the statement for the first bond in the table, which funds

a hospital construction project, highlights bondholders’ risks such as
changes in Medicare and Medicaid policies. With regard to other risks,
it reads as follows (PiperJaffray 2009, 12):

Future economic and other conditions, including demand for healthcare ser-
vices, the ability of the District to provide the services required by residents,
public confidence in the District, economic developments in the service area,
competition, rates, costs, third-party reimbursement and governmental regula-
tions may adversely affect revenues and, consequently, payment of principal of
and interest on the Series 2009 Bonds.

So it notes the relevance of “economic developments in the service
area” but does not explain what that might mean. The statement lacks
any recognition of the prospects or local effects of greenhouse gas regula-
tion, which in 2009 was a lively debate in Congress. Indeed, an appendix
describes the local coal-based economy in positive terms (PiperJaffray
2009, Appendix D-1):

Campbell County, known as the energy capital of the nation, is located in the
heart of the resource rich Powder River Basin. Over 30% of the nation’s coal is
produced in area surface mines. Over 25% of Campbell County jobs are mineral-
based, directly attributed to coal mining, oil and gas extractions, and supporting
operations.
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The statement also lists mining and energy companies as the top 10 tax-
payers in the county.
Let us consider the other bonds in the table. The second bond finances

costs related to a facility that handles waste coal (Citi 2007). The third
bondfinances costs of pollution control facilities at a power plant (Lasalle
Capital Markets 2004). Neither of the official statements discusses bond-
holders’ risks.
The fourth bond funds solid waste disposal and sewage treatment fa-

cilities at Dry Fork Station, a coal-fired power plant. The risk factors the
issuance discloses are reasonably comprehensive and, although not quan-
titative, characterize the broad array of environment-related factors that
could affect the net revenue from the power plant. The documented risks
include the large amount of long-term debt the power company is incur-
ring, along with potential delays or termination of the project owing to
opposition from environmental groups and/or regulatory measures. The
statement also notes that the company may rely on technology that be-
comes less competitive, and it describes how laws and regulations related
to climate change may “adversely affect our operations and future finan-
cial performance.” It even mentions the cap-and-trade legislation passed
by theHouse of Representatives in June 2009 and potential environmental
regulation in states that purchase power from the project. However, the
document does not address risks to the economy of the surrounding com-
munity (Goldman Sachs 2009). If the coal economy collapses and demand
for power declines along with it, we have no information about what that
would mean for bondholders’ risks.
The fifth bond in the table, a general obligation bond issued byMercer

County, North Dakota, includes just one sentence describing risks (Piper-
Jaffray 2016, 80): “Mercer County is exposed to various risks of loss relat-
ing to torts; theft of, damage to, and destruction of assets; errors and
omissions; injuries to employees; and natural disasters.” It lists themajor
employers, which include energy and mining companies, and the Reve-
nue Obligations page notes that “debt is supported by coal severance
and conversion tax receipts.” Most of the ledgers reporting tax receipts
do not break down tax revenues related to coal and other sources, but
one that does shows that of about $7 million in general revenues for Mer-
cer County, about $3.3 million came from the coal severance and conver-
sion taxes (PiperJaffray 2009, Appendix A-16). This extreme dependence
on coal production seems an obvious material risk, yet the statement in-
cludes no discussion of it.
The statement for the sixth bond, another pollution control issuance

for energy operations, reads much like the fourth bond, including a

Revenue at Risk in Coal-Reliant Counties 107



discussion of climate and water quality regulations. It also highlights
risks associated with natural gas prices and Federal Energy Regula-
tory Commission policy. However, like the fourth bond, the document
does not address risks associated with the economy of the surrounding
community (Goldman Sachs 2004).
The seventh bond lists factors affecting the business operations of

the company (Edward D. Jones 2001, 3):

Future Economic Conditions. The Company’s operations and financial perfor-
mance may be adversely affected by a number of factors including, but not
limited to, the Company’s ongoing involvement in diversification efforts, the
timing and scope of deregulation and open competition, growth of electric rev-
enues, impact of the investment performance of the utility’s pension plan,
changes in the economy, governmental and regulatory action, weather condi-
tions, fuel and purchased power costs, environmental issues, resin prices, and
other factors discussed from time to time in reports the corporation files with
the Securities and Exchange Commission.

It is interesting that resin prices rise to the significance of specificmen-
tion, whereas the potentially calamitous effects of climate policy on coal
production do not.
In principle, investors can turn to ratings agencies for guidance. Rat-

ings agencies have assessed most of the bonds in table 3, ranging from
Baa to Aaa, with most bonds falling somewhere in between. In some in-
stances, ratings reports are not much better than official statements in
describing the risks, and sometimes they are worse. For example, Fitch
gave the seventh bond in the table an A+ rating in 2015, highlighting
only the upside potential of energy development and indicating no risk
associated with climate or other environmental policies.
That said, some ratings are shifting and ratings agencies are paying

new attention to coal-dependent regions. Two of the seven bonds in the
table received systematic downgrades from ratings agencies, with ex-
posure to coal cited as a factor in the ratings agencies’ reviews. None
have received an upgrade. For example, in 2018 Moody’s downgraded
the fifth bond in table 3 to Baa1 “based on the county’s narrowed finan-
cial position following consecutive years of declines in liquidity driven
by negative expenditure variances. The rating also reflects the county’s
moderate tax base with consecutive years of tax base growth, but with
some concentration in coal mining and power generation, strong demo-
graphics, low fixed costs and debt burden with moderate pension bur-
den.” Still, even Moody’s downgraded rating places the security as “in-
vestment grade” with only “moderate credit risks.”30
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According to a 2019 report from S&PGlobal Ratings, “For nearly a de-
cade, U.S. coal production has been on the decline. Global efforts to stem
emissions of carbon dioxide from fossil fuels and the availability of
cheap alternative renewable energy sources will limit future growth of
coal production. In S&PGlobal Ratings’ opinion, reliance on coal-related
revenue and economic activity, absent diversification, may result in long-
term credit deterioration for some U.S. government entities. . . . Severance
tax volatility, eroding property tax assessments, and economic decline
are the major credit factors affecting coal-reliant regions” (2019, 1).

VI. Conclusions and Implications for Policy

Coal industry jobs in the United States have declined for decades due to
labor-saving automation. In recent years, coal demand and production
have begun to fall as well, owing primarily to lower-cost alternatives.
Economic modeling shows this decline will dramatically steepen under
a price on carbon or regulatory program. Although obstacles remain,
momentum for federal climate change policy is growing in the United
States and threatening the fiscal future of coal-reliant areas.
Several policy implications arise. First, diversifying a rural economy

that is deeply integrated with a particular industry is a difficult task,
but it is central to long-run sustainability—as is a more diverse revenue
base. Attracting new nonfossil business investment may bring new res-
idents and demands on public services. Unless the tax system includes
nonmineral revenue instruments like property and sales taxes, an inflow
of residents can be a net negative on district budgets. Some jurisdictions
may be able to attract new businesses by offering favorable business en-
vironments and by investing in local infrastructure that makes the area
a more desirable place to live. The town of Greenville, South Carolina,
is one example. Once the “textile center of the world,” a combination
of incentives and attractive amenities helped Greenville transform into
a popular destination for new businesses (Torres and Saraiva 2018).
Second, economic revitalization will require large investments and

thus significant external support for already struggling coal-dependent
communities and workers. A federal carbon tax could provide tens to
hundreds of billions of dollars per year in new federal government rev-
enues, a small fraction of which could be devoted to coal communities
and workers. For example, the US Congressional Budget Office esti-
mates that a greenhouse gas tax starting at $25 per ton of CO2 equivalent,
rising at 2% over inflation each year, could raise more than $1 trillion
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over 10 years.31 Polling suggests that American households would be
willing to spend carbon tax revenues on assisting displaced workers in
the coal industry by enough to compensate each miner nearly $146,000
(Kotchen, Turk, and Leiserowitz 2017). External support does not neces-
sarily need to be funded with carbon pricing. For example, in 2019 some
Democratic presidential candidates pledged generous support for dis-
placed fossil fuel workers, including wage supplements, health care,
housing, relocation assistance, and job training.
The question arises how and how much money should be spent to

best ameliorate the burdens in coal country. Relatively straightforward
options include temporarily backfilling lost state and local coal-related
revenue, supplementingminers’ pension and health benefits, replenish-
ing funds for black lung disease benefits, and paying to reclaim areas
mined by bankrupt companies. Other options, such as workforce and
community development and water quality remediation, may be im-
portant to a successful transition, but the optimal approaches may vary
widely across different locations. Health needs also vary locally. As dis-
cussed in Metcalf and Wang (2019), some coal-reliant areas are pum-
meled by opioid addiction. To the extent feasible, it could make sense
to bolster health benefits and economic development with additional
substance abuse assistance.
Further research is needed to elaborate these and other approaches as

well as to estimate appropriate funding levels. A brief review suggests
spending in some categories would range in the tens of billions of dol-
lars cumulatively over the coming decades—still quite small relative
to potential carbon pricing revenue. For example, the Black Lung Bene-
fits Act32 provides monthly payments and medical benefits to coal min-
ers disabled by lung disease from their job. Currently underfinanced by
an excise tax on coal, the Black Lung Liability Trust Fund’s cumulative
outstanding shortfall could exceed $15 billion by 2050 (US Government
Accountability Office 2018).
Mine reclamation is another potential line item that could also create

local jobs. By law, mine operators must restore the land (federal or pri-
vate) to a condition no worse than that supporting the uses the land
could support before mining. However, some firms have not appropri-
ately planned for their cleanup liabilities, both because they have insuf-
ficiently bonded and because some states have allowed them to “self-
bond,” that is to underwrite the reclamation guarantees with the assets
of the firm rather than through third-party contracts. According to the
US Department of the Interior, total unfunded costs for reclamation of
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about $10.7 billion could fall to states and tribes (Congressional Re-
search Service 2020). This number could grow substantially with more
coal mining bankruptcies.
Delays in reclamation can produce greater and longer-lasting eco-

logical damage. Ongoing drainage from coal mines can contaminate
drinking water and soil, causing long-term health damages, disrupting
aquatic organisms, and corroding infrastructure. If residents cannot
even drink their local water, attracting new investment could be nearly
impossible. About 28% of coal-rich Central Appalachian water streams
are impaired bymine drainage.33 InWest Virginia, the cost of correcting
acidic mine drainage-related problemswith currently available technol-
ogy is estimated at $5–$15 billion.34 Rapidly addressing water quality
can minimize damages and lower overall cleanup costs (Kefeni et al.
2017).
Some may argue that if states have to absorb underfunded cleanup

costs, it is the natural consequence of allowing industries to capture their
regulators, and federal taxpayers should not bail them out. However,
lifting the reclamation burden from coal states (perhaps with the pro-
viso of no further self-bonding) and otherwise ameliorating the dispro-
portionate burdens of climate policy on coal-reliant areas may be critical
elements of a deal that enables the adoption of federal climate policy.
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1. This paper draws heavily from Morris, Kaufman, and Doshi (2019).
2. As reported by the EIA Short-Term Energy Outlook: https://www.eia.gov/outlooks

/steo/report/index.php.
3. Details about the model can be found here: https://www.nera.com/practice-areas

/energy/newera-model.html#tab-1.
4. American Clean Energy and Security Act of 2009, H.R. 2454, 111th Congress (2009–

2010).
5. An analysis of state and local revenue sources and uses from oil and gas production

appears in Newell and Raimi (2018).
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6. A compendium of state severance tax policies for natural gas appears here: http://
www.ncsl.org/research/energy/taxing-natural-gas-production.aspx. Weber, Wang, and
Chomas (2016) also has an appendix that documents state severance tax policies.

7. The variation of severance tax policies by state appears here: http://www.ncsl.org
/research/energy/oil-and-gas-severance-taxes.aspx#severance.

8. “Natural Resources Revenue Data,” US Department of Interior, accessed June 2019,
https://revenuedata.doi.gov/.

9. Population estimate as of July 1, 2018. Demographics of Mercer County appear
here: https://www.census.gov/quickfacts/fact/table/mercercountynorthdakota,US
/PST045218.

10. As described by the West Virginia State Tax Department, p. 1: https://tax.wv.gov
/Documents/Reports/SeveranceTaxes.TaxData.FiscalYears.2015-2020.pdf.

11. Data for 2015 from the US Census Bureau, US Bureau of Labor Statistics, and US
Bureau of Economic Employment.

12. The total assessed valuation for Boone County for 2015 is $1.47 billion as per Boone
CountyGovernment (2015, 2). The total valuation for coal industrial andmineral property
is $840 million, as calculated from Kent (2016, 13–14). This implies that coal forms about
57% of total Boone County valuation. This is in line with the findings of O’Leary (2011, 6),
that coal forms about 60% of the total property tax revenue for Boone County.

13. Calculated by authors fromWest Virginia State Auditor (2016). Property taxes gen-
erate about $6.3 million of the county’s $12.5 million budget.

14. We calculated this by applying the schools total levy rate for class 3 and 4 property
(1.69%) from Boone County Government (2015, 1) to the assessed valuation of coal as de-
scribed in endnote 12 above.

15. We calculated this by applying the total levy rate for class 3 and 4 property (2.53%)
from Boone County Government (2015, 1) to the assessed valuation of coal as described in
endnote 12 above.

16. We calculated annual revenues by combining amounts derived from quarterly sev-
erance and reallocation tax distribution documents published by the West Virginia State
Treasurer: https://www.wvtreasury.com/Banking-Services/Revenue-Distributions
/CoalSeverance-Tax/Coal-Severance-Tax-Archive.

17. Data from the 2018 and 2012 Annual Coal Report published by the EIA.
18. Kent (2016) found that revenues from coal severance tax to West Virginia counties

declined from a total of $30.5 million in 2011 to $16.1 million in 2015. Boone County sev-
erance tax revenue declined from $5 million in 2011 to $1.6 million in 2015.

19. Relating to reducing the severance tax on thermal or steam coal. House Bill 3142.
Regular Session (2019).

20. North Central Appalachian Coal Severance Tax Rebate Act. House Bill 3144. Reg-
ular Session (2019).

21. Population estimate as of July 1, 2018. Demographics of Campbell County appear
here: https://www.census.gov/quickfacts/campbellcountywyoming.

22. Flowcharts of various revenue streams appear in the Wyoming Legislative Service
Office’s 2019 Budget Fiscal Data Book.

23. Data from US Bureau of Labor Statistics and USMine Safety and Health Administration.
24. The land on which the plant is located is still subject to property tax.
25. We also perform the analysis with data from only the top 20 most coal mining de-

pendent counties, which all have more than 10% of the labor force in coal mining. For the
regressions on total revenue, we find that the estimated coefficient on coal production is
statistically significant and a little larger for the full set of 27 counties (0.74) than it is for the
top 20 most coal-intensive counties (0.54). For county revenue, the estimated coefficients
are nearly the same.

26. https://www.eia.gov/energyexplained/coal/prices-and-outlook.php.
27. Servicemen’s Readjustment Act of 1944, 38 U.S.C. § 3701.
28. As found on the EMMA website operated by MSRB, as of April 2020.
29. West Virginia has issued infrastructure general obligation bonds secured in part by

severance tax collections. Entities, such as towns within Boone County, have issued
bonds; they tend to be much smaller than the bonds in table 1. A compendium appears
here: http://mbc.wv.gov/AnnualReports/AnnualReport2018.pdf.
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30. The Moody’s rating scale and definitions can be found at: https://www.moodys
.com/sites/products/productattachments/ap075378_1_1408_ki.pdf.

31. Detailed revenue estimates can be found here: https://www.cbo.gov/budget-options
/2018/54821.

32. Black Lung Benefits Act of 1972, 30 U.S.C. §901.
33. According to the West Virginia Department of Environmental Protection, Division of

Water and Waste Management: http://www.appalmad.org/wp-content/uploads/2010
/11/IR_Report_Only_EPA.pdf.

34. As estimated by the US Geological Survey: https://www.usgs.gov/special-topic
/water-science-school/science/mining-and-water-quality?qt-science_center_objects=0#qt
-science_center_objects.
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Executive Summary

This article considers the treatment of cobenefits in benefit-cost analysis of fed-
eral air quality regulations. Using a comprehensive data set on all major Clean
Air Act rules issued by the Environmental Protection Agency over the period
1997–2019, we show that (1) cobenefits make up a significant share of the mon-
etized benefits; (2) among the categories of cobenefits, those associated with re-
ductions in fine particulate matter are the most significant; and (3) cobenefits
have been pivotal to the quantified net benefit calculation in nearly half of cases.
Motivated by these trends, we develop a simple conceptual framework that illus-
trates a critical point: cobenefits are simply a semantic category of benefits that
should be included in benefit-cost analyses. We also address common concerns
about whether the inclusion of cobenefits is problematic because of alternative
regulatory approaches that may be more cost-effective and the possibility for
double counting.
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I. Introduction

Benefit-cost analysis (BCA) is a useful and widely employed tool for in-
forming and evaluating public policy decision making. Its primary objec-
tive is to assess whether a particular policy or policy proposal promotes
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economic efficiency compared with a baseline scenario. At the most gen-
eral and comprehensive level, BCA is a systematic aggregator of all antic-
ipated or realized impacts, positive and negative, to all relevant parties,
and at all relevant points in time. The benefit-cost criterion is simply a test
of whether the benefits exceed the costs: if the net benefits are positive,
then the policy promotes economic efficiency compared with the baseline
status quo.
The use of BCA by agencies of the US federal government has a long

bipartisan history. President Reagan established a requirement for reg-
ulatory actions such that “the potential benefits to society for the regula-
tion outweigh the potential costs to society” (EO 12291). As part of this
objective, the Reagan administration also required agencies to produce
a regulatory impact analysis (RIA)—in effect, a BCA in most cases—of
major rules.1 President Clinton continued the requirement for BCA but
modified the standard so that agencies “shall assess both the costs and
the benefits of the intended regulation and, recognizing that some costs
and benefits are difficult to quantify, propose or adopt a regulation only
upon a reasoned determination that the benefits of the intended regula-
tion justify its costs” (EO 12866). Every administration since has employed
this same approach to guide its review of federal regulations, including
most recently the Trump administration, which added new provisions
seeking to manage overall regulatory costs (EO 13771; OMB 2017).
BCA has played a particularly important role in support of federal

regulations aimed at protecting human health and environmental quality.
Those analyses applied to regulations focused on improving air quality
often yield the greatest quantified costs and benefits of all regulations
across government agencies. For example, in a review of all new federal
regulations during the 10-year period from FY 2007 to FY 2016, the Office
of Management and Budget (OMB 2019) finds that Environmental Pro-
tection Agency (EPA) rules account for 80%–84% of all monetized bene-
fits and 63%–71% of all monetized costs.2 Moreover, rules coming out of
the EPA’s Office of Air and Radiation in particular are found to have es-
pecially high net benefits.
The anticipated impacts of many federal policies are broad, with some

benefits and costs directly linked to the policy’s intended focus and other
benefits and costs arising only indirectly. Nevertheless, BCAs conducted
in line with best practices seek to count all significant benefits and costs,
whether they arise as a direct result of the policy’s intended objectives
or as a result of an ancillary change attributed to the policy. Historically,
BCAs conducted by the EPA have treated ancillary benefits and costs in
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ways consistent with economic theory and regulatory guidance—on an
equal footing with benefits more directly linked to the policy. Recently,
however, the EPA has made decisions and solicited feedback that indi-
cate a potential shift in—or at least questioning of—its treatment of an-
cillary benefits and costs, here referred to generally as “cobenefits” and
“cocosts.”3

It is within that context that the present article considers the treat-
ment of cobenefits in BCAs, with a particular focus on air quality regu-
lations, where the issues are front and center. Specifically, the article has
two primary objectives:

1. to provide a descriptive overview of the role cobenefits have played
in BCAs of federal air quality regulations, using detailed data from
all available RIAs, 1997–2019; and

2. to develop a simple theoretical framework to clarify how coben-
efits are simply another category of benefits that should be included
in BCAs and elucidate some of the unique challenges that arise for
measuring them well.

The next section provides background on cobenefits in the context of
energy and environmental policy and recent policy actions. Section III
describes our data collection, reports a range of descriptive statistics and
trends over time, and discusses a few specific cases to illustrate salient
issues. Section IV develops a theoretical framework that introduces ma-
jor concepts and definitions, and it explicitly addresses some concerns
raised about cobenefits. Section V concludes with a summary of our find-
ings and observations about the political economy of why cobenefits have
become increasingly important and a growing topic of concern.

II. Background and Recent Actions

A. Cobenefits and Cocosts

Cobenefits (or cocosts) arise when compliance with a regulation leads
to benefits (or costs) that are not directly tied to a regulation’s intended
target. Although we focus on air quality regulations, the notions of co-
benefits and cocosts are not unique to this setting. Consider, for example,
the Emergency Highway Energy Conservation Act of 1974, which estab-
lished a speed limit of 55 miles per hour. The purpose was to “conserve
fuel during periods of current and imminent fuel shortages,” and thus
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the direct benefits of the act included fuel savings. However, a cobenefit
of the act was reduced road fatalities (Friedman, Hedeker, and Richter
2009). Another example is the Americans with Disabilities Act, which
mandated that sidewalks have curb cuts to benefit individuals in wheel-
chairs, but the curb cuts also helped pedestrians pushing strollers, pulling
heavy carts, or wheeling luggage, and those are considered cobenefits
(Blackwell 2017).
There are many examples in the environmental economics literature

where cobenefits and cocosts have played a role. Sigman (1996) shows
that regulations of hazardous waste disposal lead to increases in air pol-
lution emissions. Kotchen et al. (2006) conduct an ex post BCA of a hy-
droelectric project’s effect on river flows, yet the analysis accounts for
the cobenefits of reduced emissions because of displaced electricity gen-
eration from fossil fuels. In another example, Hansman, Hjort, and León
(2018) show that a regulation designed to limit overfishing exacerbates
air pollution from fishmeal processing plants.
A growing literature also explores the local air pollution implica-

tions of policies targeting greenhouse gas (GHG) emissions and climate
change. Lutter and Shogren (2002) illustrate how regulating carbon di-
oxide (CO2) emissions under a cap-and-trade program improves local
air quality, primarily through reductions of particulate matter (PM).
Burtraw et al. (2003) show cobenefits of taxing CO2 emissions in the
form of reduced nitrous oxide (NOx) emissions and lower compliance
costs with other NOx and sulfur dioxide (SO2) regulations. More gener-
ally and recently, Karlsson, Alfredsson, and Westling (2020), reviewing
239 peer-reviewed studies that assess the cobenefits of climate mitiga-
tion policies, find that most studies focus on air pollution-related bene-
fits, where the cobenefits alone often outweigh compliance costs. Other
cobenefits that emerge from their review include enhancements to bio-
diversity, energy security, and water quality.
Overall, the range of studies in the academic literature recognizes that

the ancillary pollutant effects could either worsen or improve as a con-
sequence of regulating the targeted pollutant.Moreover, these examples
illustrate the appropriateness and importance of accounting for both
cobenefits and cocosts.

B. Regulatory Guidelines

Federal agencies have formally recognized the potential importance of
cobenefits and cocosts to their rulemakings. They have therefore developed
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guidance for systematically accounting for these indirect effects in eval-
uations of regulatory proposals. OMB, which is responsible for review-
ing major regulations before they are finalized, directs all agencies to
account for cobenefits and cocosts in its guidance for agency RIAs. It
states that when evaluating the benefits and costs of regulations, agen-
cies should “identify the expected undesirable side-effects and ancillary
benefits of the proposed regulatory action and the alternatives. These
should be added to the direct benefits and costs as appropriate” (OMB
2003, 2–3). This general guidance makes clear that the scope of regulatory
analysis extends beyond determining whether the regulation achieves
the statute’s primary goal. That is, cobenefits and cocosts should be in-
cluded in the analysis.
The EPA’s Guidelines for Preparing Economic Analyses, with specific pro-

visions for conducting BCAs, likewise calls for explicit accounting of
cobenefits and cocosts: “An economic analysis of regulatory or policy
options should present all identifiable costs and benefits that are incre-
mental to the regulation or policy under consideration. These should in-
clude directly intended effects and associated costs, as well as ancillary
(or co-) benefits and costs” (EPA 2014, 11–12).4

C. Cobenefits and the Clean Air Act

Air quality regulations have a long history of delivering multiple types
of social benefits, including cobenefits. Some of these were accounted
for in the design stages of the Clean Air Act (CAA); others were not fully
understood until after CAA regulations were introduced. Here we re-
view several examples.
To reduce air pollution from cars and light trucks, the EPA has often

regulated both vehicles and the fuels they use (Aldy 2018). This system-
based approach has delivered multiple emissions benefits. In 1973, the
EPA promulgated a regulation requiring gasoline stations to market un-
leaded gasoline (EPA 1973). This regulation was motivated by the fact
that lead in the fuel harmed catalytic converters, a new technology man-
dated by other CAA regulations intended to reduce tailpipe emissions
of carbon monoxide. The EPA subsequently established a National Am-
bient Air Quality Standard (NAAQS) for lead in 1976 (EPA 1976). Re-
moving lead from gasoline therefore delivered on two air quality objec-
tives in the 1970s and 1980s: reducing ambient concentrations of carbon
monoxide and of lead (Nichols 1997).
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The 1990 CAA Amendments authorized the first cap-and-trade pro-
gram for power plant SO2 emissions. The primary goal was to reduce
the risks posed by acid rain, including the acidification of forests and
waterbodies (Schmalensee and Stavins 2013). Most of the monetized ben-
efits, however, have resulted from reducing human exposure to fine PM
that contributes to premature mortality. In this case, the sizable health
benefits caused by the reduction in SO2—an important precursor to PM
formation—were not fully appreciated or anticipated at the time the reg-
ulation was implemented. Advances in epidemiology after the 1990 CAA
Amendments provided increasingly strong evidence on the public health
risk of fine PM.
Another prominent example is from 2015, when the EPA promul-

gated the Clean Power Plan to reduce CO2 emissions in the power sec-
tor (EPA 2015). Cobenefits played an important role in this rulemaking
because it was anticipated that, in the process of reducing CO2, power
plants would also significantly reduce SO2 and NOx, with subsequent
reductions in fine PM and ozone because of chemical precursor relation-
ships. As a result, the agency projected billions of dollars of monetized
benefits per year from mitigating climate change and billions of dollars
of monetized benefits per year from reductions in premature mortality
due to reduced exposure to ambient PM and ozone.
Sometimes Congress has specifically amended legislation to expand

the target objectives of existing rules, effectively converting cobenefits
into targeted benefits. This has happened when rules targeted at fossil
fuel consumption were expanded to mitigate climate change. For exam-
ple, the 1975 Energy Policy and Conservation Act created the corporate
average fuel economy standards and introduced fuel economy labels
for new vehicles in response to the 1973–74 oil shock. The goal was to re-
duce fuel consumption.5 The Energy Independence and Security Act of
2007added the goal of reducing GHG emissions, setting more ambitious
fuel efficiency standards and directing the Department of Transporta-
tion (DOT) to revise fuel economy labels to include information about
GHG emissions.6

A similar expansion occurred with respect to biofuels in transporta-
tion. The Energy Policy Act of 2005 created renewable fuel standards
with annual goals for biofuel consumption, with the goal of reducing
US oil consumption.7 The Energy Independence and Security Act of 2007
revised this program, recognizing GHG cobenefits by setting more am-
bitious biofuel volume goals and mandating multiple low-carbon bio-
fuel categories so that the policy could simultaneously reduce oil con-
sumption and CO2 emissions.8
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D. Recent Actions Related to the Inclusion of Cobenefits and Cocosts

Despite the important role that cobenefits (and cocosts) have played in
shaping outcomes under past CAA regulations, and the well-established
regulatory guidance about including them, the EPA has undertaken re-
cent actions with the potential to diminish the value of cobenefits or to
question their inclusion in economic analyses.
EPA Science Transparency Proposed Rule, 2018. The EPA (2018b) issued

the proposed rule in the name of improving transparency and replicabil-
ity of the science underlying its assessment of regulatory benefits and
costs. This proposal does not explicitly address cobenefits. Instead, it
raises obstacles to including monetized value of PM improvements that
form the basis for many of the cobenefits in recent EPA rulemakings.
In particular, the proposed rule would limit the EPA’s use of proprietary
or confidential health data of the type commonly used to evaluate the
consequences of PM exposure. In many cases, these studies are done with
the understanding that individual information will be kept confidential
and thus not made publicly available.
EPA Affordable Clean Energy Final Rule, 2019. The EPA (2019b) issued

the Affordable Clean Energy rule (ACE), a replacement for the 2015
Clean Power Plan, which set CO2 emissions standards for existing power
plants. In its summarization of the benefits and costs of ACE, the EPA
presented two tables. One followed the standard practice, reporting the
costs, climate benefits, ancillary health benefits, and overall net benefits.
The second summary table contained the same information but with the
ancillary benefits excluded. That exclusion runs contrary to OMB guid-
ance, EPA guidance, and standard practice. The presentation of results
in this way is significant because it substantially reduces the overall net
benefits and signals a shift within the EPA away from counting all ben-
efits on an equal footing.
EPA Increasing Consistency and Transparency in Considering Benefits

and Costs in the Clean Air Act Rulemaking Process Proposed Rule, 2020. The
EPA (2018a) solicited public feedback on the conduct of BCAs, includ-
ing the following: “What improvements would result from a general rule
that specifies how the Agency will factor the outcomes or key elements
of the benefit-cost analysis into future decision making? For example,
to what extent should EPA develop a general rule on how the Agency will
weigh the benefits from reductions in pollutants that were not directly regu-
lated (often called ‘co-benefits’ or ‘ancillary benefits’) . . . ?” (EPA 2018a,
27527, emphasis added). In 2020, the EPA (2020b) proposed a new rule
focused on BCAs of CAA regulations. Under the proposal, future
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EPA CAA regulations would include two summaries of the RIA: one
characterizing all benefits and costs, as has been standard practice,
and the other including only “a listing of the benefit categories arising
from the environmental improvement that is targeted by the relevant
statutory provision, or provisions[,] and would report the monetized
value to society of these benefits” (EPA 2020b, 35622).
EPA MATS Appropriate and Necessary Determination, 2020. The EPA

(2020c) finalized a new rule reversing its previous finding on the legal
basis of the Mercury and Air Toxics Standards (MATS), a regulation de-
signed to reduce the emissions of mercury and other hazardous air pol-
lutants (HAPs) from power plants. Whereas the EPA concluded in 2011
and 2016 that it was “appropriate and necessary” to regulate mercury
and other HAPs under authority of the CAA, it reversed this decision in
2020. The reversal rests entirely on omitting from consideration the co-
benefits of reducing fine PM, which accounted for the vast majority of
monetized benefits in the original 2011 RIA (Aldy et al. 2019, 2020). The
EPA’s new rationale is that only the target pollutant benefits should
count when making the legal determination.
EPA Oil and Natural Gas Sector: Emission Standards for New, Reconstructed,

and Modified Sources Review, 2019. The EPA’s new approach to the ancil-
lary impacts of regulation does not, however, appear to be consistently
applied across rulemakings. The proposed amendments to the New Source
Performance Standards (NSPS) for the oil and gas sector reflect an in-
consistent regulatory treatment of cobenefits. In the case of this proposed
rule, the EPA (2019a) argues that regulating volatile organic compounds
(VOCs) results in a cobenefit: lower methane emissions. As a result, the
agency’s proposal opts against setting methane-specific standards be-
cause they “are entirely redundant of the existing NSPS for VOCs” (EPA
2019a, 50254).
EPA/DOT Tailpipe CO2/Fuel Economy Final Rule, 2020. The EPA’s new

approach that discounts the ancillary effects of regulations is also not
represented in the revision to the EPA tailpipe CO2 emission standards
and National Highway Traffic Safety Administration (NHTSA) fuel
economy rules. Issued in 2020, this joint rule targets fuel economy and
GHG emissions from automobiles. But the EPA analysis accounted for
expected cobenefits and cocosts arising from changes in traffic fatalities
and traffic congestion (EPA and NHTSA 2020). These ancillary changes
were included in the calculations of the total net benefits of the rule, not
weighted differently from the primary objectives of the EPA’s authority
for the regulations under Title II of the CAA.
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Those recent EPA rulemakings trouble us, for two reasons. First, as
noted, they appear to be inconsistent. Sometimes cobenefits and cocosts
are excluded from BCA analyses or listed separately, as in the case of
ACE or MATS. But other recent rulemakings include cobenefits and
cocosts, as in the NSPS for oil and gas and the joint EPA-NHTSA fuel
economy rules. And second, treating cobenefits and cocosts differently
from targeted benefits and costs departs from standard EPA practice. To
document the extent of that departure, in the next section we review the
EPA’s treatment of cobenefits in its RIAs for major CAA rules since 1997.

III. Trends and Patterns across CAA RIAs

We now examine long-term trends and patterns in the role of cobenefits
in EPA analysis of CAA rules and regulations. We begin with an over-
view of our data collection and preparation, before turning to the results
of our analysis. The complete database that we created, along with ad-
ditional details to those described later, are available in the online sup-
plementary information to this article.9

A. Constructing the Sample

We focus on the category of major rules, because these consistently have
well-developed assessments of the economic impacts of the regulations
in question. We reviewed the OMB annual reports to Congress on the
benefits and costs of regulations to identify all major CAA rules issued
by the EPA over the period 1997–2019. We provide further details in the
appendix, along with full citations to all rules and RIAs compiled in our
data set. Over this 23-year period, the EPA issued 58 major regulations
identified in the OMB annual reports, and figure 1 shows the number of
rules issued in each year. In some cases, especially for rules promulgated
in the 1990s, the EPA conducted cost-effectiveness analysis rather than
a BCA. Thismeans that those RIAs focus on estimating the regulatory ex-
penditures per ton of emissions reduced, rather than on estimating the
monetized value of air quality benefits. After excluding these cases, we
compiledasampleof48airqualityrulesforwhichtheEPApublishedapro-
spective BCA that explicitly monetized at least some of the rule’s benefits
in its RIA.10

B. Distinguishing between “Targeted Benefits” and “Cobenefits”

To determine the “targeted benefits” of a rule and distinguish these from
the “cobenefits,” we reviewed the RIAs and the promulgated regulations.
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Fig. 1. Major Clean Air Act regulations promulgated by Environmental Protection Agency,
1997–2019. Annual counts were produced by the authors based on a review of Office of
Management and Budget reports to Congress.

Each EPA rule describes the relevant statutory authority or authorities
that motivate the regulatory action, which can often identify the pol-
lutant or pollutants targeted under the law. The rule and the RIA also
describe the specific emissions standards by pollutant, and the identi-
fication of each pollutant that must be monitored under the rule is one
way to identify those that are targeted. There are, however, a variety of
cases in which the targeted benefit is identified in the statutory author-
ity, yet the specific emission standards set in the rule apply to emission
precursors for that pollutant. An example is ozone as a targeted pollut-
ant, with emissions standards that apply to the precursors of NOx and
VOCs.

In some cases, the identification of the targeted benefits appears quite
straightforward. For example, during our sample period, the EPA issued
National Ambient Air Quality Standards for lead, ozone, PM2.5 (partic-
ulate matter less than 2.5 mm in diameter), and SO2. These regulations
set the maximum permissible ambient air quality concentrations for these
specific air pollutants—and thus the targeted benefits of the lead standard,
for example, are those benefits clearly associated with the reduction in
lead pollution.
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In other cases, the identification of the targeted benefits is more com-
plicated. To illustrate some of the challenges involved and to describe
our procedure, we walk through a particular example: the 1998 “NOx

SIP Call” rule (regulation identifier number [RIN] 2060-AH10).11 The rule
was motivated by the need to address the cross-state transport of ozone
pollution and the adverse public health consequences of high ambient
ozone concentrations (Napolitano et al. 2007). Indeed, it built on and
expanded the then-existing Ozone Transport Commission NOx trading
program for Mid-Atlantic and Northeast states (Linn 2008). To achieve
reductions in ozone, the rule focused on NOx, a precursor to atmospheric
ozone. The monetized benefits of the rule arise from reductions of ozone,
PM2.5, and water pollution through nitrogen deposition.
The question in this case is whether to treat the targeted pollutant as

ozone or NOx: the choice has important consequences for the categori-
zation of benefits. We treat ozone as the targeted pollutant because of
the rule’s clear intent and classify the benefits associated with fine PM
and water pollution—which result from the NOx emissions but are dis-
tinct from ozone pollution—as cobenefits.
More generally, we apply the following classification procedures for

identifying the monetized targeted benefits from the monetized co-
benefits. First, we review the rule as published in the Federal Register to
identify specific statutory authorizations. Second, we review the rule and
the RIA for information on specific pollutant emission standards. Third,
we review the rule and the RIA to assess how regulating a precursor
pollutant may connect to the targeted pollutant under the statutory au-
thority. Finally, we account for (but do not automatically follow) the
EPA’s specific description of some benefits as cobenefits.
Two further conventions that we employ are worth mentioning to

clarify how we made classifications. The first is that all benefits directly
associated with a targeted pollutant are considered targeted benefits.
For example, ozone benefits of the NOx SIP Call rule include those as-
sociated with ozone effects on worker productivity, commodity crop pro-
duction, and commercial forest production, all of which go beyond the
public health focus of the primary NAAQS. The second convention is that
when targeted pollutants are themselves precursors to other pollutants
for which reductions lead to monetized benefits, these “downstream”

benefits are considered cobenefits. This scenario is most commonwhen
the target pollutant is SO2, which is a precursor for fine PM and often
generates significant cobenefits.
Finally, we recognize that, for some rules, the classification proce-

dures we employ require a degree of subjectivity. We have nevertheless
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sought to define categories in ways that respond to emerging concerns
about the role of cobenefits in EPA RIAs. Although a central part of our
theoretical contribution later in the article is that such categorizations
should not matter in BCAs, having some empirical foundation on which
to anchor the discussion is important. We provide additional informa-
tion in our data appendix (https://doi.org/10.7910/DVN/J2HWDA), in-
cluding a link to our database so that other scholars, analysts, and stake-
holders can replicate, modify, and expand on this analysis.

C. Selecting Benefits and Costs Estimates

Few of the RIAs in our sample produce present values for the streams
of costs and benefits over time. Notable exceptions are the joint EPA-
NHTSA rules that address CO2 emissions and fuel efficiency in vehicles.
These RIAs produce annual streams of benefits and costs out to 2050.
As we will show later, EPA RIAs have consistently accounted for

all the targeted and ancillary benefits and costs of regulations. But on
other issues, RIAs have been considerably less consistent. The most
common practice is to generate a “snapshot” estimate for the annual
costs and benefits in a future year during “full implementation” of the
rule. In many but not all of these cases, the benefits are not discounted
to produce a present value in the year the regulation is promulgated.
They are the value of benefits and costs in some future year expressed
in some base year dollar equivalent. In a subset of these cases, the pre-
mature mortality benefits associated with PM—some of which occur
with a period of latency—are discounted back to the snapshot year at
either a 3% or a 7% discount rate. In addition, reducing CO2 emissions
and methane (CH4) emissions that occur in a snapshot year generate ben-
efits, which are spread out over hundreds of years, that are monetized
using the social cost of carbon (SCC) and social cost of methane based
on a 2.5%, 3%, or 5% discount rate.
Many RIAs also present ranges of estimates. Some may reflect differ-

ences in assumptions on the premature mortality dose-response func-
tions for ozone and PM. Some may reflect a range over multiple imple-
mentation and compliance scenarios, especially in those cases where states
have some discretion on how they implement the rule (e.g., the Regional
Haze Regulations, RIN 2060-AF32).
The preceding discussion means that it is challenging to construct a

consistent set of benefits and costs that enable true apples-to-apples com-
parisons across RIAs. In our analysis, we have nevertheless endeavored
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to create a data set that produces measures of benefits and costs that
are as comparable as possible, given the information published in the
RIAs. In general, we have opted for a full-implementation, snapshot-year
measure of benefits and costs based on a 7% discount rate, where dis-
counting is applied to the extent possible.12 The SCC and some compli-
ance cost calculations will be exceptions because of the differing rates
used in the underlying analysis. Our database includes upper- and lower-
bound estimates, but here we report results based on the average of the
two, unless otherwise indicated. All values are reported in 2019 dollars,
with conversions made using the standard gross domestic product (GDP)
deflator.13

In some RIAs, the costs represent the amortization of capital and op-
erating costs for complying with the regulation over a specified time
horizon. This approach is typically estimated with a 7% discount rate.
In other RIAs, the snapshot-year costs are simply the estimated compli-
ance costs for that year, and it is unclear the extent to which these snap-
shots account for initial investments in pollution control equipment. In
a few rules, the underlying model for estimating compliance uses dis-
count rates other than 3% or 7%. For example, the model runs used for
the NOx SIP Call rule are based on a 6% rate.14

D. Results of Analysis of EPA CAA RIAs

The EPA regulatory program consistently delivers the greatest mone-
tized benefits and imposes the largest costs of any federal regulatory
agency’s actions (e.g., OMB 2019). To provide context for an assess-
ment of cobenefits, figure 2 illustrates the net social benefits for the
CAA regulations in our database. The median rule has about $4.1 bil-
lion in net social benefits, based on the average of the lower and upper
bounds of benefits and costs for that regulation’s snapshot of a full-
implementation year. Every rule has positive net social benefits, with
five exceptions: (1) the 1997 NAAQS for ozone (RIN 2060-AE57), with
an estimated -$6 billion in net social benefits; (2) the 1997 medical waste
incinerator standards (RIN 2060-AC62), with an estimated -$125 million
in net social benefits; (3) the 2008 NAAQS for lead (RIN 2060-AN83),
with an estimated -$90 million net social benefits;15 (4) the 2005 mercury
power plant rule (RIN 2060-AJ65), with an estimated -$1 billion in net
social benefits; and (5) the 2016 NSPS for methane at oil and gas oper-
ations (RIN 2060-AS30), with an estimated -$200 million in net social
benefits.
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We find that cobenefits account for about 46% of the monetized ben-
efits on average across all RIAs. As figure 3 illustrates, this average masks
considerable heterogeneity among the rules. Some rules have no mone-
tized cobenefits, such as the 2013 fine PM NAAQS and the 2014 Tier 3
motor vehicle and emissions standards, which targeted both fine PM
and ozone. Other rules, especially several of those focused on HAPs,
have zero monetized benefits for the targeted pollutant. In these cases,
fine PM pollution reductions are the primary, if not exclusive, source for
monetized benefits. For the three joint EPA-NHTSA regulations target-
ing carbon dioxide emissions and fuel economy (RINs 2060-AP61, 2060-
AQ54, and 2060-AS16), we consider reduced fuel costs one of the target
benefits of the regulation, given NHTSA’s statutory authority. If, how-
ever, we were to consider reduced fuel costs a cobenefit from the stand-
point of the EPA under its CAA authority, then about $130 billion of
benefits over 2011–16 would shift and several of the black bars at the
bottom of figure 3 would fall substantially.
The monetized cobenefits in CAA RIAs are primarily a story about fine

PM. This has long been acknowledged by the EPA and OMB, the latter
in its annual reports to Congress on the benefits and costs of regulation

Fig. 2. Net social benefits of Clean Air Act regulatory impact analyses, 1997–2019. The
amounts are based on 1-year full-implementation snapshots of monetized benefits and
costs. In each panel, regulations are ordered chronologically. Panel A presents results
for all 48 regulations in our database, and panel B excludes 9 regulations with net social
benefits in excess of $50 billion to better illustrate impacts of rules with smaller net eco-
nomic effects.
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(e.g., EPA 1997; OMB 2005). In our assessment, the reductions in fine
PM identified as cobenefits represent 96% of all monetized cobenefits
over 1997–2019. The other categories are visibility (2%) and SO2, ozone,
CO2, and energy and electricity savings (less than 1% each).
We should also note that in several cases, the EPA estimated cocosts

because the regulation would increase emissions of a monetized pol-
lutant. For example, the lower bound of the SO2 cobenefits in the 1998

Fig. 3. Relative contribution of target pollutant benefits and cobenefits to total mone-
tized benefits. Regulations are listed by regulation identifier number (RIN) and ordered
chronologically from top to bottom spanning 1997–2019. The appendix lists each regulation
with its associated RIN.
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pulp and paper “cluster rule” are negative, and the 2010 HAPs stan-
dards for Portland cement plants include CO2 cocosts that result from
the increased electricity demand expected under facilities’ compliance
strategies.
Cobenefits and cocosts often play a pivotal role in determining the

sign of net social benefits among the monetized categories of costs and
benefits for many CAA regulations. For exactly 50% of the regulations
in our database, the monetized benefits from reductions in the targeted
pollutant exceed the monetized costs. That is, these rules would show
positive net benefits even without the inclusion of cobenefits. The flip
side is that half of the rules in our database would have negative net
social benefits if cobenefits were omitted from the analysis. In these
rules, the EPA also identifies but does not monetize a variety of addi-
tional categories of benefits. In the conclusion, we address why the agency
may stop counting monetized benefits under the CAA after it has dem-
onstrated positive net benefits.
Some categories of rules have targeted benefits that consistently out-

weigh monetized costs. For example, the 16 rules that explicitly target
fine PM each have positive net social benefits based on an exclusive
accounting of monetized benefits associated directly with the targeted
pollutant. The joint EPA-NHTSA rules addressing tailpipe CO2 emis-
sions and fuel economy always have positive net social benefits based
only on targeted benefits; this finding follows because of our account-
ing of fuel economy as a primary motivation of these rules and the siz-
able fuel savings benefits estimated by the agencies.
In contrast, regulations targeting HAPs—such as the National Emis-

sion Standards for Hazardous Air Pollutants—frequently have zero or
modest monetized benefits for the targeted pollutant. Most regulations
that focused on HAPs, 79% of those in our database, have monetized
target benefits less than the monetized costs. In these cases, the monetized
cobenefits derive from reductions in fine PM, and in some cases, the
regulation explicitly limits PM emissions as a proxy for the HAP. For ex-
ample, the HAP standard for combustion sources at various pulp mills
(RIN 2060-AI34) explicitly notes that the “rule promulgates PM emis-
sions limits as a surrogate for HAPmetals” (66 Federal Register 3184). Al-
though we classified the PM benefits in this case as cobenefits, these PM
emissions limits are explicitly prescribed by the rule. Another reason, at
least in the case of the MATS rule, is that the science for and means of
economic evaluation for mercury emissions have evolved only recently,
whereas the techniques for valuing the health consequences for fine PM
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are well established (Aldy et al. 2019). The value of monetizing addi-
tional benefits based on recent science in the context of RIAs for new air
regulations is a topic to which we return later in the article.
Cobenefits and cocosts have been an important part of EPA analysis

of its regulations for more than 2 decades. In nearly half the major rules,
monetized benefits would not exceed monetized costs without consider-
ation of cobenefits. The EPA’s approach was consistent over time, fol-
lowing OMB and EPA guidance set long ago. Despite that, as we de-
scribed in Section II, EPA rules in the past several years appear to be
departing from this long-standing practice. In part, that departure re-
sponds to legitimate-sounding questions about the merits of counting
untargeted benefits. In the next section, we look at the questions that have
arisen, then address them in a simple economic model.

IV. A Simple Theory of Cobenefits

The previous section demonstrates how the EPA has been considering
cobenefits in RIAs for decades. Have they been counted appropriately?
Although we do not answer this question on a case-by-case basis, this
section describes a simple theoretical framework to help make such de-
terminations. That is, we make the straightforward case for when co-
benefits should or should not be fully counted in any BCA. We also
address a few of the specific questions that have been raised about in-
cluding cobenefits: (1) If cobenefits are large, wouldn’t regulating them
directly be more efficient or cost-effective? (2) How do we count coben-
efits if the copollutant is already regulated? And (3) under what circum-
stances does the inclusion of cobenefits result in double counting?

A. Decision Criteria

We begin with a discussion about themetrics used to judge themerits of
alternative pollution policies. These are important because, as we will
show, some of the questions and concerns raised about cobenefits are
based on an appeal to different decision-making criteria. The first met-
ric, taught in every Economics 101 course, is efficiency. In this context,
efficiency requires that the marginal benefit from abating a unit of each
pollutant equal the marginal cost. Though often the focus of conceptual
discussions of pollution control policy, efficiency is rarely the metric by
which policies are judged in practice. Establishing efficiency is a high
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bar, as it requires identifying and monetizing the incremental benefits
and costs of regulating each pollutant.16

A second, less strict metric is cost-effectiveness, which is met when a
given policy goal is achieved at least cost. The policy goal might be de-
fined in terms of achieving an arbitrary regulated amount of pollution
reduction or in terms of the monetary social benefits of pollution. Either
way, cost-effectiveness is a weaker metric than efficiency. All efficient
policies are cost-effective, but cost-effective policies are not necessarily
efficient. Relative to efficiency, cost-effectiveness is easier to evaluate be-
cause it does not require knowing the incremental benefit of abating
pollution. OMB (2003) Circular A-4 recommends that cost-effectiveness
analysis, in addition to BCA, be used to support major rulemakings.
Finally, the criterion used implicitly by most federal agencies, and

the one informed by BCA, is positive net benefits—that is, do the bene-
fits of a policy exceed its costs? Having positive net benefits guarantees
neither efficiency nor cost-effectiveness. Although all efficient policies
have positive net benefits, policies with positive net benefits are not nec-
essarily efficient. Alternatively, policies can minimize the cost of achiev-
ing a policy goal while incurring negative net benefits, or they can have
positive net benefits but fail to minimize the costs of achieving a policy
goal. We focus on this criterion in our discussion later because agency
practice has emphasized this objective. The CAA does not provide an
efficiency objective in setting pollutant and emission standards, and the
cost-effectiveness objective is permissible under some but not all statu-
tory authorities under the CAA. Moreover, the typical practice of regu-
latory agencies under EO 12866 has been to demonstrate whether ben-
efits justify costs, which has typically been interpreted as a positive net
benefits standard.

B. The Setup

Consider two pollutants, a target pollutant, denoted pollutant 1, and a
copollutant, denoted pollutant 2. Pollutant 1 is the direct focus of a partic-
ular regulatory action, a policy, and pollutant 2 is secondary.17 Each pol-
lutant can be reduced through costly investments in abatement (e.g., fuel
switching, installing abatement equipment). Abatement functions map
investments in abatement into units of pollution reduction. Suppose there
are two abatement activities. Let xi denote investment in abatement ac-
tivity i = 1, 2. The quantity of each pollutant ultimately reduced or the level
of abatement, denoted a1 and a2, depends on investments in abatement

134 Aldy et al.



activities. To simplify the intuition (and the math), we denominate the
abatement activities x1 and x2 in units of pollution abated—the same units
as a1 and a2.
To capture the idea of cobenefits, we assume that abatement activ-

ity 1 is a more direct means of abating pollutant 1, but it has some spill-
over benefits in the form of reductions in pollutant 2. The reverse is true
for abatement activity 2: it is the most direct mechanism for abating
pollutant 2 but also abates pollutant 1. We write these abatement func-
tions as

a1 = x1 + g2x2 and a2 = x2 + g1x1, (1)

where the gs are each less than 1 and greater than 0. A 1-unit increase
in x1 yields 1 fewer unit of pollutant 1 as well as g2 fewer units of pol-
lutant 2. Similarly, when x2 increases by 1 unit, abatement of pollut-
ant 2 increases by 1 unit and abatement of pollutant 1 increases by g1

units.
Figure 4 depicts this basic setup. Investments x1 and x2 are repre-

sented on the two axes. Abatement and benefits are increasing to the
northeast, as are costs. An iso-cost curve C(x1, x2) shows all the combina-
tions of investments x1 and x2 that lead to the same cost, �C. Because we
denominate the investments in pollution abated, the marginal costs of
abating each pollutant using investments x1 and x2 are increasing. This
leads to a convex iso-cost curve, as depicted in figure 4.

C. Policies

Now consider a policy that mandates a particular amount of abatement
for the target pollutant a1 at some arbitrary level k1. In this case, suppose
that the regulator implements the target through a performance stan-
dard that permits discretion by regulated entities on the choice over pol-
lution control investment so long as they limit their emissions to or be-
low a specified emissions level or rate. Note that the target level of
abatement can be achieved entirely by investment in abatement activ-
ity 1 (x1 = k1), entirely by investment in abatement activity 2 (x2 = k1=g2),
or by some linear combination of the two. The constraint on abatement
of the target pollutant imposed by the policy is depicted as the straight
line in figure 4, corresponding to the equation k1 = x1 + g2x2.
The least costly way to comply with the regulation is represented

by the lowest iso-cost curve tangent to this line. Depending on the shape
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of the iso-cost function, that could be at the corner solution using only x1,
at the corner solutionusingonly x2, or as depicted in thefigure at an interior
solution using some of both. The least-cost combination (x1(k1), x2(k1)) is
by definition cost-effective.
In this example, compliance with regulation of the target pollutant in

the least costly way also results in some abatement of the second pollut-
ant. In particular,

a2 = x2(k1) + g1x1(k1): (2)

Equation (2) results from plugging the cost-minimizing values of x1
and x2 from figure 4 into the abatement function for a2 in equation (1).
The abatement a2 is a benefit of policy k1 that targets pollutant 1; it would
not have occurred absent the policy. The abatement of pollutant 2
arises from cost-effective compliance with the policy on pollutant 1 through
investments in both abatement activities, x1 and x2. Note that by equa-
tion (2), even with the corner solution at which x2(k1) = 0, there would
still be abatement of a2 as long as g1 is positive.18 Abatement of the
copollutant is a cobenefit only in the semantic sense that the regulatory
policy goal was to reduce pollutant 1.

Fig. 4. Cost-effective compliance using two activities (x1 and x2) with regulation on one
target pollutant (a1 ≥ k1).
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Any policy requiring a1 ≥ k1 that passes a BCA while ignoring those
cobenefits would also pass a BCA considering those cobenefits. Never-
theless, some policies that would fail a BCA ignoring cobenefits would
pass a BCA once cobenefits are considered. Moreover, in some cases,
cobenefits alone may be sufficient for a policy to pass a BCA. Of course,
as discussed earlier, passing a BCA does not mean that a policy is effi-
cient or even cost-effective. This raises one of the chief criticisms of count-
ing cobenefits—that if they are important, they should be regulated
directly.

D. Targeting Copollutants Directly

Concerns about cobenefits often focus on questions related to cost-
effectiveness. For example, when commenting on the MATS rule, Dud-
ley (2012)wrote, “If [PM2.5 co-benefits] are legitimate, certainly confront-
ing them directly would achieve PM2.5 reductions more cost-effectively
than going after them indirectly using statutory authority designed to
reduce toxic air pollutants” (173, emphasis added). Smith (2011) asserted
that “PM2.5-related benefits would be more certain and more cost-effectively
obtained through a different regulation altogether than an air toxics rule”
(14, emphasis added).
To address this cost-effectiveness critique, suppose that the regulator

considers an alternative policy approach: designing a performance stan-
dard to regulate pollutant 2 directly with the target of achieving at least
as much abatement as resulted indirectly from the policy targeting pol-
lutant 1 (Sec. IV.C). This approach would require a policy a2 that satisfies
a2 ≥ k2 = x2(k1) + g1x1(k1) as in equation (2). As earlier, this target level
of abatement for pollutant 2 can be met by any linear combination of
x1 and x2, depicted by the new line added to figure 5, which corresponds
to the equation k2 = x2 + g1x1.
Because the new policy rule is designed to meet the same level of re-

duction in pollutant 2 achieved by the original policy, it must go through
the original cost-minimizing point for compliance with k1. Note that one
way to comply with the new policy is to do exactly the same thing that
compliedwith the original policy. But the slope of the new k2 policy is less
steep than the slope of the original k1 policy because - g1 > -1=g2. As
shown in figure 5, the line representing the new policy necessarily passes
below portions of the iso-cost curve that is tangent to the original k1 line.
This means that a different, lower iso-cost curve, representing smaller
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investments in x1 and x2, could achieve the same level of abatement for
pollutant 2 at lower cost than �C.
But important, the cost savings do not come for free. The achievement—

abating pollutant 2 by an amount equal to the cobenefits from targeting
pollutant 1—occurs with an opportunity cost: reduced abatement of
pollutant 1. In figure 5, there are no points along the line k2 where both
the original pollutant 1 regulation is met (above k1) and costs are reduced
(below �C). Therefore, the argument against cobenefits (“Wouldn’t it be
better to target them directly?”) works only if we ignore the broader ben-
efits of abating the target pollutant. In this case of the policy targeting
pollutant 2, abatement of pollutant 1 arises as a cobenefit due to the same
connected abatement activities that resulted in reductions in pollutant 2
originally.
To put it bluntly, the efficiency argument against considering cobene-

fits holds in general only if we ignore cobenefits. Ultimately, however, it
is an empirical question as to whether taking a more cost-effective ap-
proach to targeting pollutant 2 results in greater net benefits relative to
a counterfactual of targeting pollutant 1. Regulatory decision making is
also critically important to a reliance on the cost-effectiveness rationale.
The assertion that it would be more cost-effective to regulate pollutant 2

Fig. 5. Cost savings that arise from directly targeting cobenefits but ignoring reductions
in originally targeted pollutant.
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can hold only if the regulator decides to adopt a regulation that targets
pollutant 2. As an illustration of how lack of follow-up can come up
short, the EPA (2020c) promulgated, on May 22, 2020, its final rule with-
drawing the “appropriate and necessary” determination of the MATS
rule (Sec. II.D) by excluding consideration of PM2.5 benefits. This final
rule could have teed up the agency to pursue a new regulatory approach
to target PM2.5 directly and possibly obtain the associated benefits more
cost-effectively. Instead, the EPA (2020d) issued a proposal against set-
ting a more stringent PM2.5 NAAQS at effectively the same time (April 30,
2020).

E. Preexisting Policies

We have focused so far on examples in which no preexisting policies
regulate either pollutant.With no preexisting policies, benefits are never
double counted. Nevertheless, another argument related to the treat-
ment of cobenefits in BCA relates to the potential for double counting
in the presence of preexisting policies. For example, Gray (2015, 32) ar-
gues that “whenever EPA counts PM2.5 or ozone reductions in its cost-
benefit analysis for other rules, it is double-counting reductions already
mandated.”
To examine this concern, we add a preexisting policy targeting pol-

lutant 2, such that abatement must be at least as large as �k2 = g1x1 + x2.
Figure 6 depicts this case. Note that the preexisting policy can be met
with any level of a2 ≥ �k2 and does not imply a specific level of abate-
ment, as in the previous section. Least-cost compliance with the preexist-
ing policy on a2 occurs at point A in the figure. The associated cost is
C(x1(�k2),   x2(�k2)).
In the presence of the preexisting policy on pollutant 2, consider a new

policy that will target pollutant 1. Will this lead to cobenefits or cocosts
associated with changes in the abatement of pollutant 2? The answer
turns out to depend on the stringency of the new policy, the technology
parameters (g1 and g2), and the cost functions. Figure 6 depicts several
possibilities.
The first case is trivial, and arises if the new policy, k01 in figure 6, is

nonbinding. In this example, compliance with the original policy �k2 al-
ready led to abatement of the first pollutant, a1, sufficient to complywith
the new regulation. There were, in a sense, reverse cobenefits generated
from reductions in a1 due to compliance with the preexisting �k2 pol-
icy, and these reductions were more than sufficient to meet compliance
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with the k01 policy. Polluters therefore need to make no changes, and cost
minimization remains at point A in the figure. The new policy k01 has no
benefits or costs.
The more interesting case arises if the new policy binds, as in k001 in fig-

ure 6. Here compliance with the new policymust increase costs, because
the original point A is insufficient to comply with the new policy target-
ing pollutant 1. In this case there are two possibilities: an interior solu-
tion and a corner solution. In the first, depicted as point B, polluters must
overcomply with the original policy �k2 to meet the new k001 policy. Com-
pared with point A, abatement of both pollutants is higher at point B,
so benefits are also higher. The increase in a1 generates the target pol-
lutant benefits from the new policy, and the new and additional increase
in a2 represents cobenefits.19

In the corner-solution case, represented by point C, there are no co-
benefits. Polluters exactly comply with both policies. They comply with
the original policy �k2 in a less cost-effective way, by increasing x1 and de-
creasing x2, but in doing so they comply with the new rule k001 . Emissions
of pollutant 2 simply remain at the level originally mandated under the
policy �k2, reflecting firms’ investment adjustments in the two abatement
activities. Without accounting for these adjustments, double counting

Fig. 6. Effect of preexisting policy on possibility, or lack thereof, of cobenefits.
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would be a concern. We return to the subject again later, but first we dis-
cuss the possibility for the relevant adjustments.

F. Regulatory Rebound

A more nuanced criticism of counting cobenefits on par with benefits
associated with the directly targeted pollutant relates to what Fowlie,
Rubin, and Wright (2020) call “regulatory rebound.” The argument is
that when a preexisting regulation limits the level of emissions of pollut-
ant 2, a new policy that indirectly generates reductions in pollutant 2
when it targets reductions in pollutant 1 can induce a regulatory re-
sponse that permits an increase in the level of pollutant 2 back to the
originally mandated level.20 In the previous discussion, this possibility
was unlikely, except in the corner-solution case, because we assumed
the two abatement activities generated reciprocal cobenefits; that is,
both g1 and g2 were assumed to be greater than 0. If cobenefits are not
reciprocal, then there are two additional possibilities to explore: g2 = 0
or g1 = 0: We start with the first.
Suppose g2 = 0 and 0 < g1 < 1 such that investments in abatement ac-

tivity 1 reduce emissions of pollutant 2 (in addition to pollutant 1) but
investments in abatement activity 2 reduce only emissions of pollutant 2.21

Also suppose there is a preexisting policy on pollutant 2 such that a2 ≥ �k2.
Because a2 = g1x1 + x2, the policy constraint is just a sloped line as before,
depicted in the left panel of figure 7. Cost-minimizing compliance with
the �k2 is depicted as (x1(�k2), x2(�k2)). If the regulator now adds a new policy
targeting pollutant 1 and denoted as k1, then the associated constraint
can be represented by a vertical line, as in the figure, because g2 = 0. The
new policy effectively mandates a minimum level of x1, investment in
abatement activity 1. Complying with the new k1 policy involves higher
costs, less x2 and more x1, but no additional abatement of pollutant 2
(i.e., a2 = �k2 as before). In this case, there are no cobenefits. Polluters merely
comply with the new policy k1 in a way that increases the cost of meeting
the preexisting policy k2, but that generates the same amount of reduction
in pollutant 2. Compliance costs from the new policy k1 are represented
in the graph by the difference between the two cost curves, and the new
policy’s benefits arise from the increase in a1. This is 100% regulatory re-
bound and is a special case of the corner solution depicted as point C in
figure 6, which occurs if the new policy k1 is sufficiently low. If instead
the new policy constraint were to the right of the horizontal intercept of
�k2, there would be cobenefits.
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For completeness, examine the alternative scenario with no cobenefits
from the target pollutant to the previously regulated pollutant (g1 = 0),
but reverse cobenefits from the previously regulated pollutant to the
target pollutant (0 < g2 < 1). This case is depicted in the right-hand panel
of figure 7. Here, the preexisting policy �k2 is represented as a horizontal
line; because g1 = 0, the preexisting policy targeting pollutant 2 effec-
tively mandates a minimum level of x2. Complying with the preexist-
ing policy involves a corner solution, where x1 = 0: When the new pol-
icy targeting abatement of pollutant 2 is added such that a1 ≥ k1, then
cost-minimizing compliance involves increasing x1 but not necessarily
increasing x2. First consider point C, which depicts one possibility—cost-
minimizing compliance with no increase in x2 or a2. This is another spe-
cial case of the corner solution depicted as point C in figure 6 (Sec. IV.E).
Now consider point B, which represents the cost-minimizing com-

pliance outcome at the tangency between the dashed iso-cost curve and
the new policy k1 (above the �k2 constraint). In this case, the new policy k1
yields overcompliance with the preexisting policy �k2, and therefore co-
benefits, as in the interior solution depicted as point B in figure 6. Indeed,
figure 7 contains nothing more than two exaggerated examples of what
happens in figure 6. In figure 7, as in all the figures, the k1 policy line is
steeper than the �k2 policy line, by the assumption that 0 < g1, g2 < 1.
In sum, when we add a policy targeting pollutant 1 in the presence of

a preexisting policy that targets pollutant 2, there are three possible out-
comes. The new policy is (1) moot, and there are no benefits or cobene-
fits (point A in fig. 6); (2) a corner solution with no cobenefits (point C

Fig. 7. Special cases with preexisting policies. Case 1 is 100% regulatory rebound with
increased costs and no cobenefits; case 2 is increased costs and either cobenefits (point B)
or 100% regulatory rebound and no cobenefits.
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in fig. 6); or (3) an interior solution with cobenefits (point B in fig. 6). Ex-
panding the analysis in figure 6 by considering extreme values for the
cobenefits, as done in figure 7, such that the k1 line is completely hor-
izontal or the �k2 line vertical, makes no difference. We still get one of the
three possible outcomes.

G. Double Counting

Returning now to the question: Does considering cobenefits amount
to double counting? In some cases, the concern is that the EPA does
not follow its own guidelines, which stipulate that baselines for RIAs
must assume full compliance with all previously enacted rules, even
if those rules have not yet been implemented or complied with (EPA
2014). In other cases, however, critics seem to presume that any consid-
eration of cobenefits would represent double counting.
Our analysis addresses both concerns. Any analysis that ignores a

previous policy and assumes that all reductions in pollution stem from
compliance with a new policy will double count benefits already counted
in a BCA for the original policy. That is why we consider cobenefits to
be 0 at points A and C in figure 6, in case 1 in figure 7, and in the corner
solution of case 2 in figure 7. In some of these cases, an important mech-
anism to recognize is the regulatory rebound. Even if the new policy ini-
tially reduces a copollutant, adjustments in compliance to a preexisting
policy may be such that actual copollutant levels do not change after
those adjustments take place. But if the original benefits were already
counted, double counting would result.
At the same time, cobenefits represent true benefits when they result

in overcompliance with the original rule, as in point B in figure 6 or the
dashed interior solution in case 2 in figure 7. Not considering those co-
benefits would represent undercounting, not double counting.

V. Discussion and Conclusion

This article considers the treatment of cobenefits in BCAs, with a par-
ticular focus on federal air quality regulations, for which questions and
concerns about the role of cobenefits have been gaining momentum. Us-
ing a comprehensive data set on all major CAA rules issued by the EPA
over the period 1997–2019, we show several trends and patterns. First,
cobenefits make up a significant share of the monetized benefits in EPA
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RIAs over this period. Second, among the categories of cobenefits, those
associated with reductions in adverse health effects due to fine PM are
the most significant. Third, the inclusion of cobenefits has been critical
in the majority of RIAs for making the determination in prospective anal-
yses that the monetized benefits of the rule exceed the costs.
Are these findings cause for concern? We find that, in general and

from a welfare economics perspective, the answer is no. We develop a
simple conceptual framework to illustrate a critical point: cobenefits are
simply a semantic category of benefits that should be included in BCAs
to make an appropriate determination about whether a given policy pro-
motes economic efficiency compared with a baseline status quo. Indeed,
this finding is not novel and is covered in standard textbook treatments
of best practice for BCAs (e.g., Boardman et al. 2018).22

More novel is our consideration of specific questions and concerns
about cobenefits that have been raised in the context of CAA rules. First,
if cobenefits are large, wouldn’t regulating them directly be more effi-
cient or cost-effective? Although a regulator could deliver a given level
of cobenefits more cost-effectively by targeting the copollutant directly,
such a direct policy is not necessarily a more efficient alternative. In fact,
we show that this line of argument against considering cobenefits de-
pends on a tautology, whereby it holds generally only if one starts with
the proposition that we should ignore cobenefits. The argument also
relies on the questionable starting point that a proposed regulation for
one pollutant can be replaced by one for another. Though possible in
theory, the idea does not square with the required statutory basis for
most CAA regulations.
The second question relates to how we should count cobenefits if the

copollutant is already subject to a preexisting regulation. In this case,
we show how care needs be taken to measure only those benefits that
are the incremental consequence of the policy under consideration. But
these challenges are the same as those that arise more generally when
regulators are identifying the most appropriate baseline for analysis, and
they are not unique to the estimation of cobenefits. In doing so, how-
ever, particular attention should be given to the potential for regulatory
rebound—that is, the policy under consideration may shift behaviors
related to compliance with another policy that targets the copollutant.
Taking account of these effects will avoid the possibility for double
counting.
By carefully accounting for the cobenefits (and cocosts) of a proposed

regulatory action, the EPA can better understand the impacts of the
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envisioned rule on society and, in theory, use this information to craft a
better regulation. Exploiting the full information from a BCA could en-
able more efficient regulatory design. It may also highlight the potential
for greater benefits by targeting both pollutants through regulation. In-
deed, there are cases—such as the 1998 pulp and paper cluster rule (RIN
2040-AB53) and the more recent joint EPA-NHTSA tailpipe CO2/fuel
economy standards (RINs 2060-AP61, 2060-AQ54, and 2060-AS16)—where
the agencies implemented multiple statutory authorities to realize multi-
ple types of societal benefits.23

We conclude with some observations about the political economy un-
derlying why it appears that cobenefits are an increasing topic of debate,
notwithstanding how the questions are relatively “settled science” from
the perspective of how to conduct BCAs. First, it is important to recog-
nize that in practice, BCAs rarely (if ever) quantify and monetize all the
expected benefits and costs of an action. Even as the science and meth-
ods of valuation continue to advance, many categories of benefits remain
exceedingly difficult or impossible to estimate. Estimating more catego-
ries of benefits also takes time and resources, which are often scarce. It
is nevertheless sufficient to show that a subset of the benefits, which may
arise entirely from cobenefits, are greater than the costs to conclude that
a regulation has positive net benefits. This aim in itself can explain why
cobenefits are important to BCA of CAA regulations. Research and the
development of best practices tend to focus on the impacts that have
the greatest value, and the health benefits of reducing fine PM appear
to be dramatically larger than the health impacts of cutting other air pol-
lutants. Because the CAA does not require—and in some cases explicitly
prohibits consideration of—BCA to inform the setting of air quality stan-
dards and regulations, the value of the information in an RIA lies in its
communication to the public, stakeholders, andCongress. Formany con-
sumers of this information, once the EPA has demonstrated that the
monetized benefits exceed the monetized costs, the value of incremental
information on other benefits becomes quite low.
Second, the distinction between the quantified,monetized benefits and

the true total benefits means that there are two possible interpretations
of our findings. It could be that cobenefits truly make up a large part of
the actual total social benefits. Alternatively, it could be that cobenefits
just happen to be easier for the EPA to monetize, and so make up a large
share of the quantified, monetized benefits reported in RIAs.
Finally, let us observe a fundamental tension in the implementation of

federal regulatory policy as it pertains to the CAA. As noted earlier, for
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4 decades the White House has directed regulatory agencies to adopt
rules whose benefits justify or exceed the costs and to pursue, where fea-
sible, regulatory options that maximize net social benefits. Since 2017,
however, the Trump administration has focused on the costs of regula-
tions, both through a “regulatory budget” that effectively places limits
on the incremental costs new rules can impose on society (regardless of
net social benefits) and in its deregulation agenda (CEA 2019). With virtu-
ally every CAA regulation since 1997 estimated to deliver monetized ben-
efits in excess of monetized costs (see fig. 2), the removal of any of these
rules through deregulatory actions would impose social costs in excess
of the benefits.24 Casting doubt on the applicability or validity of the ben-
efits from reducing fine PM by questioning the appropriateness of in-
cluding cobenefits could enable a regulator to pursue actions that reduce
regulatory costs without appearing to impose net social costs. But for rea-
sons we have discussed, this conclusion would be wrong.
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Endnotes

Author email addresses: Aldy (joseph_aldy@hks.harvard.edu), Kotchen (matthew.
kotchen@yale.edu). This articlewas prepared for inclusion in the Environmental andEnergy
Policy and the Economy conference and publication, sponsored by the National Bureau of
Economic Research (NBER). We are grateful to Sofia Caycedo and Tim Bialecki for valuable
research assistancewhile students at Yale.We thank participants at theNBEREnvironmental
and Energy Policy and the Economy conference, Sally Atwater, and Bill Hogan for construc-
tive feedback on an earlier draft. The authors gratefully acknowledge financial support from
the NBER and the External Environmental Economics Advisory Committee. For acknowl-
edgments, sources of research support, and disclosure of the authors’material financial rela-
tionships, if any, please see https://www.nber.org/books-and-chapters/environmental
-and-energy-policy-and-economy-volume-2/co-benefits-and-regulatory-impact-analysis
-theory-and-evidence-federal-air-quality-regulations.

1. Amajor rule is one that has an impact of $100million ormore in at least 1 year. Only a
small fraction of final rules are considered major. For example, according to OMB (2019),
only 609 of 36,255 final rules published in the Federal Register from FY 2007 to FY 2016, or
1.7%, meet the criterion for major designation.

2. The calculation includes four rules jointly promulgated by the EPA and the Depart-
ment of Transportation (DOT; OMB 2019, table 1-1).

3. We use the term cobenefits throughout the article, though other terms are frequently
used as well in the literature and government analyses in reference to the same concept.
Impacts may be characterized as “secondary,” “indirect,” and “ancillary,” among others.
When referring to cobenefits, we also assume implicitly the possibility for negative bene-
fits—that is, cocosts.

4. In spring 2020, the EPA drafted revisions to its economic guidelines and commis-
sioned their review by a panel convened by the agency’s Science Advisory Board (EPA
2020a). The topic of cobenefits (ancillary impacts) and its treatment in the economic guide-
lines elicited substantial public comment (in writing and during oral remarks in the public
comments of the panel meetings) and feedback from panel members. Two coauthors of
this article, Aldy and Levinson, are members of that review panel.

5. Refer to Section 2 of the Energy Policy and Conservation Act, Public Law 94-163, De-
cember 22, 1975, https://www.govinfo.gov/content/pkg/STATUTE-89/pdf/STATUTE
-89-Pg871.pdf.

6. Refer to Sections 102 and 105 of the Energy Independence and Security Act of 2007,
Public Law 110-140, December 19, 2007. https://www.govinfo.gov/content/pkg/PLAW
-110publ140/pdf/PLAW-110publ140.pdf.

7. Refer to Section 1501 of the Energy Policy Act of 2005, Public Law 109-58, August 8,
2005. https://www.congress.gov/109/plaws/publ58/PLAW-109publ58.pdf.

8. Refer to Section 202 of the Energy Independence and Security Act of 2007.
9. The database and documentation can be accessed at https://doi.org/10.7910/DVN

/J2HWDA.
10. Although the RIAs for some rules mention nonmonetized benefits, given the nature

of our analysis, we necessarily restrict attention to monetized benefits and costs.
11. We use regulation identifier numbers to identify each regulation we describe in the

text. The appendix table lists all regulationswith their RINs, publication dates, and Federal
Register cites that we have compiled for this analysis.

12. We note that the choice of discount rate is less of a concern for this analysis because
of the way that benefits and costs are reported for a given snapshot year. There are two
categories of exceptions. First, some RIAs present latent fine PM premature mortality
risks. These RIAs estimate the present value of these risks over 5 years from the snapshot
year. Second, joint EPA-NHTSA regulations addressing fuel economy provide the present
value of the benefits from vehicles regulated in the snapshot year.

13. We accessed the GDP Implicit Price Deflator annual series from the St. Louis Federal
Reserve Economic Data website on May 11, 2020, https://fred.stlouisfed.org/series/A191RI1
Q225SBEA.

14. Refer to table 4-1 in EPA (1998).
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15. In the lead NAAQS RIA, the lower-bound benefits exceed the lower-bound costs
estimated with a 7% discount rate. Under a 3% discount rate, the lower and upper bounds
of the monetized benefits exceed their corresponding scenario’s costs.

16. We recognize other potential decision criteria, such as distributional equity, employ-
ment, or export promotion. Indeed, some are mentioned explicitly in the executive orders
mandating RIAs, andmost RIAs include chapters analyzing these other economic outcomes.
Our focus here, though, is on whether cobenefits belong in calculations of net benefits.

17. That is, the numbering indicates a pollutant’s relative centrality to the particular
regulation’s intended goal, not necessarily to the timing of regulation. Later in this section,
we consider the important case of when copollutant 2 has already been regulated and the
EPA is analyzing the net benefits of regulating target pollutant 1.

18. Note that a technology standard—for example, setting x1 = k1—in lieu of a perfor-
mance standard would also yield cobenefits in this case.

19. This assumes the benefits can be added together—that is, they are additively sepa-
rable, which is an implicit assumption typical of EPA regulatory analyses.

20. Fullerton and Karney (2018) evaluate such cobenefit rebounds in a general equilib-
rium model in which the regulator chooses between tax and cap-and-trade instruments
for two pollutants. Also note that this is similar to the overlapping policies problem,where
one policy instrument sets a quantitative emissions limit, as described in Levinson (2011)
and Goulder and Stavins (2011).

21. For example, consider the relationship between SO2 (pollutant 1) and CO2 (pollut-
ant 2). Reducing SO2 emissions at a coal-fired power plant with a scrubber would yield no
CO2 reductions (g2 = 0), and technically it could result in a modest increase in CO2 emis-
sions due to the energy penalty associatedwith operating a scrubber. In contrast, reducing
CO2 emissions by dispatching a natural gas power plant in lieu of the coal-fired power plant
would reduce both CO2 and SO2 emissions.

22. This finding is common beyond economics. Refer to Castle and Revesz (2019) for a
discussion of how federal courts have typically ruled in favor of consideration of ancillary
impacts of regulations.

23. Thanks toDon Fullerton andAlMcGartland for helpful suggestions on these topics.
24. Refer to Evans et al. (2021) for further discussion of this issue.
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Executive Summary

Policies aimed at reducing the harmful effects of air pollution exposure typically
focus on areas with high levels of pollution. However, if a population’s vulner-
ability to air pollution is imperfectly correlated with current pollution levels,
then this approach to air quality regulation may not efficiently target pollution
reduction efforts. We examine the geographic and socioeconomic determinants
of vulnerability to dying from acute exposure to fine particulate matter (PM2.5)
pollution. We find that there is substantial local and regional variability in the
share of individuals who are vulnerable to pollution both at the county and
ZIP code levels. Vulnerability tends to be negatively related to health and socio-
economic status. Surprisingly, we find that vulnerability is also negatively related
to an area’s average PM2.5 pollution level, suggesting that basing air quality regu-
lation only on current pollution levelsmay fail to effectively target regionswith the
most to gain by reducing exposure.

JEL Codes: I14, Q53, Q56

Keywords: air pollution, vulnerability, geographic heterogeneity, pollution
regulation

I. Introduction

Recent research has found that acute pollution exposure is harmful to
health even in areas where ambient pollution levels are generally low,
such as in theUnited States (e.g.,Ward 2015; Knittel,Miller, and Sanders
2016; Schlenker and Walker 2016; Deryugina et al. 2019). This research
suggests that theremay be substantial social benefits to further reductions
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in US air pollution. However, additional emissions reductionsmay require
increasingly costly measures, making it crucial to understand where such
reductions would be most beneficial.
The benefits of air quality regulation in a regiondependonmany factors,

including the amount by which air pollution is reduced, the vulnerability
of the local population to air pollution, local population density, and, if the
pollution-damage function is nonlinear, the initial level of pollution. Tra-
ditional approaches to air quality regulation have targeted regions that
have high levels of pollution. For example, the Clean Air Act requires
“nonattainment” areas that fail tomeet air quality standards to take action
to reduce pollution and to achieve attainment status as soon as possible,
whereas areas that meet the standards do not need to take additional ac-
tions to further improve air quality.However, if pollution levels are imper-
fectly or negatively correlated with population vulnerability and density,
areas with high pollution levels may not be the most cost-effective places
to target for pollution reduction.
We investigate factors that predict elderly vulnerability to fine par-

ticulate matter (PM2.5) and measure how well they correlate with local
PM2.5 levels. By improving our understanding of the geographic and so-
cioeconomic characteristics that matter for vulnerability, our results can
help policy makers identify the most promising targets for air pollution
reduction or for compliance and enforcement efforts.
Deryugina et al. (2019) show that there is substantial heterogeneity in

vulnerability to acute PM2.5 exposure in the US elderly population. Al-
though acute pollution exposure increases mortality among the elderly
overall, a machine-learning-based analysis involving extensive individ-
ual and local characteristics estimates that acute PM2.5 exposure increases
the probability of death for only about 25% of Medicare beneficiaries.
In this paper, we extend Deryugina et al.’s (2019) analysis to identify

the geographic and socioeconomic correlates of such vulnerability and
investigate the extent to which factors correlated with vulnerability
are related to local pollution levels. If, for example, poor areas tend to
attract pollution sources, such as factories and traffic, and poor people
tend to be in worse health, then targeting pollution regulation at high-
pollution areas may be an effective way of protecting individuals who
are at the highest risk of pollution-related illness or death.However, if vul-
nerable populations do not tend to locate in high-pollution areas, then cur-
rent pollution policymay be poorly targeted. As a result, existing pollution
reduction efforts could be adapted to achieve greater increases in health,
or similar increases in health could be achieved at lower resource costs.
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Although the methods used in the Deryugina et al. (2019) vulnerability
prediction are computationally complex, the basic idea is straightforward.
Following this approach, we generate twomortality predictions for each
elderly individual who was enrolled in Medicare in 2013. The first cap-
tures their likelihood of dying based on the experiences of similar people
on days when they are exposed to high pollution, whereas the second
predicts the likelihood of death based on the experiences of similar peo-
ple on days when they are not exposed to high pollution. The average
difference in the two predictions, which we refer to as the person’s vul-
nerability index, represents the increased likelihood of the person dying
on a day due to elevated acute PM2.5 exposure.
After identifying those who are most and least vulnerable to death

from pollution exposure, we compare the prevalence of various charac-
teristics of individuals who are predicted to be highly vulnerable to PM2.5

to individuals who are predicted to have low vulnerability to PM2.5. Im-
portantly, we base our predictions on a large set of individual-level mea-
sures fromMedicare data and ZIP-code-level socioeconomic factors from
the US Census and related data sets. These rich data allow us to construct
accurate and precise measures of vulnerability.
We find that the individuals identified in our data as most vulnerable

to pollution are less healthy than the least vulnerable on a variety of mea-
sures, including the presence of chronic conditions such as Alzheimer’s
disease or relateddementia, chronic obstructivepulmonarydisease (COPD),
lung cancer, chronic kidney disease, and congestive heart failure, as well
asmeasures of health-care use and spending.Geographically,wefind that
areas with high proportions of vulnerable individuals tend to form an L-
shaped pattern, extending south from the Dakotas to Texas and then east
along the Gulf Coast states. Areas with high proportions of vulnerable in-
dividuals are poorer, are less urban, have a higher prevalence of obesity
and smokinganda lowerprevalenceof exercise, havehigher overall elderly
mortality rates, and have hotter climates, as measured by the annual num-
ber of cooling-degree days.
We also find significant heterogeneity at the county level within states

and also at the ZIP code level within counties. Average vulnerability and
average PM2.5 levels are negatively related even though average PM2.5 lev-
els are positively related to the prevalence of an array of adverse health
conditions. Finally, the total number of vulnerable individuals in a county
is positively but imperfectly correlated with average PM2.5 levels.
Overall, these results cast doubt on the presumption that a region’s

baseline pollution level is sufficient to target pollution reduction

Geographic and Socioeconomic Heterogeneity of Reducing Air Pollution 159



efforts—whether through regulation or direct expenditure—on those
individuals and communities who will benefit the most. In particular,
regulations such as the Clean Air Act, which impose penalties on
high-pollution areas but do not require reductions in average pollution
or mitigation of pollution spikes in low-pollution areas, may fail to di-
rect resources to their highest-benefit uses. Further, the substantial
within-county heterogeneity in vulnerability that we identify suggests
broad, geographically defined approaches are also likely to be impre-
cisely targeted and that additional attention should be paid to policies
that account for local population socioeconomic characteristics such as
income, education, and health; local amenities such as hospital quality
and capacity; and local environmental characteristics.
Whereas Deryugina et al. (2019) focused only on individuals living in

counties with pollution monitors (902 counties in total), the sample we
use in this paper includes beneficiaries who reside in any county in the
conterminous United States (3,101 counties in total), whether or not the
county has a pollution monitor. Adding these new beneficiaries allows
us to greatly expand our inquiry into geographic heterogeneity, as more
than two-thirds of US counties lack pollution monitors.
Our study is not without limitations. Most importantly, our analysis

focuses on the elderly, a large vulnerable population likely to benefit
from reductions in air pollution, and excludes working-age adults and
children. Prior studies have documented significant effects of air pollu-
tion on infant mortality, even in developed countries (Chay and Green-
stone 2003; Knittel et al. 2016). Although the elderly represent a large
and important fraction of the US population, we emphasize that our re-
sults are not readily applied to younger age groups.
The rest of the paper is organized as follows. Section II provides a brief

background on PM2.5 and describes the data we use. Section III summa-
rizes our analytical approach. Section IV presents the results, and Sec-
tion V concludes.

II. Background and Data

PM2.5 is amixture of various particles with diameters of less than 2.5 mm,
including nitrates, sulfates, ammonium, and carbon (e.g., Kundu and
Stone 2014). Manmade PM2.5 comes from power plant and car emissions
and can be carried for hundreds of miles away fromwhere it is emitted.
In many parts of the country, particularly the East, regional, rather than
local, emissions make up a significant share of local particulate matter
(EPA 2004). The extent of pollution transport depends on a host of
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factors, includingwind direction and speed, precipitation, and chemical
reactions with other airborne molecules.
Many studies have examined the effect of air pollution on various

health outcomes, including mortality. Much of the scientific literature
focuses on the health effects of PM2.5 because fine particulate matter
can penetrate lung tissue and get into the bloodstream. Numerous epi-
demiological studies have documented a positive correlation between
short-term exposure to particulatematter andmortality, especially from
cardiovascular and respiratory disease (e.g., Samet et al. 2000; Pope and
Dockery 2006; EPA 2011). However, quasi-experimental methodology
such as the onewe utilize has been argued to bemuchmore reliable than
associational studies (Dominici, Greenstone, and Sunstein 2014).
Our health and health-care use data come fromMedicare administra-

tive files. To inform our vulnerability index, we use the sample of all el-
derly beneficiaries aged 65 through 100 enrolled inMedicare in 2001–13.
We then focus our analysis on a single cohort: those aged 65–100 who
were enrolled in Medicare in 2013. This sample comprises more than
97% of elderly US residents that year.1 Medicare enrollment files pro-
vide verified date of death, age, sex, and county of residence. The Medi-
care Provider Analysis and Review (MedPAR) file provides data on
health-care use and cost for individuals enrolled in traditional fee-for-
service Medicare. Detailed data on health-care use are not available
for individuals enrolled in Medicare Advantage managed care plans.2

The MedPAR file, derived from Medicare Part A (facility) claims, pro-
vides information on each inpatient stay in a hospital or skilled nursing
facility. The MedPAR data include information on the date of admis-
sion, length of stay, and total monetary cost of the stay.3

Spending on inpatient stays accounted for about 70% of all Medicare
Part A costs and about 43% of all Medicare spending (including Parts A,
B, and D) on elderly fee-for-service beneficiaries during 1999–2013, the
years on which our machine-learning model is trained. We complement
this data set with data on outpatient emergency room (ER) visits that do
not result in admission to the hospital from Medicare outpatient claims
files, although we do not observe the cost of these visits. Because our
unit of analysis is the county-day, we aggregate theMedicare data using
patients’ county of residence and the admission date (for inpatient stays)
or the date of service (for outpatient ER visits).
The chronic conditions segment of the Master Beneficiary Summary

File provides individual-level indicators for the presence of 27 different
chronic conditions, such as heart disease, COPD, diabetes, and depres-
sion. These indicators are generated by professionalmedical coderswho
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infer these conditions from a detailed examination of the claims data.
Because they are based on claims data, this information is only available
for beneficiaries in fee-for-service Medicare. And because it may take
time for the relevant claims to appear in the data, the chronic conditions
indicators are most reliable for individuals who have been enrolled in
fee-for-service Medicare for several years.
Air pollution levels are correlated with temperature and precipitation,

whichmay have independent effects onmortality. Our analysis therefore
controls for these variables to avoid confounding their effects with the ef-
fects of pollution. Our temperature and precipitation data come from
Schlenker and Roberts (2009) and include total daily precipitation and
maximum and minimum temperatures for each point on a 2.5 mile by
2.5 mile grid covering the conterminous United States from 1999 to 2013.
The Schlenker and Roberts (2009) data are derived from combining under-
lying data from PRISM andweather stations.4 We aggregate to the county-
day level byaveraging thedailymeasures across all gridpoints in the county.
ZIP-code-level characteristics includevarious income and employment

measures (e.g., median income, median home value, fraction of the pop-
ulation below the poverty line, labor force participation rate),measures of
overall population health (e.g., the fraction of population with hearing or
vision difficulties), and some other characteristics (e.g., travel time towork,
prevalence of different heating fuels). These data are taken from the Amer-
ican Community Survey’s (ACS) 2007–11 5-year estimates. Health-related
variables such as disability and health coverage come from the 2008–12
ACS, the first years that this information was included in the ACS.
Similarly, our county-level characteristics, which we correlate with

the vulnerability index, come from a variety of sources, includingMedi-
care administrative records, the US Census, the Behavioral Risk Factor
Surveillance System (BRFSS), and variables used and constructed by
Chetty and Hendren (2018) in their study of neighborhood impacts on
intergenerational mobility. Characteristics we consider include average
income; average Medicare spending; population health indicators such
as the rate of smoking, exercise, and obesity; average temperatures; the
crime rate; and measures of intergenerational income mobility. These
characteristics are intended to capture an area’s key environmental, eco-
nomic, and public health conditions.

III. Empirical Strategy

We are interested in estimating the causal effect of air pollution on mor-
tality. Quantifying this effect in nonexperimental data is complicated
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because air pollution is correlated with many other factors that matter
for health. For example, traffic jams increase both pollution levels and
stress, and low-income individuals are more likely to reside in high-
pollution areas. Moreover, air pollution is not well measured: even
monitored counties typically have only a few Environmental Protection
Agency (EPA) pollution monitors. But an individual’s air pollution ex-
posure likely depends on finer measures of geography—such as which
side of a highway the person lives on. Suchmeasurement errors can lead
to biased estimates of the effect of air pollution even in settings where
the variation in air pollution is as good as random.
To overcome these difficulties, our empirical strategy builds on De-

ryugina et al. (2019), who exploit quasi-random transport of PM2.5 by
the wind to estimate the mortality costs of acute air pollution exposure.
Because changes in dailywind direction are unlikely to be related to other
factors that affect health (such as traffic levels), this approach is likely to
capture health effects attributable solely to air pollution. This approach
also addresses measurement error concerns because it employs varia-
tion in air pollution that is blown in from far away and affects an entire
area.
The amount of transported pollution is significant (Zhang et al. 2017).

For example, the EPA estimates that most of the PM2.5 in the eastern
United States was transported from hundreds of miles away (EPA 2004).
Deryugina et al. (2019) exploit this variation by instrumenting for daily
PM2.5 with the local wind direction. Their study shows that local wind di-
rection is strongly predictive of changes in local PM2.5, even after condi-
tioning on extensive controls for other atmospheric conditions and a host
of fixed effects.
Deryugina et al.’s (2019) analysis focuses on areaswith EPAmonitors,

which include 902 counties covering about 70% of the national elderly
population. Their instrumental variables design estimates that, on aver-
age, a 1-unit increase in PM2.5 (about 10% of the daily mean) increases
same-day mortality by approximately 0.36 deaths per million beneficia-
ries in their sample. To estimate heterogeneity in the vulnerability to
dying from acute air pollution exposure, they then apply a recently de-
veloped machine-learning method (Chernozhukov et al. 2018) to the
rich set of characteristics available in the Medicare data. Chernozhukov
et al.’s method demonstrates how to estimate heterogeneous treatment
effects using machine-learning techniques in the context of a binary
treatment variable.
To form a binary treatment variable, Deryugina et al. (2019) assign a

person-dayobservation to the “treatment”group if the localwinddirection
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on that day is associated with an above-median level of PM2.5, as mea-
sured in their first-stage specification. Otherwise, the observation is as-
signed to the “control” group. They then train a gradient-boosted decision
tree algorithm (Chen and Guestrin 2016) to predict one-day mortality,
Diedit, as a function of various measures of weather conditions, Census
division fixed effects, local economic conditions, and individual-level
characteristics, all denoted by Zit. The model is estimated separately for
observations in the treatment and control groups, resulting in twomortal-
ity prediction models.
In this paper, we apply the models estimated by Deryugina et al.

(2019) to the 2013 Medicare cohort (i.e., all individuals 65 and older
who were alive and enrolled in Medicare at some point in 2013). Nota-
bly, our sample includes beneficiaries who reside in counties without
pollution monitors and who were thus not included in Deryugina et al.
(2019). The addition of these new beneficiaries allows us to greatly ex-
pand our inquiry into geographic heterogeneity, as about two-thirds of
US counties lack pollution monitors. We can include these beneficiaries
in our vulnerability analysis because, aswe explain below, pollution data
are not required to calculate the vulnerability index. (PM2.5 data are re-
quired only to estimate the model, which has already been done in De-
ryugina et al. 2019.)
To ensure that we have reliable chronic condition indicators, we re-

strict our attention to beneficiaries who have been continuously enrolled
in fee-for-serviceMedicare for at least 2 years.5We create an observation
for each day such an individual is alive and then predict their dailymor-
tality probabilities using both the treatment group and control group pre-
diction models.6 The difference between these two predictions, Ŝit(Zit),
represents the change in the observation’s predicted likelihood of death
due to being exposed to a high-pollution wind direction, and it is re-
ferred to as a proxy predictor of the (true) conditional average treatment
effect, s0(Zit). We then take the person-level average of these daily proxy
predictors to calculate a single proxy predictor for each beneficiary,
�Si(Zit).
Ŝit(Zit) and, by extension, �Si(Zit) can be used to infer where in the dis-

tribution of treatment effects an observation lies. Deryugina et al. (2019)
estimate average treatment effects for various percentiles of the proxy
predictor in their sample and conclude that about 25% of the Medicare
population is vulnerable to acute fluctuations in PM2.5. Given this find-
ing, we focus our analysis on individuals whose average proxy predic-
tors place them in the top 25% of the overall distribution of �Si(Zit) in the
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2013 Medicare cohort. We hereafter refer to these individuals as “vul-
nerable to acute PM2.5 exposure.”

IV. Results

A. The Geographic Distribution of Air Pollution Vulnerability

Table 1 compares the characteristics of 2013 elderly Medicare beneficia-
ries who are vulnerable to acute PM2.5 exposure to the characteristics of
those who are not vulnerable. On average, those who are vulnerable are
almost 4.5 years older and are 4 percentage points more likely to be
male. They are more than twice as likely to suffer from Alzheimer’s or
related dementia, lung cancer, and congestive heart failure and are al-
most twice as likely to have chronic kidney disease or COPD. Consistent
with their poor health indicators, beneficiaries who are vulnerable to
acute PM2.5 exposure also have substantially higher medical spending
and are much more likely to have experienced various medical events,
such as dialysis and hospice stays.
Figure 1 shows the geographic distribution of elderly who are vul-

nerable to acute PM2.5 exposure as a percentage of the overall number
of elderly Medicare beneficiaries in a given county.7 Values below 25%
indicate that a county’s beneficiaries are, on average, less vulnerable than
the average fee-for-service beneficiary in the nation,whereas values above
25% indicate a disproportionately vulnerable population. As is readily
apparent in figure 1, there is a great deal of dispersion in this measure
of vulnerability: some counties have less than 10% of their beneficiaries
classified as vulnerable, whereas others have more than 50% classified
as vulnerable. In addition, there is substantial local variation in this mea-
sure, with some adjacent counties having very different scores. Although
some of this variationmay be due to noise, county-level variation can also
be due to variation in factors like incomeandurbanity,which can varydis-
continuously from one county to the next.
The counties shaded light gray or gray have between 20% and 30% of

beneficiaries in the top 25% of vulnerability, which is near the 25% that
would be expected if the county were representative of Medicare as a
whole. Counties in lighter shades of gray and darker shades of gray and
black represent counties where there are substantial deviations from the
average of 25%. These deviations could be due to differences between
the health or socioeconomic characteristics of the beneficiaries in that
county and inMedicare overall, or they could be due to differences between
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Table 1
Summary Statistics for the Medicare Beneficiaries Most and Least Affected
by Pollution in 2013

(1) (2) (3)

Outcome Bottom 75% Top 25% Difference

Demographics:
Age (years) 75.3 79.7 4.42**

(.00435)
Male .421 .461 .0408**

(.000294)
Chronic conditions:
Alzheimer’s or dementia .0946 .239 .144**

(.000197)
Chronic kidney disease .176 .343 .166**

(.000241)
COPD .197 .386 .189**

(.00025)
Heart failure .192 .412 .219**

(.00025)
Lung cancer .00965 .0251 .0155**

(.0000685)
Medical spending (dollars):
Durable medical equipment 160 333 173**

(.438)
Hospice 148 394 245**

(1.69)
Hospital outpatient 1,177 2,246 1,068**

(2.63)
Part B drug 277 637 360**

(3.11)
Part B other 118 264 146**

(.710)
Medical events:
Dialysis .0522 .153 .101**

(.00073)
Durable medical equipment 2.17 4.27 2.10**

(.00399)
Hospice stays .00626 .0163 .010**

(.0000553)
Part B drug 2.54 3.90 1.36**

(.00404)
Part B evaluation and management 4.25 8.86 4.61**

(.00828)

Notes: Column 1 presents means for person-day observations predicted to have a below-
median treatment effect. Column 2 presents means for those in the top 25%. Column 3 re-
ports the difference between columns 2 and 1. Medical spending and medical events are
measured over the calendar year prior to the date of the observation. Hospice stays are de-
fined as the number of unique admissions. For all othermedical events, the event is defined
as each line item on the insurance claim that contains the relevant service. COPD stands for
chronic obstructive pulmonary disease. Standard errors, clustered by county, are reported
in parentheses.
***p < .001.



characteristics of the county (e.g., health-care infrastructure, baseline pollu-
tion, etc.) and those of the typical county where Medicare beneficiaries
live. Our analysis belowwill identify some of these associations and illus-
trate the potential importance of both types of factors.
Figure 1 reveals several important patterns. First, areas with the high-

est concentration of vulnerable people tend to be concentrated in an L-
shaped band running south from the Dakotas to Texas and then east
through the Gulf Coast states. An additional group of counties with high
concentrations of vulnerable people runs through eastern Kentucky and
West Virginia. Second, there aremarkeddifferences in average vulnerabil-
ity across states. For example, the West Coast states tend to have the low-
est fraction of vulnerable people, whereas New England is in the middle,
and Nebraska and West Virginia have high levels of vulnerability. Third,
althoughmany states, such as those along the Pacific Coast, are fairly uni-
form in terms of vulnerability, there are a number of states where there is
significantwithin-state variation in vulnerability. For example, counties in
western Kentucky tend to have lower concentrations of vulnerable people
than easternKentucky, the Florida Panhandle hasmore vulnerability than
the southern part of the state, and the Upper Peninsula of Michigan is
more vulnerable than most of the Lower Peninsula.
Given the substantial amount of county-level heterogeneity invulnerabil-

ity depicted in figure 1, a natural question is what drives this vulnerability.

Fig. 1. The map shows the fraction of Medicare beneficiaries in each county who were
vulnerable to acute PM2.5 exposure (i.e., were in the top 25% of the acute PM2.5 vulnerabil-
ity index) in 2013.
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Because our analysis is not a causal one, we cannot speak directly to that
question. But we can investigate the association between vulnerability
and an array of county-level characteristics.
Figure 2 shows the relationship between the county-level share of vul-

nerable beneficiaries and various county-level characteristics. We em-
phasize that these relationships are descriptive and should not be inter-
preted causally. Some of these characteristics will be directly correlated
with ZIP-code-level variables that were used in constructing themortal-
ity models underlying our vulnerability index (e.g., median income and
home value). Other characteristics are not used directly in constructing
the vulnerability index (e.g., share urban, percentage obese) but may
nonetheless be correlated with characteristics that were included.
Each estimate reported infigure 2was obtained froma separate county-

level regression where the outcome variable was the share of vulnerable
beneficiaries in a county and the independent variable was a county char-
acteristic. We consider one county characteristic at a time because some
characteristics are highly correlated; in such cases, including multiple
characteristics in the same regression can lead to a loss of precision and
misleading conclusions. To make the results directly comparable to each
other, we report coefficients and confidence intervals scaled by the inter-
decile range of a given characteristic (i.e., the difference between the 90th
and 10th percentiles in our sample of counties). Thus, the results can be in-
terpreted as the change in the share of the population that is vulnerable (in
percentage points) when comparing a county in the 90th percentile of the
distribution of a particular characteristic to a county in the 10th percentile
of that distribution.
The associations shown in figure 2 illustrate that vulnerability tends

to be negatively related to health. Healthy behaviors, such as exercising,
significantly decrease vulnerability, although in our elderly sample ex-
ercising may be acting primarily as an indicator of baseline health. In
contrast, obesity and smoking prevalence are positively correlated with
vulnerability, although this association may arise because obesity and
smoking are correlated with other comorbidities rather than suggesting
a causal effect on vulnerability. This possibility is supported by the fact
that a highmortality rate is positively related to vulnerability. Indicators
of high socioeconomic status are generally negatively related to vulner-
ability. High-income and high-median home values are both associated
with low vulnerability, whereas a high poverty rate is positively related
to vulnerability.
The climate variables, cooling degree days and heating degree days,

are also related to vulnerability. Cooling degree days (which are high
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Fig. 2. The figure shows correlations between the share of beneficiaries who were vul-
nerable to acute PM2.5 exposure (i.e., in the top 25% of the acute PM2.5 vulnerability index)
in 2013 and county-level characteristics. Each estimate is from a separate county-level re-
gression of the share vulnerable on the given characteristic.



in generally hot places) are positively related to vulnerability, whereas
heating degree days (which are high in generally cold places) are not sig-
nificantly related to vulnerability. This result is somewhat surprising be-
cause studies have shown that both very hot and very cold days increase
overall elderly mortality. The fact that heat interacts with vulnerability
to air pollution in a way that cold does not suggests that different mech-
anisms likely underlie these two phenomena.
In addition to identifying areas with a high proportion of vulnerable

people, optimal policymight also depend on identifyingwhere themost
vulnerable people live for a few reasons. First, although approximately
25% of the US elderly population are vulnerable to acute PM2.5 exposure
in the sense that they have a higher expected probability of death on pol-
luted days than on clean days, for some of these people the increased
risk is small, and thus it may be more effective to target air quality reg-
ulation at areas where the potential benefits of pollution reduction are
large. Second, focusing on the top 25% of vulnerability may mask het-
erogeneity in the proportion of individuals who are most vulnerable to
pollution exposure. To investigate these issues, we next turn to an analysis
of geographic heterogeneity in this extremely vulnerable group.
Figure 3 shows the geographic distribution of beneficiaries who are

extremely vulnerable to acute PM2.5 exposure: those who are in the top

Fig. 3. The map shows the fraction of Medicare beneficiaries in each county who were
extremely vulnerable to acute PM2.5 exposure (i.e., were in the top 1% of the acute PM2.5

vulnerability index) in 2013.
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1%of the distribution of the proxy predictor �Si(Zit). The patterns are over-
all similar to those depicted in figure 1, with areas with a high proportion
of extremely vulnerable people falling along an L-shaped band from the
Dakotas to Texas and then east along the Gulf Coast states.
Figures 1 and 3 illustrate the geographic distribution of vulnerable

and “extremely” vulnerable populations, respectively. To quantify how
correlated these two measures are, we estimate a population-weighted
regression of the county-level share of vulnerable beneficiaries on the
county-level share of extremely vulnerable beneficiaries. The R-squared
from this regression is .61, indicating that considering the share of bene-
ficiaries who are in the top 1% of the vulnerability index is highly but not
perfectly informative about those who are in the top 25%.8 An advantage
of employing the broader (top 25%) definition of vulnerability is that it is
subject to less measurement error in less populated areas, so we focus on
the top 25% for the remainder of the paper. There are, however, some dif-
ferences in the patterns that we will briefly remark upon here. For exam-
ple, at the southern tip of Texas, there are areas where the proportion of
individuals in the top 1% of vulnerability is very high (black) relative to
other counties but the proportion of individuals in the top 25% is more
moderate. The opposite is also true, with there being counties where the
relative frequency of individuals in the top 1% is low but the frequency
of individuals in the top 25% is moderate.
We next turn to a ZIP-code-level analysis to illustrate heterogeneity at

a very granular level. Figure 4 shows the geographic distribution of vul-
nerable beneficiaries (those in the top 25% of the �Si(Zit) distribution) at
the ZIP code level. To comply with disclosure rules, we do not show
ZIP codes that have fewer than 100 Medicare beneficiaries in 2013. We
observe 32,331 ZIP codes in our data, 21,506 of which have at least
100 Medicare beneficiaries.
Comparing the ZIP-code-level map in figure 4 to the county-level

map in figure 1 reveals the existence of significant within-county hetero-
geneity. For example, the northern part of the lower peninsula of Mich-
igan appears to have low vulnerability in figure 1’s county-level map,
but figure 4 reveals several highly vulnerable ZIP codes. Similarly, seen
at the county level, Maine appears to be uniformly moderately vulner-
able, whereas the ZIP-code-level analysis reveals a mix of high- (black)
and low- (gray) vulnerability ZIP codes. Although some of this variation
may be due to noise, many of the important correlates of vulnerability
identified in figure 2, such as income, are known to vary within counties.
To illustrate the degree of ZIP-code-level variability in the share of

vulnerable beneficiaries, figures A3–A7 display ZIP-code-level maps
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of five commuting zones, some of which exhibit a lot of variability and
someofwhichhavevery little variability.9 Toquantify the amountofwithin-
versus across-county variation more systematically, we regress the ZIP-
code-level share of vulnerable beneficiaries (including ZIP codes with less
than 100 beneficiaries) on county fixed effects, weighting by the number
of beneficiaries in that ZIP code. TheR-squared in this regression is .33, sug-
gesting that the majority (67%) of the ZIP-code-level variation depends on
within-county differences. We perform a similar exercise using the share
of beneficiaries who are extremely vulnerable (top 1%) and find that 76%
of the ZIP-code-level variation depends on within-county differences.

B. Vulnerability and Pollution Levels

Given the high degree of geographic variation in vulnerability, it is nat-
ural to investigate whether that variation is correlated with variation in
underlying pollution levels. For example, it may be that a given pollu-
tion shock is more deadly in regions that already have high pollution
levels. Indeed, this hypothesis is at least consistent with the idea that
pollution regulation should be targeted at locations with high pollution
levels.

Fig. 4. The map shows the fraction of Medicare beneficiaries in each ZIP code tabulation
area (ZCTA) whowere vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute
PM2.5 vulnerability index) in 2013. Lightest gray areas indicate regions not in a ZCTA or
with fewer than 100 beneficiaries.
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To give a sense of the geographic distribution of pollution, the map in
figure 5 shows the average annual PM2.5 level for each US county in
2013. PM2.5 pollution tends to be highest in California and in the Rust
Belt states ranging from Illinois to Pennsylvania and lowest along the
Rocky Mountains.
Figure 6A shows the county-level relationship between the share of

elderly beneficiaries who are vulnerable and 2013 PM2.5 levels, with a
population-weighted trend line drawn to aid in visualizing the statisti-
cal relationship between the two. Perhaps surprisingly, less polluted
counties tend to have a higher share of vulnerable beneficiaries: for each
1-unit increase in average PM2.5 levels, the share of vulnerable beneficia-
ries decreases by 0.83 percentage points. Although this correlation could be
coincidental (e.g., sub urban areas may be less polluted and attract more
frail elderly because of superiormedical care), anotherpotential explanation
is that those who are vulnerable to air pollution explicitly avoidmore pol-
luted areas. Indeed, residential sorting on the basis of air pollution levels
has been documented in numerous prior studies (see Banzhaf, Ma, and
Timmins 2019 for a review). In addition, if we were to interpret this rela-
tionship causally, it suggests that reducing average pollution levelsmakes
individuals more vulnerable to pollution spikes and vice versa.

Fig. 5. Themap shows county-level annual PM2.5 in 2013. The PM2.5 measure is provided
by the Centers for Disease Control and Prevention’s (CDC) National Environmental Pub-
lic Health Tracking Network and was created using monitor data when available and
modeled estimates for days or counties that do not have monitor data.
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Figure 6B shows the county-level relationship between the number of
elderly beneficiaries who are vulnerable (on a log scale) and 2013 PM2.5

levels.10 In this case, less polluted counties tend to have fewer vulnerable
beneficiaries. However, because the relationship is far from perfect, target-
ing counties based onpollution levelswould still be less effective in reaching
vulnerable individuals than targeting based on vulnerability. For example,

Fig. 6. Each dot plots the 2013 county-level average ambient concentration of PM2.5 in
micrograms per cubic meter (mg/m3) against the fraction of that county’s 2013Medicare ben-
eficiarieswhowere vulnerable to acute PM2.5 exposure (panelA) or the number of 2013Medi-
care beneficiaries in that county who were vulnerable to acute PM2.5 exposure (panel B).
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targeting the 406 counties that are at or above the 75th population-weighted
percentile of 2013 PM2.5 levels (above 10.3 mg/m3) would reach 26.5% of
all vulnerable beneficiaries. By contrast, a policy targeting the same num-
ber of counties based on how many vulnerable beneficiaries live there
would reach 60.9% of all vulnerable beneficiaries. Overall, figure 6 lends
additional support to the idea that targeting regulation at highly polluted
areas may be less beneficial for population health than simple intuition
would suggest.
As shown in table 1, theMedicare beneficiarieswho aremost vulnerable

to air pollution are less healthy than the average beneficiary. If beneficia-
ries in good general health are more likely to reside in areas with high lev-
els of air pollution, then this might explain why we find an inverse rela-
tionship between a county’s pollution levels and its average vulnerability.
We investigate that possibility by estimating the correlations between

PM2.5 levels and the other predictors of vulnerability we identified in ta-
ble 1. Figure 7 displays scatterplots of annual PM2.5 levels against the
county-level share of beneficiaries with a particular chronic condition.
Although overall vulnerability is negatively correlated with PM2.5 lev-
els, more polluted counties, on average, have a higher share of bene-
ficiaries with congestive heart failure (panel A), stroke (panel B), and
Alzheimer’s/dementia (panel E).More polluted counties also have higher
averageMedicare spending (panel F). However, we do not detect a signif-
icant relationship between ambient pollution levels and COPD (panel C)
or lung cancer (panel D). Overall, these results suggest that the negative
relationship between ambient PM2.5 and vulnerability is not driven by
chronic condition or average total Medicare spending.
The lack of a significant relationship between background pollution

levels and COPD is particularly interesting because the harmful effects
of the small particulates comprising PM2.5 are thought to arise when the
particles are inhaled and irritate the lungs. The fact that we do not find
increased incidence of COPD in areas with high pollution levels is con-
sequently surprising. This null result could be due to the presence of
confounders that are correlated with PM2.5 levels. Alternatively, the im-
pact of high pollution levels on the lungs couldmanifest in someway that
is not classified as COPD. In either case, this issuewarrants further study.

V. Conclusion

This paper has explored the socioeconomic and geographic correlates of
vulnerability to acute PM2.5 exposure in the United States. Building on
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the analysis in Deryugina et al. (2019), we apply the model from that
paper to the 2013 Medicare cohort. Whereas Deryugina et al. (2019)
was restricted to 902 counties containing pollutionmonitors, our sample
includes all Medicare beneficiaries living in the conterminous United
States (3,101 counties in total), which permits a detailed investigation of
geographic heterogeneity. Our paper computes a proxy indicator for the
conditional average treatment effect for each individual in our data and
uses that to classify individuals as vulnerable or not vulnerable to acute
air pollution.

Fig. 7. Each dot indicates the annual average ambient concentration of PM2.5 in micro-
gramsper cubicmeter (mg/m3) and the fractionofMedicare beneficiarieswith certain chronic
conditions or average Medicare spending in a county, in 2013. A, Heart failure; B, Stroke;
C, COPD; D, Lung cancer; E, Alzhemier’s/dementia; F, Medical spending, prior year.
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As one might expect, we find that vulnerability is positively and sig-
nificantly associatedwith a range of health indicators. Individuals in the
top quartile of vulnerability are older, more likely to be male, and more
likely to exhibit chronic conditions such as Alzheimer’s disease or related
dementia, chronic kidney disease, COPD, congestive heart failure, or lung
cancer. Highly vulnerable individuals are also likely to spend more on
health care and to consume more health-care services.
We aggregate across individuals within a particular geographic area

to investigate geographic heterogeneity. At the county level, we find a
large degree of variation in the share of individuals in the top quartile
of vulnerability, ranging from below 5% to above 50%. The areas with
the highest proportion of individuals in the vulnerable category lie in
an L-shaped band that ranges from the Dakotas south to Texas and then
eastward through the Gulf Coast states toward Georgia and Northern
Florida. An additional group of areas with large shares of vulnerable el-
derly falls in eastern Kentucky and West Virginia. In contrast, many of
the counties in New England and Pacific Coast states have lower-than-
expected shares of vulnerable residents.
Given the large amount of county-level heterogeneity, we next turn

toward investigating the geographic and socioeconomic correlates. As
might be expected from the individual-level analysis, we find that vul-
nerability and health tend to be positively correlated at the county level
as well. Counties with high shares of individuals who report exercising
have low shares of vulnerable individuals, whereas counties with high
levels of smoking, obesity, and elderly mortality rates have high shares
of vulnerable individuals. The relationship between health-care infra-
structure and vulnerability tends to be more mixed, with high numbers
of physicians per capita and high hospital quality correlating with low
vulnerability, whereas having a high number of hospital beds per cap-
ita and high Medicare spending per beneficiary are both correlated
with higher vulnerability. The reasons for this discrepancy are not obvi-
ous, although reverse causation likely plays a role: areas with more vul-
nerable people will tend to have higher Medicare spending and higher
mortality.
Turning to socioeconomic indicators, counties with high average in-

come and home values have lower shares of vulnerable individuals,
whereas counties with high poverty levels have higher shares. Having
a large population and a high proportion of individuals living in urban
areas are associated with lower vulnerability. Interestingly, areas with
high levels of government services, as measured by local government
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spending per capita and local taxation per capita, tend to have lower
shares of vulnerable elderly.
Somewhat surprisingly, we find that the share of vulnerable individ-

ualswithin a county is negatively related to baseline pollution, although
it is positively related to various measures of poor health. Although the
exact mechanism underlying this pattern is beyond the scope of this pa-
per, it suggests that using high pollution as a basis for targeting air pol-
lution efforts, as is done under the Clean Air Acts and other environ-
mental regulations, may lead to misallocation of resources.
Although our study sheds substantial light on the geographic and so-

cioeconomic heterogeneity in vulnerability to air pollution, some cave-
ats are in order. First, as we have stated throughout the paper, our anal-
ysis is not causal. Nevertheless, the correlational patterns we identify in
the paper may provide inspiration for future causal investigations. Sec-
ond, our study is limited to the elderly. Although there is substantial ev-
idence that the elderly are particularly vulnerable to pollution shocks,
pollution has also been shown to increase infant mortality. To the extent
that patterns of infant mortality differ from those of the elderly, these
differences should also be taken into account by policy makers seeking
to direct resources toward pollution reduction. Finally, although our
analysis is based on a large sample of elderly Medicare beneficiaries
from across the United States, our vulnerability computations are based
only on a single year (2013). If vulnerability changes over time, then our
2013 analysis may not generalize to current (or future) vulnerability.
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Appendix

Table A1
Summary of County-Level Characteristics

10th
Percentile Median Mean

90th
Percentile

Heating degree days/year 1,459 4,600 4,361 6,904
Cooling degree days/year 471.1 1,181 1,421 2,836
Hospital quality index .709 .782 .779 .856
Hospital beds per capita .930 2.925 3.406 5.938
Physicians per capita .576 1.965 2.349 4.474
Urban population share .229 .741 .675 .992
Poverty rate, 65+ 5.577 8.753 10.11 17.04
Percentage exercising 67.05 74.34 74.30 81.49
Percentage obese 15.56 20.32 20.78 26.60
Percentage smoking 16.86 21.68 21.94 27.04
Crime rate 2.801 6.786 6.981 11.23
Social capital index -1.714 -.350 -.315 1.060
Local government spending per capita
(1,000s) 1.364 2.191 2.320 3.375

Local taxation per capita (1,000s) .346 .727 .795 1.347
Income segregation .006 .046 .051 .100
Upward income mobility (from p25) -.528 .029 .033 .582
Median home value (1,000s) 58.70 95.80 113.2 195.8
Income per capita (1,000s) 15.18 19.79 20.73 27.91
Number of beneficiaries (log) 7.639 9.124 9.215 10.84
Medicare spending per beneficiary 9.219 10.91 11.16 13.39
Mortality rate, 65+ .049 .053 .053 .058

Note: The table shows the population-weighted 10th percentiles, medians, means, and
90th percentiles of county-level characteristics used in the analysis. p25 = 25th percentile.
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Fig. A1. The figure shows correlations between the share of beneficiaries who were ex-
tremely vulnerable to acute PM2.5 exposure (i.e., in the top 1% of the acute PM2.5 vulner-
ability index) in 2013 and county-level characteristics. Each estimate is from a separate
county-level regression of the share extremely vulnerable on the given characteristic.
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Fig. A2. Each dot represents a county and indicates the fraction ofMedicare beneficiaries
who were in the top 1% of the acute PM2.5 vulnerability index (“extremely vulnerable”)
and the fraction of beneficiaries who were in the top 25% of the vulnerability index (“vul-
nerable”) in 2013.
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Fig. A3. The map reports ZIP-code-level vulnerability to acute PM2.5 exposure for all
counties in the commuting zone containing the Chicago-Naperville-Joliet, IL Metropoli-
tan Division. ZIP code shading indicates the fraction of Medicare beneficiaries in each
ZIP code who were vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute
PM2.5 vulnerability index) in 2013. White lines correspond to county borders. Lightest
gray areas indicate ZIP codes where the majority of the population lives outside of the
commuting zone or ZIP codes with fewer than 100 beneficiaries.
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Fig. A4. The map reports ZIP-code-level vulnerability to acute PM2.5 exposure for all
counties in the commuting zone containing the Boston-Quincy, MA Metropolitan Divi-
sion. ZIP code shading indicates the fraction of Medicare beneficiaries in each ZIP code
who were vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute PM2.5 vul-
nerability index) in 2013. White lines correspond to county borders. Lightest gray areas
indicate ZIP codes where the majority of the population lives outside of the commuting
zone or ZIP codes with fewer than 100 beneficiaries.
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Fig. A5. The map reports ZIP-code-level vulnerability to acute PM2.5 exposure for all
counties in the commuting zone containing the Champaign-Urbana, IL Metropolitan Sta-
tistical Area. ZIP code shading indicates the fraction of Medicare beneficiaries in each ZIP
code who were vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute PM2.5

vulnerability index) in 2013.White lines correspond to county borders. Lightest gray areas
indicate ZIP codes where the majority of the population lives outside of the commuting
zone or ZIP codes with fewer than 100 beneficiaries.
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Fig. A6. The map reports ZIP-code-level vulnerability to acute PM2.5 exposure for all
counties in the commuting zone containing the Greenville, MS Micropolitan Statistical
Area. ZIP code shading indicates the fraction of Medicare beneficiaries in each ZIP code
who were vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute PM2.5 vul-
nerability index) in 2013. White lines correspond to county borders. Lightest gray areas
indicate ZIP codes where the majority of the population lives outside of the commuting
zone or ZIP codes with fewer than 100 beneficiaries.
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Fig. A7. The map reports ZIP-code-level vulnerability to acute PM2.5 exposure for all
counties in the commuting zone containing the Oakland-Fremont-Hayward, CA Metro-
politan Division. ZIP code shading indicates the fraction of Medicare beneficiaries in each
ZIP code who were vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute
PM2.5 vulnerability index) in 2013.White lines correspond to county borders. Lightest gray
areas indicate ZIP codeswhere themajority of the population lives outside of the commut-
ing zone or ZIP codes with fewer than 100 beneficiaries.
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Fig. A8. The figure shows correlations between the number of beneficiaries who were
vulnerable to acute PM2.5 exposure (i.e., in the top 25% of the acute PM2.5 vulnerability in-
dex) in 2013 and county-level characteristics. Each estimate is from a separate county-level
regression of the number vulnerable on the given characteristic. p25 = 25th percentile.
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Endnotes

Author email addresses: Deryugina (deryugin@illinois.edu), Miller (nmiller@illinois.
edu), Molitor (dmolitor@illinois.edu), Reif ( jreif@illinois.edu). We thank Matt Kotchen,
James Stock, Catherine Wolfram, and participants in the 2nd Annual NBER Environmen-
tal and Energy Policy and the Economy Conference for helpful comments. Research re-
ported in this publication was supported by the National Institute on Aging of the National
Institutes ofHealth under award numbers P01AG005842 andR01AG053350. The content is
solely the responsibility of the authors and does not necessarily represent the official views
of the National Institutes of Health. For acknowledgments, sources of research support,
and disclosure of the authors’ material financial relationships, if any, please see https://
www.nber.org/books-and-chapters/environmental-and-energy-policy-and-economy
-volume-2/geographic-and-socioeconomic-heterogeneity-benefits-reducing-air-pollution
-united-states.

1. Focusing on a single cohort ensures that each individual who was alive in 2013 ap-
pears in our data only once.

2. In 2013, 28% of all Medicare beneficiaries were enrolled in Medicare Advantage
plans.

3. Our measure of cost is the total allowed charges due to the provider and includes all
monetary costs of the stay, consisting of payments made by Medicare, the beneficiary,
and/or another payer.

4. See http://www.prism.oregonstate.edu/ for the original PRISM data set and http://
www.columbia.edu/~ws2162/links.html for a detailed description of the daily data. Ac-
cessed February 26, 2020.

5. There were 43.5 million Medicare beneficiaries in 2013 (Deryugina et al. 2019). After
excluding individuals without sufficient health history information and those individuals
used to train the Deryugina et al. (2019) prediction algorithm, we are left with 14.9 million
beneficiaries to inform our analysis of the geographic and socioeconomic characteristics of
the vulnerable.

6. The mortality models from Deryugina et al. (2019) include controls for two leads
and two lags of the treatment indicator. Because we cannot determine treatment status
for observations in counties without pollution monitors, we omit these controls from this
paper. Omitting these high-level controls is unlikely to have any meaningful impact on
our individual-level vulnerability index.

7. Recall that we define an individual as “vulnerable” if our model predicts that indi-
vidual to be in the top 25% of the vulnerability distribution.

8. Analogous to figure 2, figure A1 shows the correlation between various county-level
characteristics and the share of beneficiaries in the top 1% of vulnerability. Figure A2 pres-
ents a scatterplot between the county-level share of beneficiaries in the top 25% of vulner-
ability and the share of beneficiaries in the top 1% of vulnerability.

9. Commuting zones are geographies similar to Metropolitan Statistical Areas (MSAs)
that group nearby areas based on commuting patterns. For our purposes, commuting
zones are preferred due to their superior coverage of rural areas and the fact that they
are defined at the supracounty level.

10. Analogous to figure 2, figure A8 shows the relationship between the number of vul-
nerable beneficiaries and various county-level characteristics. Although a few county-level
characteristics—such as median home value, local taxation, and local government spend-
ing—cease to be significant predictors of vulnerability, the ranking of characteristics by
the magnitude of the correlation is virtually identical to figure 2.
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Do Conservation Policies Work? Evidence from
Residential Water Use
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Executive Summary

In response to the historic 2011–17 California drought, local governments en-
acted a raft of conservation policies, and little is known about which ones ex-
plain the sharp decline in residential water consumption. To answer this ques-
tion, we use a novel data set of hourly water consumption data for more than
82,300 households in Fresno, California, where water consumption declined by
nearly a third, and have three main findings. First, we estimate the price elas-
ticity of demand for water to be 0.16 for marginal rates and 0.39 for average rates.
Second, reducing the number of days where outdoor watering is allowable from
3 to 2 substantially decreases water use, despite the availability of opportunities to
substitute between permitted and nonpermitted hours, days, and seasons. Third,
“bully pulpit” pronouncements about the water crisis increased public aware-
ness of drought conditions but did not contribute to water savings. Overall, higher
water prices explain 40%–44% of the changes in residential water use observed
during our sample period in Fresno, and reductions in the number of days when
outdoor watering is allowable explain 45%–51% of these changes. However, the
absence of experimental or quasi-experimental variation in these policies means
that we interpret this associational evidence cautiously.

JEL Codes: Q2, Q5, H4, L95

Keywords: conservation policies, drought, outdoor watering restrictions

I. Introduction

Environmental goals, such as resource conservation, can be achieved
through a range of price and nonprice instruments. However, during cri-
ses, policy makers may be forced to adopt multiple policy changes si-
multaneously to induce urgent behavior change and achieve policy goals.
Simultaneous policy changes make it challenging to estimate the effect of
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individual actions ex post. As a result, it is unclear what mix of policies
most effectively change behavior under such conditions. Although eco-
nomic analysis may favor using prices to manage demand, price instru-
ments may be untenable for political and equity considerations (Olmstead
and Stavins 2009).
We study this issue in the context of water conservation. It is vital for

utilities to understand which policies effectively induce water conserva-
tion, especially as climate change is expected to increase the frequency and
severity of droughts in arid regions worldwide. Moreover, these droughts
will likely be exacerbated by growing populations and increased costs
of developing new supply. Between 2011 and 2017, California experienced
an unprecedented drought, by some measures the worst in more than
1,200 years (Griffin and Anchukaitis 2014). As shown in figure 1, the US
Department of Agriculture (USDA) measured a record 78% of the state
to be in either “Extreme” or “Exceptional” drought.1 In an attempt to re-
duce residential water consumption, utilities deployed a range of poli-
cies: they raised water rates, introduced or tightened outdoor water use
restrictions, and funded public awareness campaigns. Further, California
governor Jerry Brown declared a state of emergency in January 2014,

Fig. 1. California drought severity

Note: Using data from the US Drought Monitor, this figure shows the percentage of Cali-
fornia in moderate to severe drought from January 2000 to February 2018.
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which culminated in an April 2015 mandate that utilities reduce water
use by 25% relative to a 2013 baseline. The policies adopted by the util-
ities were surprisingly successful in achieving their stated goals: 43% of
Californian utilities achieved their state-mandated conservation goal, but
there is little, if any, systematic evidence on which policy levers were most
effective at reducing water consumption and their relative efficiency.
This article seeks to answer this question by disentangling the effect

different state and municipal policies had on residential water use in
the 2011–17 California drought. We use hourly water use data from more
than 82,300 single-family households in Fresno, California, between 2013
and 2016. Fresno is one of the very few large cities that has universally
adopted advanced metering infrastructure or “smart meters” that com-
municate continuously with the utility. Hourly data from these meters
allow us to estimate the differential effects of policies across different
hours of the day, which is crucial to study compliance with regulations

Fig. 2. Per capita daily residential water use in California in 2013

Notes: In this graph, the dashed line represents the average for Fresno (132 gal/day)
whereas the solid line represents the average for all utilities in California (138 gal/day).

Source: California State Water Resources Control Board, https://www.waterboards.ca.gov
/water_issues/programs/conservation_portal/conservation_reporting.html. These data
include all residential households, whereas the analysis in this article includes only single-
family households.
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that schedule when outdoor water use is permitted. Figure 2 shows that
water use in 2013 in Fresno was comparable to California as a whole
(per capita consumption of 132 gal/day for Fresno versus 138 gal/day
statewide), suggesting that Fresno can offer a useful case study to learn
about water conservation policies elsewhere in California. We link these
data with city-level weather and precipitation data to control for daily
variation in temperatures and precipitation that could affect water use.
Our 4-year sample period is an appealing period to study the efficacy

of water conservation policies in Fresno. In this period, Fresno imple-
mented a suite of water conservation policies, including six rate changes
and a reduction in the number of days that households could use water
outdoors. Specifically, marginal rates increased twice between January
2013 and August 2014. The second rate increase sparked backlash among
customers, leading the city to temporarily reduce both marginal and fixed
rates.After a new rate-settingprocess,marginal rateswere increased again,
fixed rates decreased, and further annual increases to both rates were
planned into the future. At the end of 2016,fixed rateswere similar to those
at the beginning of 2013, whereas marginal rates had more than doubled.
The backlash against the rate increase in August 2014 suggests that these
rate changes were salient. Further, two state-level regulatory announce-
ments related to the drought occurred in this period: the state of emergency
declaration in January 2014 and the April 2015 mandate requiring all util-
ities to reduce water use by 25% relative to a 2013 baseline. Importantly,
per household water consumption in Fresno declined by 136 gallons per
day or 32.8% between 2013 and 2016.
Water use is highly seasonal, peaking in summer as outdoor irrigation

increases. From 2013 to 2015,water use decreases year on year in Fresno,
a trend that stops in 2016 as the drought eased (fig. 3). This seasonality
coupled with the simultaneity of the policies implemented to reduce
water use makes it challenging to disentangle the policies’ individual ef-
fects. Our empirical analysis controls for seasonality using week-of-year
fixed effects and weather controls. Our preferred specification does not
include year fixed effects, because, given our relatively short time frame,
the fixed effects absorb important variation in outcomes necessary to iden-
tify the effects of the policies of interest. The absence of year fixed effects
means that we interpret the results with some caution; however, we also
report estimates from specifications that include year fixed effects.2

There are three main findings. First, we find a 0.16 elasticity with re-
spect to marginal price and a 0.39 elasticity with respect to average price.
Rate changes account for 40%–44% of household water savings in Fresno
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between the first half of 2013, before any change in policy occurred, and
the year 2016. It is noteworthy that our estimated price elasticity of de-
mand of water is consistent with the previous literature on the elasticity
of demand for water and electricity (Olmstead, Hanemann, and Stavins
2007; Olmstead 2009; Nataraj andHanemann 2011; Baerenklau, Schwabe,
and Dinar 2014; Jessoe and Rapson 2014; Klaiber et al. 2014; Labandeira,
Labeaga, and López-Otero 2017). Further, our findings also accord with re-
cent literature estimating larger elasticities with respect to average rather
than marginal prices (Ito 2013, 2014; Wichman 2014).
Second, we study a change in the outdoor water schedule regulations

that reduced the number of days that outdoor water use was permitted
during the summer. After adjustment for all other policies, we find that
summer water consumption significantly declined after the summer re-
strictions went into place. The estimated summer decline in water use
associated with the schedule change accounts for 45%–51% of the total

Fig. 3. Average daily water use and policy changes in Fresno, 2013–2016

Notes: The top panel of this figure shows average daily water use. The bottom panel
shows all of the policy changes we analyze. Dashed lines in the figure correspond to when
each statewide announcement was introduced. Dotted lines correspond to each rate change.
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water savings between the first half of 2013 and the year 2016. However,
we note that there is also a decline in winter water use in the same pe-
riod, although the winter outdoor watering policy was unchanged.3 With-
out experimental or even quasi-experimental variation in the policy, we
cannot decisively determine whether the decline in winter water consump-
tion is due to persistent behavior changes such as lawn replacements or
reflects confounding factors such as secular trends that also explain the
summer reduction.
Our unique hourly water use data allow us to shed light on the effects

of nonprice instruments like watering restrictions on times when the re-
strictions do and do not bite. On the one hand, we find evidence of spill-
over effects on unrestricted times, in line with evidence suggesting that
restrictions increase the salience of conservation behavior (Pratt 2019). On
the other hand, we document that intertemporal substitution of water use
reduces the environmental benefits of the restrictions. These findings par-
allel the mixed evidence on the effect of automobile driving restrictions
based on license plate numbers due to substitution across times and ve-
hicles (Davis 2008; Viard and Fu 2015; Zhang, Lawell, and Umanskaya
2017). Despite the high implied disutility associated with the restrictions,
which may result in lower overall welfare (Baumol 1988; Hensher, Shore,
and Train 2006; Grafton and Ward 2008; Mansur and Olmstead 2012),
mandated restrictions can effectively reduce water use, depending on the
information content and enforcement strength (Michelsen,McGuckin, and
Stumpf 1999; Renwick and Green 2000; Kenney, Klein, and Clark 2004;
Halich and Stephenson 2009; Castledine et al. 2014; Wichman, Taylor, and
vonHaefen 2016; Pratt 2019).
Third, we observe that, after the “state of emergency” and “mandated

reductions” announcements, interest in the California drought increases,
as measured by a Google search index for the keyword “drought.” How-
ever, this increased awareness does not appear to have contributed sub-
stantially to the realizedwater savings in Fresno during our sample period.
Although nonprice instruments such as behavioral nudges, social norms,
and moral persuasion may help correct mistakes and improve welfare
under imperfect information (Ferraro and Price 2013; Asensio and Delmas
2015; Allcott 2016; Ito, Ida, and Tanaka 2018), our findings complement
research showing that targeted marketing campaigns can raise public
awareness of an issue yet may not change behavior (Syme, Nancarrow,
and Seligman 2000). Moreover, our findings contrast with previous liter-
ature on social norms and water use that shows, for example, that peer
comparisons and injunctive messaging effectively reduce resource use
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(Allcott 2011; Ferraro, Miranda, and Price 2011; Allcott and Rogers 2014;
Brent, Cook, andOlsen 2015; Bhanot 2018; Jessoe et al. forthcoming).
This article analyzes the relative effectiveness of different conserva-

tion policies at reducing water use. The breadth of the data that we col-
lected is rare and allows for this analysis. Our hourly water meter data
stand in stark contrast to the data collected by most utilities, which con-
sist of a single meter reading everymonth or quarter. We also constructed
a comprehensive timeline of all water conservation policies announced
and adopted by the City of Fresno and the State of California during
our sample period. The concurrence of several policies at one time reflects
themessy detail of how policies are often implemented during a crisis, in
a piecemeal fashion and simultaneously, with the hope that something
sticks. In this article, we take a step forward in disentangling the relative
effectiveness of these policies.
The article proceeds as follows: Section II describes the data. Section III

examines the effect of eachwater policy adopted in Fresno on patterns of
water use individually. Section IV estimates the effect of conservation
policies simultaneously and discusses the extent to which each policy ex-
plains the observed changes in water use during our sample period. Sec-
tion V concludes

II. Data and Background

We observe hourly water use between 2013 and 2016 for the universe of
single-family households in Fresno, one of the five largest cities in Cal-
ifornia. In cleaning the data, we drop all newly constructed houses,
abandoned houses, and households with a change of address during
our sample period. We also drop all hours when smart-meter transmis-
sion malfunctions lead to implausible estimates of water use more than
4 standard deviations away from the city’s average. This process leaves
us with around 31,400 hourly observations for more than 82,300 house-
holds. We link these data with daily temperature and precipitation data
from the National Centers for Environmental Information within the
National Oceanic and Atmospheric Administration.
Tomeasure changes in public awareness of the drought over our sam-

ple period, we collect Google Trends data showing the relative popular-
ity of Google searches related to “drought” between 2013 and 2016 at the
weekly level in the Fresno-Visalia region. Our query returns a “Drought
Interest” index between 0 and 100. The index takes a value of 100 at its
peak number of searches in a given week and 50 when the term is half
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as popular. A score of 0 means that the number of weekly searches was
less than 1% of the peak. We use this index to explain changes in water
consumption as a result of public awareness of drought conditions.
Figure 3 documents changes in average daily water use relative to the

range of water conservation policies adopted in Fresno during our sam-
ple period. Water rates changed six times, with monthly fixed rates rang-
ing between $11.20 and $16.40 and marginal rates varying between $0.82
and $1.84 per 1,000 gallons. Moreover, in August 2014, Fresno reduced
the number of days households were allowed to use water outdoors in
the summer months from 3 to 2. Finally, we note two public announce-
ments during our sample period. On January 17, 2014, Governor Jerry
Brown declared California to be in a state of emergency as a result of the
drought. This declaration allowed the state to access federal disaster re-
lief funds and gave the state additional jurisdiction over local water in-
stitutions to manage water supply. On April 1, 2015, the state imposed
unprecedented mandatory water use reductions, requiring all local water
utilities to reduce water use by 25% relative to 2013.
Table A1 compares demographic and climate characteristics, as well as

average water use, in Fresno with the top 100 water utilities in California.
Figure A1 maps the average maximum temperature and rainfall across
all of California. Fresno is quite populous, albeit poorer than the rest of
urban California. It ranks toward the middle third among the top 100 util-
ities for baseline water use, and it registers rainfall and low temperatures
that are close to the average for the state, although its daily high temper-
atures are among the highest. In general, Fresno offers a reasonable case
study for other cities in California and the US South.

III. Empirical Estimates of Water Conservation Policies
on Consumption

This section considers the effect of water conservation policies imple-
mented in Fresno individually and separately estimates their effects on
household water use. Specifically, we study the effect of (1) rate changes,
(2) a reduction in the number of outdoor watering days, and (3) state-
wide regulatory announcements. In Section IV, we pool all of these poli-
cies together to estimate their simultaneous impact.
To evaluate each policy, we employ different empirical approaches

depending on the identifying variation generated by its implementa-
tion. In general, we use an event-time framework, controlling for week-
of-year fixed effects to partial out seasonal variation. In this framework,
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the treatment effect is identified by the change in water use relative to
the average water use in a given week in the other 3 years of the sample.
Our use of week-of-year fixed effects is likely conservative: part of the
effect of any policy change will be absorbed by these fixed effects given
the small number of years in our sample. When additional variation is
available, we adopt a difference-in-differences design to compare house-
holds differentially affected by a given policy. In a difference-in-differences
design, the estimated treatment effect is the change in water use between
households affected by a treatment at a given time (such as the prohibi-
tion on outdoor water use) and similar households that are not. Unless
noted otherwise, the standard errors are clustered at the household and
sample month level to account for serial correlation and city-level shocks.

A. Rate Changes

This section estimates the effect of rate changes on household water use.
Figure 4 shows the timeline and magnitude of six different rate changes
in our sample for marginal, fixed, and average rates separately. Between

Fig. 4. Rate changes between 2013 and 2016
Notes: The top, middle, and bottom figures show changes in the marginal, fixed, and av-
erage rates, respectively, charged throughout the sample period. Fixed rates shown only
for 10 0 sized water meter. Average rates are calculated based on the household’s monthly
water use at the beginning of the sample period.
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the beginning and end of this period, marginal rates increased in Fresno.
Yet some rate changes reduced both marginal and fixed rates: notably,
in August 2014 the city reversed previous rate increases under political
pressure from ratepayers, only to increase rates again the next year after
approving a new rate-setting process. This episode emphasizes the de-
gree to which rate changes were salient to households during our sam-
ple period.
Because rate changes hit all households in the city simultaneously,

the estimates are identified from time-series variation. Specifically, we
compare water use within the same week across the four sample years
when different rates are in place. We estimate the following equation:

yit = f (Rates)it + gwoy + gi + Xtθ + εit, (1)

where yit is a function of household i’s average daily water use in week t,
in gallons, and f(Rates)it is a function of either marginal, fixed, or average
water rate at week t, depending on the specification. Our preferred spec-
ification uses the inverse hyperbolic sine (IHS) of water use and of rates
to estimate elasticities because of its robustness to the inclusion of ob-
servations with zero water use, 0.96% of our daily data set, but we also
report estimates using the logarithm.4 gwoy and gi are week-of-year and
household fixed effects, Xt includes weather and seasonal controls.5 Our
preferred specification does not include year fixed effects because they
would absorb any persistent effects of the policies we study.
Table 1 presents our estimates. Columns 1 and 2, which include year

fixed effects, appear to suggest customers are not very sensitive to prices
when comparing within-year water use. By contrast, columns 3 and 4,
which do not include year fixed effects, estimate an elasticity of 0.18
with respect to marginal prices and 0.43 with respect to average prices.6

Columns 5 through 8, which specify the outcome variable as the log of
average daily water use plus 1 rather than the IHS, find similar results
to columns 1 through 4. These estimates do not take into account the fact
that the city and the state both introduced other policies throughout our
sample period; we account for these other factors in our price elasticity
estimates in Section IV.
These estimates are consistent with the literature documenting that

customers respond more strongly to average rather than marginal prices
for water. Specifically, Ito (2013) finds that households in Orange County
display a short-run elasticity to average water rates of 0.097–0.13, versus
an elasticity with respect to marginal rates of close to 0.7 However, un-
like Orange County, Fresno does not have increasing block rates; thus
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we rely only on time-series variation to identify the simultaneous effects
of changes in marginal and fixed rates. For this reason, we do not find
the coefficient estimates on fixed rates to be credible. Nonetheless, cross-
sectional variation in baseline water use combined with time-series var-
iation in fixed rates generates variation that allows us to identify the effect
of average rates.

B. Reducing the Number of Allowed Outdoor Watering Days

Next, we evaluate nonprice policies, starting with time-of-day and day-
of-week restrictions on outdoor water use. These restrictions are ubiq-
uitous throughout California among other drought-prone states and
typically target lawn irrigation, the single largest end use of residential
water (Hanak and Davis 2006). Seventy percent of Californians were
already subject to some restrictions on outdoor water use, even before
drought regulations made themmandatory.8 Typically these policies re-
strict outdoor water use to only nights and evenings, when less water is
lost to evaporation, and also limit the number of days in a week house-
holds can use water outdoors. During our sample period, outdoor water
use violations in Fresno were subject to a $45 fine. A small team of util-
ity representatives patrolled the city, often at night, targeting customers
with a history of high water use during banned hours and issuing fines
to customers caught violating water use regulations. First-time violators
had the option of having the fine waived if they agreed to a household
water audit.
This section exploits a watering schedule change in August 2014 that

reduced the number of permitted watering days during summer months
from 3 to 2 days per week. Ex ante, it is not clear whether this schedule
change will reduce aggregate water use. On the one hand, this policy
could update households’ beliefs about the frequency with which they
need to irrigate their lawns, thus preventing over-irrigation. On the other
hand, this policy change does not limit total water use, as households can
substitute between hours or days. We start by exploring how water use
patterns change with this policy within a day, a week, and even a year.
This analysis allows us to document that the policy effects spill over to
times when the policy does not bind. We speculate that these spillovers
may be due to intertemporal substitution as well as to physical (e.g.,
swapping out lawns) or mental (e.g., reconsideration of how much water
was necessary) capital stock changes. Yet without experimental or quasi-
experimental variation in the policy, we cannot decisively rule out that
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confounding factors such as secular trends may drive the estimated pol-
icy effects. Then, we examine the net effects of all of these adjustments.
To reduce the load on the stormwater system, houses with odd- and

even-numbered addresses are allowed to use water outdoors on different
days of the week. During summers prior to August 2014, even-numbered
houses were permitted to use water outdoors on Wednesdays, Fridays,
and Sundays and odd-numbered houses were permitted to use water
outdoors on Tuesdays, Thursdays, and Saturdays. Beginning in August
2014, all customers were also prohibited from using water outdoors on
Thursdays and Fridays, reducing the number of days. On Mondays, all
households in Fresno are banned from using water outdoors. Table 2
summarizes these summer watering schedule rules before and after this
change.
We exploit the fact that even- and odd-numbered households are al-

lowed to water outdoors on different days of the week to estimate the
net effect of the schedule restriction in a difference-in-differences design.
For example, we can compare the behavior of two neighbors living on the
opposite side of the street, at numbers 1 and 2, on different days of the
week. Household 1was never allowed towater on Fridays and can serve
as a control group for Household 2, who is newly prohibited fromwatering

Table 2
Outdoor Water Use Schedule before and after August 2014

Odd Even

Summer Winter Summer Winter

Day Type of Day Before After Before After Before After Before After

Monday Always banned
Tuesday Always allowed

summer day
X X

Wednesday Always allowed
summer day

X X

Thursday Banned after
August 01, 2014

X

Friday Banned after
August 01, 2014

X

Saturday Always allowed X X X X
Sunday Always allowed X X X X

Total watering days 3 2 1 1 3 2 1 1

Note: This table shows which days each household is permitted to use water outdoors
both before and after the schedule change based on whether their house is odd- or even-
numbered. On permitted days, marked with an X, households may use water outdoors but
only before 9 a.m. in the morning or after 6 p.m. in the evening.
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on Fridays starting in August 2014, and vice versa on Thursdays. If we
assume that all households comply with the watering schedule, then the
difference between even-numbered and odd-numbered household water
use on different days would be entirely accounted for by outdoor water
use. To the extent that some households do not comply with this regula-
tion, by using differences in water use of households with different wa-
tering schedules, we likely underestimate true outdoor water use and
consequent savings from this policy restriction. Specifically, we estimate
the following equation separately for each hour of the day and different
days of the week on the sample of summer months, when outdoor water
restrictions are in place:9

ybnt = b1BannedDaynt + b2AlwaysPermittednt

+ b3PostBant + b4BannedDaynt � PostBant

+ b5AlwaysPermittednt � PostBant

+ gb + gn + gdow + gwoy + gyr + εbnt,(2)

where ybnt is the IHS of the average daily water use, in gallons, on week t
by the average household in block group b with house number in group
n ∈ fodd, eveng. BannedDaynt is an indicator for the days that become
banned in August 2014, that is, Thursdays for odd-numbered homes and
Fridays for even-numbered homes. AlwaysPermittednt is an indicator
for days when outdoor watering is allowed both before and after Au-
gust 2014.10 The omitted category includes days when outdoor water-
ing is not permitted either before or after August 2014.11 PostBant equals 1
for weeks after the change in the outdoor watering schedule. Thus, the
coefficient b3 estimates the effect of the ban on water use, ybnt, during
days when outdoor use was never permitted. The sum of b3 + b4 and
b3 + b5 estimates the effect of the ban on water use on days that become
banned and are always permitted, respectively. We control for fixed ef-
fects at the block group level (yb), fixed effects for odd- and even-
numbered houses (yn), and fixed effects for the day of week (ydow), week
of year (ywoy), and year (yyr). As such, coefficients in these regressions are
identified by the comparison between an even-numbered house that is
permitted to water outdoors and an odd-numbered house in the same
census block group that is not, and vice versa. Standard errors are clus-
tered at the block group and month level.
We find that intertemporal substitution of water use to days when

outdoor watering is still allowed undoes some of the water savings oc-
curring during days when the schedule change binds. Figure 5 presents

(2)
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Fig. 5. Water use after outdoor schedule change, by hour of day and day type

Notes: This figure shows coefficients from hour-by-hour regressions of water use on indi-
cator variables for whether outdoor water use for a household on that day of the week was
either banned after the policy change (panel A), always permitted (panel B), or never per-
mitted (panel C). Each regression includes indicators for the day of the week, an indicator
for post-schedule change, and interactions between indicators for “post-schedule change,”
“banned day,” and “always permitted day.” The regression also controls for whether house-
holds live in even-numbered homes, census block group fixed effects, and fixed effects for
the day of week, week of year, and year. Each regression is weighed by number of house-
holds in the census block group. Standard errors are two-way clustered at census block
group and sample-month levels. Vertical lines delimit daytime hours (9 a.m.–6 p.m.) when
outdoor use is never permitted.



the hour-by-hour estimates of these regressions on banned, always-
permitted, and never-permitted days, respectively. The vertical lines in
the figure delimit daytime hours (9 a.m.–6 p.m.) when outdoor use is
never permitted. Panel A shows that on the day that becomes banned,
water use decreases across all hours of the day by a total of 256 gallons,
with 87% of this decrease (223 gallons) occurring at night during hours
when irrigation became banned. However, Panel B shows that house-
holds offset 37% of these reductions by substituting 94 gallons per week
of irrigation from the night that is now banned to the two nights that
remain permitted.
All panels in figure 5 show a puzzling reduction in daytime water

use, when outdoor watering is never permitted, either before or after the
schedule change. Indeed, summing up changes inwater use over all days
of the week, figure 6 shows that despite the substitution of water use from
newly banned to permitted times, netwater use decreases virtually during
all hours, adding up to 333 gallons per week, 10% of average weekly

Fig. 6. Average effect of schedule change on use, by hour
Notes: This figure calculates the average hour-by-hour effect of schedule change on weekly
water use. The averages are calculated from the regression coefficients in figure 5. The
estimates are weighted given that after the schedule change, each week has 1 day that
became banned, 2 days that were always permitted, and 4 days that were never permit-
ted. The vertical lines delimit daytime hours (9 a.m.–6 p.m.) when outdoor use is never
permitted.
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consumption. Importantly, daytime savings represent 52%of all savings.
This reduction could reflect higher compliance with the watering sched-
ule, perhaps in fear of heightened enforcement, or increased conservation
along other dimensions associated with publicity about the schedule
change.
To gauge the persistence of the policy effects, table 3 estimates the

total effect of the schedule change by net of both direct and indirect ef-
fects over our entire sample period. Specifically, we estimate the follow-
ing equation:

yit = b1I
Post-Schedule Change
t + b2I

Post-Schedule Change
t

� ISummer
t + gwoy + gi + Xtθ + εit,

(3)

where yit is the IHS of household i’s average daily water use in week t
and IPost-Schedule Changet is an indicator for week t being after the schedule
change, gi and gwoy are household and week-of-year fixed effects, and
Xt includes weather controls, including a summer indicator. Column 1
of table 3 constrains b1 to be 0, because the outdoor watering schedule
did not change in winter months. Column 2 constrains b2 to be 0, that
is, it constrains the effect of the schedule change to be constant year-
round. Columns 4–6 also include year fixed effects.
Table 3 shows that water use declines by about a third after the sched-

ule change, with little difference across summer and winter months.12

One potential explanation for this year-round decrease in water use is
that the change in the schedule led to persistent behavior change.13 Al-
ternatively, households may have responded to changes in enforcement
and city services coinciding with the tightening of the outdoor water
regulations. Figure A3 shows that enforcement actions and city services
such as water audits and timer tutorials are few and far between, sug-
gesting that these factors cannot have a large effect on aggregate water
use. Still, without experimental or even quasi-experimental variation in
outdoor watering restrictions, we cannot decisively determine whether
the decline in winter water consumption is due to persistent behavior
changes or reflects confounding factors such as secular trends that also
explain the summer reduction.

C. Increasing Public Awareness

Many environmental programs appeal to moral values to induce be-
havioral change, yet it is not clear that they are effective (Egebark and
Ekström 2016). This section examines the extent to which two key policies

(3)
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enacted by the State of California affected public awareness of the drought
using Google Trends data: the state of emergency declaration and the intro-
duction of mandatory water use reductions. We then investigate whether
the increased drought awareness during our sample period also led to
changes in water use.
First, on January 17, 2014, Governor Jerry Brown declared the whole of

California to be in a state of emergency as a result of the drought. This
declaration allowed the state to access federal disaster relief funds and
gave the state additional jurisdiction over local water utilities to manage
the water supply. The governor lifted the state of emergency after the
end of our sample period, on April 7, 2017, for most of the state, although
some counties remained under it for longer. Second, on April 1, 2015,
the state imposed unprecedented mandatory water use reductions on all
local water utilities. Requirements included reporting water use monthly
to the state as well as 25% reductions in water use relative to 2013.14

Because these policies were one-time announcements that affected all
households simultaneously, we exploit time-series variation by estimat-
ing a regression of water use on a sequence of event-time dummy var-
iables while controlling for secular trends, seasonality, and individual fixed
effects. In other words, we estimate the following equation:

yt = S
13

s=-13
bsIWeeks Post-Announcement

t + gwoy + gyr + Xtθ + εt, (4)

where yt is a measure of drought awareness, IWeeks Post-Announcement
t is an

indicator for week t being s weeks before or after the announcement,
gyr and gwoy are year and week-of-year fixed effects, and Xt includes
weather controls.15

First, we examine the effect of these policies on drought awareness.
We use Google Trends to construct a weekly index of the number of
searches within Fresno containing the word “drought.” Figure 7 plots
the coefficients from equation (4) where yt is the drought awareness
index.16 Both policy announcements, and especially the state of emergency
announcement, appear to increase awareness of the drought as measured
by our index. By contrast, the change in the outdoor watering schedule
does not appear to increase drought awareness.
Next, we ask whether this increase in awareness translates to a de-

crease in water use. Figure 8 plots this measure of drought interest against
water use after removing seasonal patterns. Averagewater use and interest
in the drought move in opposite directions, with a correlation coefficient
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of -.498. To further explore this pattern, we estimate the following event-
study equation:

yit = S
13

s=-13
bsIWeeks Post-Announcement

t + gwoy + gyr + gi + Xtθ + εit, (5)

where yit is the IHS of household i’s average daily water use in week t
and IWeeks Post-Announcement

t is an indicator for week t being s weeks before or
after the announcement.17 Also, gi, gyr, and gwoy are household, year, and
week-of-year fixed effects, and Xt includes weather controls.
Figure 9 plots the coefficients from equation (5), suggesting that both

announcements are associated with declines in water use. We interpret
these results as indicating that drought awareness is negatively corre-
lated with water consumption and explore the robustness of this finding

Fig. 7. Event-time estimates—the effect of announcements on drought interest
Notes: This figure shows week-by-week event-time coefficients from regressing our drought
interest measure obtained from Google searches on indicators for each week relative to
the emergency state announcement (panel A), the state-mandated reductions (panel B),
and the schedule change (panel C). Each regression includes weather controls, a control
for whether summer watering schedule is in place, household fixed effects, and fixed effects
in year and week of the year. Standard errors are two-way clustered at household and
sample-month levels. Graphs show coefficient estimates and the 95% confidence intervals.
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to controlling for the other policies that were in force in this period in
the next section.

IV. The Policies’ Effect on Total Water Conservation

In this section, we use a unified linear regression framework to estimate
the effect of the policies discussed independently in Section III. This uni-
fied framework enables us to account for the simultaneous introduction
of different policies and to estimate the contribution of each policy to to-
tal water conservation. Specifically, we estimate the following equation:

yit = b1IHS(Rate)it

+ b2I
PostScheduleChange
t � I Summer

t

+ b3DroughtInterestt

+ gi + gwoy + f (Weathert) + εit,

(6)

Fig. 8. Drought interest and water use over time

Notes: This figure plots a weekly time series of de-seasoned average daily water use and
drought interest. The drought interest measure is computed from Google searches for the
word “drought.”Vertical lines indicate dates of the state of emergency announcement, the
outdoor watering schedule change, and the mandated restrictions.
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Fig. 9. Event-time estimates—the effect of statewide conservation announcements on
water use

Notes: This figure shows week-by-week event-time coefficients from regressing the in-
verse hyperbolic sine (IHS) of average daily water use on indicators for each week relative
to Jerry Brown’s January 17, 2014, announcement that the drought had placed California
in a state of emergency (panel A) and California’s announcement on April 1, 2015, that
all municipalities would be collectively required to reduce water use by 25% (panel B). Each
event-time estimate includes weather controls, a control for whether summer watering sched-
ule is in place, household fixed effects, and fixed effects in year and week of the year. Stan-
dard errors are two-way clustered at household and sample-month levels. Graphs show
coefficient estimates and the 95% confidence intervals.



where yit is the IHS of household i’s average daily use during week t,
IHS(Rate)it is alternatively the IHS of the average rate or the IHS of mar-
ginal and fixed rates, IPostScheduleChanget is an indicator that equals 1 after the
schedule change, and DroughtInterestt is our measure of Google searches
related to the drought. We report versions of this specification that do
and do not include year fixed effects, where the latter are more suscep-
tible to confounding factors but enable estimation of long-run effects
(instead of limiting identification to the year of implementation). Table 4
presents estimates from this regression with marginal and fixed rates in
columns 1–2 and average rates in columns 3–4.

Table 4
Simultaneous Effect of Citywide Conservation Policies and Drought Interest
on Water Use

Dependent Variable

IHS of Average Daily Use (Gallons)

(1) (2) (3) (4)

A. Regression Coefficients

IHS of fixed rate .563** .810**
(.205) (.203)

IHS of marginal rate per gallon -.164** -.038
(.035) (.044)

IHS of average rate per gallon -.388** -.367**
(.085) (.133)

1(Post-schedule change) �
1(Summer) -.288** -.121** -.329** -.253**

(.030) (.039) (.032) (.057)
Drought interest .006 .018 -.001 .028+

(.015) (.013) (.017) (.016)

B. Implied Elasticities

Marginal rate per gallon -.16 -.04
Average rate per gallon -.39 -.37
Year fixed effects X X
Observations 17,017,841 17,017,841 17,017,841 17,017,841

Note: Each column presents regression estimates of the effect of city-level policies on the
inverse hyperbolic sine (IHS) of average daily water use. Columns 1 and 2 include mar-
ginal and fixed rates, whereas columns 3 and 4 include average rates. Regressions in-
clude weather controls, household, and week-of-year fixed effects. Columns 2 and 4 in-
clude year fixed effects. Standard errors in parentheses are two-way clustered at household
and sample-month levels. We compute elasticities using the following formula derived
by Bellemare and Wichman (2020): yyx = b̂ �

�
�x�

ffiffiffiffiffiffiffi
�y2+1

p
�y�

ffiffiffiffiffiffiffi
�x2+1

p, �
, where �x is the mean of our

independent variable and �y is the mean of our dependent variable.
+p < .10.
**p < .01.
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When simultaneously estimating the effect of the policies, these re-
gressions estimate similar policy effects to those identified separately
in Section III. First, table 4 estimates a price elasticity of water demand
of 0.16 with respect to marginal rates, and of 0.39 with respect to aver-
age rates, both very similar to the estimates in table 1. It is also apparent
that the price elasticities are smaller in the specifications that include
year fixed effects, but we do not emphasize these specifications because
they do not take advantage of all of the identifying variation. Second,
we find substantial long-term effects of the schedule change during the
summer, on the order of 29%–33%, similar to those estimated in table 3.
It is noteworthy that the winter effect remains even when conditioning
on the price and drought variables (see table A2). Finally, we estimate
no effect of drought awareness on water conservation after controlling
for the other policies. This finding suggests that awareness has no ad-
ditional explanatory power after accounting for the effect of the other
policies.18

Next, we decompose the total water savings we observe in Fresno
between 2013 and 2016 into components attributable to each of the pol-
icies analyzed in table 4. First, we calculate “Actual Changes” in water
use each year relative to a baseline before any policy changes in the first
half of 2013. Then, we compute “Policy-Induced Changes” by predict-
ing water use each year based on the coefficients estimating policy ef-
fects in each column of table 4. Specifically, we compute the following
equation for each year t ∈ 2014–2016:

Policy Induced Changes = S
3

i=1

bbi(Policyit - Policyi0): (7)

Table 5 reports the results of this exercise year by year using esti-
mates including marginal and fixed rates (columns 1–3) and average rates
(columns 4–6). Specifically, rate changes appear to explain 40%–44% of
the water savings in 2016 compared with 2013, whereas the schedule
change explains 45%–51% of those savings, and drought interest ex-
plains at most 2% of the savings, depending on which measure of rates
we use.
We caveat this analysis by noting that the results from this exercise

are sensitive to how we interpret the effects of the schedule change in
the winter. When we include the effects of this policy in all months
of the year as opposed to only the summer months when the schedule
change is binding, table A4 shows that our analysis overpredicts water
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savings. Without data from control cities, or even better from a random-
ized trial, we cannot say whether the policy effects we estimate when
the policy was not in effect are due to persistent behavior changes such
as lawn replacements or to confounding factors such as secular trends
that might also explain the effect in the summer.

V. Conclusion

Resource conservation is one of the common challenges that societies
face. Climate change is likely to make crises, such as droughts, more
common, putting policy makers under more frequent pressure to adopt

Table 5
Policies’ Contributions to Water Conservation

Estimates Use Marginal/
Fixed Rate Changes

Estimates Use Average
Rate Changes

Year
2014

Year
2015

Year
2016

Year
2014

Year
2015

Year
2016

(1) (2) (3) (4) (5) (6)

A. Outcome: IHS of Water Use

Actual change -.101 -.307 -.323 -.101 -.307 -.323
Policy-induced change -.143** -.306** -.270** -.193** -.296** -.309**

(.023) (.023) (.025) (.023) (.027) (.034)
Policy-induced change/
actual change 141.6% 99.7% 83.6% 191.1% 96.4% 95.7%

B. % Actual Change Explained by Each Policy

Marginal and fixed
rate changes 50.30** 39.53** 39.99**

(12.29) (7.89) (7.45)
Average rate changes 77.00** 23.75** 43.93**

(16.82) (5.19) (9.60)
1(Post-schedule change) �
1(Summer) 98.48** 63.30** 45.10** 112.40** 72.24** 51.47**

(10.26) (6.60) (4.70) (10.92) (7.02) (5.00)
Drought interest -7.48 -3.26 -1.51 1.17 .51 .24

(20.45) (8.92) (4.12) (23.23) (10.13) (4.68)

Note: The top panel of this table shows the actual and predicted policy-induced change
in the inverse hyperbolic sine (IHS) of average daily water use each year relative to the be-
ginning of the sample period in the first semester of 2013. The policy-induced change
is computed using the regression coefficients in column 1 of table 4 for estimates using
marginal/fixed rates and column 3 of table 4 for estimates using average rates. The bottom
panel shows the contribution of each citywide policy to the total actual change. Standard
errors in parentheses are two-way clustered at sample-month and household levels.
**p < .01.
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conservation policies. By trying to disentangle the effect of different poli-
cies on water conservation, this article aims to provide a tool kit for pol-
icy makers to reduce resource use. To do so, we take different approaches
to assessing the effects of different policies depending on the identifying
variation available in the data.
The article’s primary contribution is to simultaneously estimate the

effect of aggregate policies such as outdoor watering restrictions, rate
changes, and policies aimed at increasing drought awareness. First, we
find that increasing water rates explain 40%–44% of the water conser-
vation experienced in Fresno between 2013 and 2016. Our analysis
abstracts from political economy considerations that marginal rate in-
creases can be viewed as punitive, disproportionally affect low-income
customers (Wichman et al. 2016), and divorce revenues from the cost
structure of utilities, thus increasing risk. Second, we find that tightening
summer outdoor watering restrictions decreased summer water use de-
spite intertemporal substitution to permitted times. However, we also find
a decline in winter use that complicates the interpretation of these results.
Indeed, using only time-series variation in Fresno, we cannot decisively
conclude whether the policy effects we estimate when the policy was not
in effect are due to persistent behavior changes or to confounding factors
such as secular trends that might also explain the effect in the summer.
Moreover, we cannot quantify the welfare effects of the schedule change
as we lack data on the disutility it imposes on households. Third, we do
not find evidence that increased drought awareness due to state-level an-
nouncements leads to long-termwater conservation. However, identifying
the effect of conservation and media campaigns remains an open and
crucial question for demand management policy going forward.
We also have data on take-up of rebates for water-efficient appli-

ances and conservation services offered by the city through programs
that did not change over our sample period. In analysis not reported
in the article, we find that installing water-efficient toilets and drought-
resistant lawns reduces household water use, as does receiving timer
tutorials and water use audits. However, the aggregate effects of these
rebates and customer services are negligible due to low take-up rates.
Most water utilities in California offer rebates for water-efficient ap-
pliances on top of rebates offered by the state through the “Save Our
Water” program, despite mixed evidence on the effectiveness of resource-
efficient appliances at reducing use due to rebound effects (Davis 2008;
Lee, Tansel, and Balbin 2011, 2013; Bennear, Lee, and Taylor 2013;
Gillingham et al. 2013). Anecdotally, most households redeem both city-
and state-offered rebates, meaning rebates could cover the total cost of a
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toilet and up to 40% of the cost of a new washer. Similarly, virtually all
utilities in California enforce outdoor water use restrictions and offer ser-
vices such as water audits and timer tutorials. Thus, we believe that fur-
ther research is warranted to study the scalability and cost-effectiveness
of these policies, given that there likely are many inframarginal takers.
Understanding what works in managing resource use during crises

is paramount to navigate the challenges posed by climate change. An-
swering this question requires sorting out the effects of policies that are
often enacted simultaneously. Importantly, this simultaneity also raises
questions of the complementarity or substitutability of these policies, which
will affect the external validity of our findings. This article provides novel
associational evidence, but decisive evidence of the effects of multiple poli-
cies and their interactions requires experimental or valid quasi-experimental
variation in them. We are especially optimistic about opportunities to
implement randomized controlled trials (Browne et al. 2020).

Appendix

Fig. A1. Precipitation and high temperature in Fresno and CaliforniaA, Average annual
precipitation (inches). B, Average high temperature of the warmest month (degrees
Fahrenheit).
Note: Source of map is the California Coastal Commission (https://www.coastal.ca.gov
/coastalvoices/resources/Biodiversity_Atlas_Climate_and_Topography.pdf ).
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Fig. A2. Rebate adoption over time

Notes: This plot shows the cumulative share of sample households issued a clothes washer,
lawn replacement, or toilet rebate over the sample period. Lawn replacement rebates were
introduced in 2015.

Fig. A3. Fines, timer tutorials, and audits issued in Fresno. A, Share of households re-
ceiving fines. B, Share of households receiving timer tutorials. C, Share of households re-
ceiving audits.

Notes: Panels A, B, and C respectively show the weekly share of households in our sample
that received fines, timer tutorials, and audits issued in Fresno throughout the sample period.
The vertical line is the date of the schedule change on August 1, 2014.



Table A1
Summary Statistics

California Fresno
Rank in
California

Demographics:
Population 35,984,596 506,132 5
Average household income $88,595 $58,219 90
Median household income $61,933 $41,455 96
Fraction of bachelor’s degree or more 30.43% 20.10% 69
Average household size 3.04 3.10 43
Fraction of homeowners 54.69% 46.06% 80

Average per capita residential water use
(gal/day):

Year 2013 145 140 27
Year 2014 129 122 34
Year 2015 98 105 22
Year 2016 97 120 13

Climate Characteristics (2013–16):
Average precipitation (in/day) .0529 .0367 36
Average daily high temperature (7F) 76.00 80.94 7
Average daily low temperature (7F) 53.10 53.69 50

Note: This table shows summary statistics on demographics, average water use, and cli-
mate in California and Fresno. It also shows Fresno’s rank within the 100 largest water
utilities in California with regard to water use and its rank among the 100 largest census
locations with regard to demographics and weather. Demographics data are from 2014
American Community Survey 5-year estimates. Income-related statistics are in 2014
inflation-adjusted dollars. Average per capita dailywater use data are fromCalifornia State
Water Resources Control Board (https://www.waterboards.ca.gov/water_issues/programs
/conservation_portal/conservation_reporting.html). Most weather data before October 2014
are imputed. Aggregate Californiaweather estimates are averaged across the 100most pop-
ulous census places, accounting for 59.6% of the state’s population over 2013–16. Climate
characteristics are from NOAA National Climatic Data Center (https://www.ncdc.noaa
.gov/cdo-web/search).
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Table A2
Simultaneous Effect of Citywide Conservation Policies and Drought Interest on Water
Use, Year-Round Schedule Change Effects

IHS of Average Daily Use (Gallons)

Dependent Variable (1) (2) (3) (4)

A. Regression Coefficients

IHS of fixed rate .399* .344*
(.157) (.158)

IHS of marginal rate per gallon -.165** -.388**
(.028) (.070)

IHS of average rate per gallon -.401** -1.346**
(.071) (.243)

1(Post-schedule change) -.266** -.529** -.288** -.974**
(.032) (.091) (.039) (.148)

1(Post-schedule change) �
1(Summer) -.017 .011 -.028 .056

(.043) (.040) (.050) (.042)
Drought interest -.009 .003 -.012 -.007

(.009) (.012) (.012) (.013)

B. Implied Elasticities

Marginal rate per gallon -.17 -.39
Average rate per gallon -.40 -1.35
Year fixed effects X X
Observations 17,017,841 17,017,841 17,017,841 17,017,841

Note: Each column presents regression estimates of the effect of city-level policies on the
inverse hyperbolic sine (IHS) of average daily water use. Columns 1 and 2 include mar-
ginal and fixed rates, whereas columns 3 and 4 include average rates. Regressions in-
clude weather controls and household and week-of-year fixed effects. Columns 2 and 4
include year fixed effects. Standard errors in parentheses are two-way clustered at house-
hold and sample-month levels. We compute elasticities using the following formula de-
rived by Bellemare and Wichman (2020): yyx = b̂ �

�
�x�

ffiffiffiffiffiffiffi
�y2+1

p
�y�

ffiffiffiffiffiffiffi
�x2+1

p, �
, where �x is the mean of

our independent variable and �y is the mean of our dependent variable.
*p < .05.
**p < .01.
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Table A3
Simultaneous Effect of Citywide Conservation Policies and Drought Interest
on Log Water Use

Log of (1 + Average Daily Use[Gallons])

Dependent Variable (1) (2) (3) (4)

Log of fixed rate .422** .555**
(.145) (.148)

Log of marginal rate per gallon -.183** -.052
(.025) (.035)

Log of average rate per gallon -.351** -.242*
(.057) (.093)

1(Post-schedule change) �
1(Summer) -.292** -.144** -.322** -.218**

(.024) (.036) (.026) (.044)
Drought interest .017 .011 .008 .013

(.013) (.010) (.014) (.012)
Year fixed effects X X
Observations 17,017,841 17,017,841 17,017,841 17,017,841

Note: This table calculates the same results as table 4, except using the log(1 + average daily
water use) rather than the inverse hyperbolic sine. Each column presents regression esti-
mates of the effect of city-level policies on the log of average daily water use. Columns 1
and 2 include marginal and fixed rates, whereas columns 3 and 4 include average rates.
Regressions include weather controls and household and week-of-year fixed effects. Col-
umns 2 and 4 include year fixed effects. Standard errors in parentheses are two-way clus-
tered at household and sample-month levels.
*p < .05.
**p < .01.



Table A4
Policies’ Contributions to Water Conservation, Year-Round Schedule Change Effects

Estimates Use Marginal/
Fixed Rate Changes

Estimates Use Average
Rate Changes

Year
2014

Year
2015

Year
2016

Year
2014

Year
2015

Year
2016

(1) (2) (3) (4) (5) (6)

A. Outcome: IHS of Water Use

Actual change -.101 -.307 -.323 -.101 -.307 -.323
Policy-induced

change -.189** -.399** -.407** -.234** -.404** -.459**
(.017) (.021) (.027) (.016) (.023) (.034)

Policy-induced
change/actual
change 187.1% 130% 126% 231.7% 131.6% 142.1%

B. % Actual Change Explained by Each Policy

Marginal and fixed
rate changes 52.59** 34.45** 38.40**

(10.23) (5.34) (5.50)
Average rate changes 79.60** 24.55** 45.42**

(14.16) (4.37) (8.08)
Schedule change 122.20** 90.61** 85.17** 135.00** 99.79** 93.35**

(10.06) (7.03) (6.56) (10.31) (7.36) (7.26)
1(Post-schedule
change) 116.2** 86.79** 82.45** 125.50** 93.69** 89.00**

(13.94) (10.41) (9.89) (17.01) (12.70) (12.06)
1(Post-schedule
change) �
1(Summer) 5.95 3.82 2.72 9.50 6.11 4.35

(14.59) (9.38) (6.68) (17.03) (10.94) (7.80)
Drought interest 11.61 5.07 2.34 16.40 7.16 3.30

(12.40) (5.41) (2.50) (16.47) (7.18) (3.31)

Note: The top panel of this table shows the actual and predicted policy-induced change in
the inverse hyperbolic sine (IHS) of average daily water use each year relative to the begin-
ning of the sample period in the first semester of 2013. The policy-induced change is com-
puted using the regression coefficients in column 1 of table A2 for estimate usingmarginal/
fixed rates and column 3 of table A2 for estimates using average rates. The bottom panel
shows the contribution of each citywide policy to the total actual change. Standard errors
in parentheses are two-way clustered at sample-month and household levels.
**p < .01.
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1. “Extreme drought” and “Exceptional drought” are the two most extreme of the five
levels of drought classification measured by the USDA drought monitor. An area experi-
ences “Extreme drought”when major crop areas and pasture losses are common, fire risk
is extreme, and widespread water shortages can be expected. An “Exceptional drought”
is the most severe category of water shortage that, in addition to the traits of Extreme
drought, result in water emergencies.

2. A better research design might compare changes in water consumption in Fresno
to another city that did not change its watering schedule on the same date. We attempted
to secure data from comparable cities with different policies, but we were unable to do so.

3. When the total reduction in water use throughout the year is treated as the effect
of the change in summer water schedule regulations, then the policy appears to explain
92% of the observed water savings and the sum of the savings explained by each policy
becomes larger than the total water savings observed over our sample period. Because
the decrease in winter consumption is comparable to the summer decline, we would con-
clude that the reduction in outdoor watering days did not explain any of the observed water
savings if both are due to a confounder.

4. Following Bellemare and Wichman (2020), we multiply the argument of the IHS
transformations by a large number, 100,000,000, to include observations where the argu-
ments are 0. Algebraically, the multiplicative constant does not affect the regression esti-
mates. Water meter readings of 0 may be due to a weeklong vacation, meter malfunctions,
or water access being shut off to the household on a given day.

5. Controls include a summer indicator as well as the following indicators constructed
at the daily level and averaged over the days d in each week t: nine indicators for any pre-
cipitation, precipitation more than 0.2 inches, and precipitation more than 0.5 inches on
day d, day d - 1, and days d - 2 to d - 7, each interacted with the summer indicator, and
six indicators for maximum temperature above 957F and above 1007F on day d, d - 1, and
days d - 2 to d - 7.

6. We compute elasticities using the following formula derived by Bellemare and
Wichman (2020): yyx = b̂ �

�
�x�

ffiffiffiffiffiffiffi
�y2+1

p
�y�

ffiffiffiffiffiffiffi
�x2+1

p, �
where �x is the mean of our independent variable

and �y is the mean of our dependent variable.
7. Ito (2014) documents similar results in the electricity sector.
8. Authors’ calculation based on State Water Resource Control Board data on Conser-

vation Reporting.
9. Due to limitations of computation power, we estimate this equation at the block

group-odd/even level, weighting by number of households per block group.
10. These days are Tuesdays and Saturdays for odd-numbered homes and Wednes-

days and Sundays for even-numbered homes.
11. These days are Mondays, Wednesdays, Fridays, and Sundays for odd-numbered

homes and Mondays, Tuesdays, Thursdays, and Saturdays for even-numbered homes.
See table 2.

12. The estimates appear roughly halved when introducing year fixed effects.
13. A wide range of behavior changes may lead to persistent declines in water use, in-

cluding saving water in daily activities and installing water efficient appliances. To ex-
plore the investment channel, we have limited data on city-level take-up of rebates for
clothes washers and low-flow toilets, available in Fresno since 2006, as well as rebates
for lawn replacements, available since 2015. Figure A2 shows no evidence of any discon-
tinuous increase in rebate take-up for clothes washer and toilet rebates. Furthermore, the
relatively low take-up of rebates implies that they cannot explain trends in aggregate
water use.

14. In addition, this regulation instituted a temporary, statewide consumer rebate
program to replace old appliances with water- and energy-efficient models; required
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campuses, golf courses, cemeteries, and other properties with large green spaces to make
significant cuts in water use; prohibited new home developments from irrigating with
potable water; prohibited irrigation of street medians; prohibited the serving of tap water
in restaurants unless asked for by customers; and prohibited irrigation in days following
rainfall.

15. Indicators for weeks -13 and 13 include also weeks before and after the window,
respectively.

16. Because the drought awareness index is constructed at the city level, this specifica-
tion does not include household fixed effects.

17. Indicators for weeks -13 and 13 include also weeks before and after the window,
respectively.

18. Table A3 shows that our estimates are robust to using logarithm transformations
of the outcome and the rate variables instead of the IHS transformation.
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Labandeira, Xavier, José M. Labeaga, and Xiral López-Otero. 2017. “A Meta-
Analysis on the Price Elasticity of Energy Demand.” Energy Policy 102:549–
68.

224 Browne, Gazze, and Greenstone



Lee, Mengshan, Berrin Tansel, and Maribel Balbin. 2011. “Influence of Residen-
tial Water Use Efficiency Measures on Household Water Demand: A Four
Year Longitudinal Study.” Resources, Conservation and Recycling 56 (1): 1–6.

———. 2013. “Urban Sustainability Incentives for Residential Water Conser-
vation: Adoption of Multiple High Efficiency Appliances.” Water Resources
Management 27 (7): 2531–40.

Mansur, Erin T., and Sheila M. Olmstead. 2012. “The Value of Scarce Water:
Measuring the Inefficiency of Municipal Regulations.” Journal of Urban Eco-
nomics 71 (3): 332–46.

Michelsen, An M., J. Thomas McGuckin, and Donna Stumpf. 1999. “Nonprice
Water Conservation Programs as a Demand Management Tool.” JAWRA Jour-
nal of the American Water Resources Association 35 (3): 593–602.

Nataraj, Shanthi, and W. Michael Hanemann. 2011. “Does Marginal Price Mat-
ter? A Regression Discontinuity Approach to Estimating Water Demand.”
Journal of Environmental Economics and Management 61 (2): 198–212.

Olmstead, Sheila M. 2009. “Reduced-Form Versus Structural Models of Water
Demand Under Nonlinear Prices.” Journal of Business and Economic Statistics
27 (1): 84–94.

Olmstead, Sheila M., W. Michael Hanemann, and Robert N. Stavins. 2007.
“Water Demand Under Alternative Price Structures.” Journal of Environmental
Economics and Management 54 (2): 181–98.

Olmstead, Sheila M., and Robert N. Stavins. 2009. “Comparing Price and Non-
price Approaches to Urban Water Conservation.” Water Resources Research 45
(4): W04301.

Pratt, Bryan. 2019. “A Fine Is More Than a Price: Evidence from Drought Re-
strictions.” Mimeograph.

Renwick, Mary E., and Richard D. Green. 2000. “Do Residential Water De-
mand Side Management Policies Measure Up? An Analysis of Eight Cali-
fornia Water Agencies.” Journal of Environmental Economics and Management
40 (1): 37–55.

Syme, Geoffrey J., Blair E. Nancarrow, and Clive Seligman. 2000. “The Eval-
uation of Information Campaigns to Promote Voluntary Household Water
Conservation.” Evaluation Review 24 (6): 539–78.

Viard, V. Brian, and Shihe Fu. 2015. “The Effect of Beijing’s Driving Restrictions
on Pollution and Economic Activity.” Journal of Public Economics 125:98–115.

Wichman, Casey J. 2014. “Perceived Price in Residential Water Demand: Evi-
dence from a Natural Experiment.” Journal of Economic Behavior and Organiza-
tion 107:308–23.

Wichman, Casey J., Laura O. Taylor, and Roger H. von Haefen. 2016. “Conser-
vation Policies: Who Responds to Price and Who Responds to Prescription?”
Journal of Environmental Economics and Management 79:114–134.

Zhang, Wei, C.-Y. Cynthia Lin Lawell, and Victoria I. Umanskaya. 2017. “The
Effects of License Plate-Based Driving Restrictions on Air Quality: Theory and
Empirical Evidence.” Journal of Environmental Economics and Management 82:181–
220.

Do Conservation Policies Work? 225





Environm
ental and Energy Policy and the Econom

y

VOL

02

The University of Chicago Press
w w w . p r e s s . u c h i c a g o . e d u

Environmental and Energy Policy and the Economy
Edited by Matthew J. Kotchen, James H. Stock, and Catherine D. Wolfram

02

This volume presents six new papers on environmental and energy 
economics and related policy issues. Robert Pindyck provides a 
systematic overview of what is known, and remains unknown,  
about climate change, along with the implications of uncertainty for 
climate policy. Shaikh Eskander, Sam Fankhauser, and Joana Setzer 
offer insights from a comprehensive data set on climate change 
legislation and litigation across all countries of the world over the 
past 30 years. Adele Morris, Noah Kaufman, and Siddhi Doshi shine 
a light on how expected trends in the coal industry will create 
significant challenges for the local public finance of coal-reliant 
communities. Joseph Aldy and his collaborators analyze the 
treatment of co-benefits in benefit-cost analyses of federal clean  
air regulations. Tatyana Deryugina and her co-authors report on the 
geographic and socioeconomic heterogeneity in the benefits of 
reducing particulate matter air pollution. Finally, Oliver Browne, 
Ludovica Gazze, and Michael Greenstone use detailed data on 
residential water consumption to evaluate the relative impacts of 
conservation policies based on prices, restrictions, and public 
persuasion. 

Environmental 
and Energy 
Policy and the
Economy
Edited by Matthew J. Kotchen, James H. Stock,  
and Catherine D. Wolfram

c h i c a g o

VOL 02, 2021

Introduction
Matthew J. Kotchen, James H. Stock,  
and Catherine D. Wolfram 

What We Know and Don’t Know about 
Climate Change, and Implications  
for Policy 
Robert S. Pindyck

Global Lessons from Climate Change 
Legislation and Litigation 
Shaikh Eskander, Sam Fankhauser,  
and Joana Setzer 
 
Revenue at Risk in Coal-Reliant 
Counties
Adele C. Morris, Noah Kaufman,  
and Siddhi Doshi 

Cobenefits and Regulatory Impact 
Analysis: Theory and Evidence
from Federal Air Quality Regulations 
Joseph Aldy, Matthew J. Kotchen,  
Mary Evans, Meredith Fowlie,
Arik Levinson, and Karen Palmer
 
Geographic and Socioeconomic 
Heterogeneity in the Benefits
of Reducing Air Pollution in the  
United States 
Tatyana Deryugina, Nolan Miller,  
David Molitor, and Julian Reif
 
Do Conservation Policies Work? 
Evidence from Residential Water Use
Oliver R. Browne, Ludovica Gazze,  
and Michael Greenstone


	Cover1
	Half Title Page
	Title Page
	Copyright
	NBER Board of Directors
	Relation of the Directors to the Work and Publications of the NBER
	Contents
	Introduction
	1. What We Know and Don't Know about Climate Change, and Implications for Policy
	2. Global Lessons from Climate Change Legislation and Litigation
	3. Revenue at Risk in Coal-Related Counties
	4. Cobenefits and Regulatory Impact Analysis Theory and Evidence from Federal Air Quality Regulations
	5. Geographic and Socioeconomic Heterogeneity in the Benefits of Reducing Air Pollution in the United States
	6. Do Conservation Policies Work? Evidence from Residential Water Use
	Back Cover



