
11 The Beta-Risk Model

Here, we start talking about risk factors. Material is also covered in Brooks pp. 586-588.

11.1 The Market Model and the CAPM

• Finance people like to talk about (common) factors

• Factor is systematic component driving the cross-section (all securities) over time.

• Factor may be observed or latent (unobservered)

• Returns driven by common and idiosyncratic factors

• Investors are only compensated for bearing systematic risk (i.e., that part driven by common
factors)

• CAPM is a single-factor model. Factor is the market return.

• Later, we talk about multi-factor models.

• Finance people like to embed factor models within the beta-risk framework.

11.2 The Beta-Risk Model

• Question is: Over long periods of time, why do some assets pay high returns and why do
others pay low returns?

e.g., Big versus small firms. Do small firms pay more or less? If more, what’s the risk in
small firms that make people afraid of them?

• Answer is those assets with greater exposure to the risk factor. Measure exposure with
beta. The big question here, is what is (are) risk factor(s)?

• Asset pricing theory: Let r
e
t,i be asset i

0
s excess return. Let r̄

e
i = E

⇣
r
e
t,i

⌘
is the asset’s

mean excess return. In finance, all asset pricing models take the form

r̄
e
i = �1i�1 + �2i�2 + · · ·+ �ki�k

where
r
e
t,i = ↵i + �1if1t + �2if2t + · · ·+ �kifkt + ✏t,i

The fjt are called (common) risk factors. The �j are called risk prices. The �ji are called
betas. They measure the risk exposure of asset i to factor j.
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3. Estimates:

(a) �̂> �̂ : OLS time-series regression.

Uhl
w = �l + �0liw + %lw w = 1> 2===W for each l.

(b) �̂ : Mean of the factor,

�̂ =
1

W

WX

w=1

iw = ī =

(c) Stop and admire. We are here to estimate the cross-sectional relationship between H(Uhl)
and �l. We don’t actually run any cross sectional regressions. We estimate the slope
of the cross-sectional relationship by finding the mean of the factor. We estimate the
cross-sectional error � as the time-series intercept.

4. Standard errors:

(a) Reminder of the standard error question: There are true parameters �> �> � which we
don’t know. In our sample, we produce estimates �̂> �̂> �̂. Due to good or bad luck,
these will be different from true values. If we could rewind and run history over and
over again, we’d get different values of �̂> �̂> �̂. How much would these vary across the
different samples? If we thought � = 0, how likely is it that the �̂ we see is just due to

luck? To answer these questions we need to know what � (�̂) > �
³
�̂
´
> �
³
�̂
´
are. Watch

it — this is how much the estimates would vary across “alternate universes”. These
quantities are called standard errors.

(b) Suppose %lw are independent over time. For each asset, H(%
l
w%
l
w+v) = 0. I do not assume

H(%lw%
m
w ) = 0 — that would be a big mistake — returns are correlated with each other at a

point in time!

(c) ⇒(statistics) Then you can use OLS standard errors �̂l> �̂l.

212

Picture shows relation between risk and return. Risk is covariance. Excess returns vary propor-
tionally to �i. ↵i is the deviation (Jensen’s alpha). � is the asset’s exposure to the risk factor, f.
It says, the risk-premium (expected excess return) varies in proportion to the asset’s exposure to
risk factor. � is that factor of proportionality.

• Lets start simple, with a single factor model.

r̄
e
i = �i� (32)

where
r
e
t,i = ↵i + �ift + ✏t,i (33)

– ft is the common risk factor. In the CAPM, factor ft = r
e
t,m is the market excess

return. We assume that the excess return is generated by (33). (32) is the prediction
of the model. It says an asset’s average return is proportional to its beta. The factor of
proportionality is the price of risk, �. Higher beta stock pay higher returns on average,
because they are risker in the sense that their returns covary more with the risk factor.

– What happened to the ↵i in (32)? ↵i is Jensen’s alpha. It is the risk-adjusted perfor-
mance measure. If the theory (about ft being the only risk factor) is correct, ↵i = 0. If
↵i is not zero then the average return on the security or portfolio is higher (or lower)
than that predicted by the theory.

– If the assets are professionally managed portfolios, then ↵i > 0 tells us the portfolio
manager has special talent.

– What is �? Take expectations of (33) assuming the theory is true, r̄ei = �if̄ , then

f̄ = E (ft) = � (34a)

(32)-(34a) form the crux of the beta-risk model.

69



All finance models take beta-risk form (short version)

• The marginal Investor’s Euler equation. xt+1,j is payoff from asset j that costs pt,j .

pt,ju
0 (ct) = Et

⇥
�u

0 (ct+1)xt+1,j
⇤

(35)

If asset is stock, xt+1,j = pt+1,j + dt. If asset is coupon bond, replace dt with coupon. If
asset is discount bond, xt+1,j = 1.

• Express in return form,

1 = Et


�u

0(ct+1)

u0(ct)

xt+1,j

pt,j

�

• Change notation: mt+1 = �u
0(ct+1)/u0(ct) is the stochastic discount factor. (1+rt+1,j) =

xt+1,j/pt,j is the gross return.

• Rewrite the Euler equation one more time

1 = Et(mt+1(1 + rt+1,j)) (36)

• Holds for all traded assets j = 1, ..., N . Also holds for the risk free asset whose return is
1 + r

f
t .

1 = Et(mt+1(1 + r
r
t )) (37)

• Subtract (37) from (36) to get
0 = Et(mt+1r

e
t+1,j)

Take unconditional expectations of both sides,

0 = E(mt+1r
e
t+1,j)

Now the timing t+ 1, t doesn’t matter.1

• Finance bros aren’t fans of consumption data. It is poorly measured, and we can’t really
observe the consumption of the marginal investor. So we assume that the SDF of the

1
Think of a predictive regression, yt+1 = ↵+ �xt + ✏t+1. Take conditional expectation,

Et (yt+1) = ↵+ �xt

. Now take the unconditional expectation of the conditional expectation,

E (Et (yt+1)) = ↵+ �E (xt) = E (yt+1)
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marginal investor has a one-factor representation for the SDF. ( this is key

mt = 1� b(ft � µf ) (38)

What is factor ft? Could be consumption growth, could be asset returns.

• Substitute (38) into Euler equation to get the beta-risk representation

0 = E(ret (1� b(ft � µf )))

= E(ret )� bCov(ret , ft)

= E(ret )� bV ar(ft)| {z }
�

Cov(ret , ft)

V ar(ft)| {z }
�

(39)

Hence,
r̄
e
t = ��

11.3 Estimate and Test the CAPM with the Time-Series Method

• The time-series method works when factor is an excess return.

• Preliminary analysis

– Estimate and test if price of risk E(ft) = � is statistically significant: Run the regression

ft = �+ ✏t

of the factor (excess return) on constant. The factor needs to be some sort of excess
return.

– Constant is estimate of �. Do Newey-West on the constant, test if it is greater than 0.

• Run the time-series regression
r
e
t,i = ↵i + �ift + ✏t,i

for each asset i = 1, ..., n, using Newey-West. Do individual t-tests on the ↵i. If the factor
explains everything about why this asset pays an excess return, ↵i = 0. If not, then the
model is lacking. Impose the restriction that mean returns are proportional to betas,

r̄
e
i = �i� = ↵i + �if̄

Then the intercept should be
↵i = �i(�� E(ft))

71



• Plot the r̄
e
i against the �i. Do they line up? Does the regression line of r̄ei on �i go through

the origin?

• A cheap and not entirely correct joint test: If all the ↵i are zero, then the sum of the ↵i is
zero. If the ↵i estimates are independent, then

t
2
1 + t

2
2 + · · · t2n ⇠ �

2
n

where t
2
i is the squared value of the Newey-West t-ratio on ↵i.

This test is not entirely right because it ignores possible correlation across the ↵i

• Details for doing the correct joint test on the ↵
0
s. Let

↵̂ =

0

BBBB@

↵̂1

↵̂2
...

↵̂N

1

CCCCA

⌃↵ =

0

BBBB@

�11 �12 · · · �1N

�21 �22 · · · �2N
...

�N1 · · · �NN

1

CCCCA

�ii = V ar(↵i), �ij = Cov(↵i,↵j)

Then test statistic is, �
↵̂
0⌃�1

↵ ↵̂
�
⇠ �

2
N

• How to do this in Eviews? Estimate as system, ask for the joint test. (betarisk_dow.wf1)

– Object ! New Object ! System

– Write down the system model

– Estimate by Ordinary Least Squares ! View ! Coefficient Diagnostics
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