
10 Time-Varying Volatility

Text: Chapter 9

10.1 Motivation

Financial returns are not normally distributed. They exhibit

1. Leptokurtosis (fat tails relative to the normal)

2. Volatility clusters

3. The unconditional distribution of short-horizon returns aren’t normal. But their condi-
tional distributions could be normal.

Why we might care

1. Suppose we want to estimate the value of market risk. (Sharpe ratios).

Sharpe =
E (rp � rf )

�p

where E(rp � rf ) is portfolio excess return and �p is portfolio volatility. Sharpe ratio is the
average portfolio return per unit of volatility (a risk concept).

2. Volatility is a key parameter for pricing financial derivatives. All modern option pricing
techniques rely on a volatility parameter for price evaluation.

3. Volatility is used for risk management assessment and in general portfolio management.
Financial institutions want to know the current value of the volatility of the managed assets.

4. They also want to predict their future values. Volatility forecasting is important for institu-
tions involved in options trading and portfolio management.

5. Volatility changes over time, which makes these pricing examples conditional on the current
environment (high, low volatility). We want to model how volatility changes and what it
depends on.

Dependent Variable: ERRTSQ

Method: Least Squares

Sample (adjusted): 7/02/1926 9/30/2019

Included observations: 24578 after adjustments
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Figure 5: Market excess return

Let remt be the market excess return. Suppose we have only one observation. How would you form
the sample variance? The sample standard deviation?

Figure 6: Square root of squared daily market excess returns

Does staring at this picture make you want to regress it on lags of itself?
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Dependent Variable: ERRTSQ

Sample (adjusted): 7/13/1926 9/30/2019

Included observations: 24571 after adjustments

10.2 The ARCH/GARCH class of models

• Popular way to model is with ARCH (autoregressive conditional heteroskedasticity) and
GARCH (generalized ARCH).

• ARCH was invented by Robert Engle. The Nobel committee gave him the economics prize
in part for this.

• GARCH was invented by Tim Bollerslev, who was Engle’s student at UCSD.

• There’s also,

– EGARCH (exponential GARCH)

– IGARCH (integrated GARCH)

– STARCH (smooth-transition ARCH)

– TARCH (threshold ARCH)

– FIGARCH (fractionally integrated GARCH)

– SWARCH (switching ARCH).

• Return on some asset

rt = a+ bxt + ✏t

✏t ⇠ N
�
0,�2

t

�

Notice t subscript on variance. �
2
t is the conditional variance of ✏t. Conditional on past

observations of ✏t

�
2
t = E

h
(✏t � Et (✏t))

2 |✏t�1, ✏t�2, . . .

i
= Var (✏t|✏t�1, ✏t�2, . . .)

This says the conditional variance changes over time. It is time-varying. It moves around
over time. ARCH is a parametric model of the conditional variance.

• Intuition: remember how we want to think of conditional expectation as regression?

• Estimation done by maximum likelihood
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Figure 7: Robert Engle Nobel Laureat and Heck of a Nice Guy

Nobel Prize citation: “for methods of analyzing economic time series with time- varying volatility
(ARCH)”

Figure 8: Robert Engle Does Ice Dancing!
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10.3 ARCH class of models

ARCH(1)
�
2
t = ↵0 + ↵1✏

2
t�1

ARCH(2)
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t = ↵0 + ↵1✏

2
t�1 + ↵2✏

2
t�2

ARCH(q)

�
2
t = ↵0 + ↵1✏

2
t�1 + ↵2✏

2
t�2 + · · ·↵q✏

2
t�q

Test for ARCH effects

• Run the main regression
rt = â+ �̂xt + ût

save the residuals ût

• Regress the squared residuals û
2
t on q lags of itself (to test for ARCH(q)).

û
2
t = b0 + b1û

2
t�1 + · · · bqû2t�q + vt

where vt is the error term. You can do an F�test on the coefficients.

• You can also do a Lagrange multiplier (LM) test. Get the R
2 from this regression.

TR
2 ⇠ �

2
q

• What does the F-test and LM test test?

H0 : (b1 = 0) \ (b2 = 0) \ · · · (bq = 0)

The alternative is HA : NOT H0.

• Test for and Estimate ARCH model in EViews, use f-f_research_data_factors_daily.wf1
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Oy! Too many parameters!

10.4 The GARCH class of models

GARCH(1,1)

rt = a+ �xt + ✏t
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The (1,1) refers to number of lags of ✏2 and �
2
, and where

0  �  1

(class: why do we need this?)
GARCH(1,1) is constrained infinite ordered ARCH. Observe,
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substitute this into previous
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Keep going. �
k = 0 as k ! 1.
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Usually, GARCH(1,1) does the job.

Recover the GARCH series, makes the conditional variance series

eqno.makegarch cvar where cvar is the series name

series csd = cvar
0
.5

10.5 ARCH-M, GARCH-M (in the mean)

You might be interested in whether higher volatility associated with higher or lower returns? Here
is a GARCH-M example.

r
e
t = a+ b�t + ✏t

✏t ⇠ N
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0,�2

t
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2
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2
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2
t�1

• Use volatility as ‘regressor’ to preserve units.

• b > 0, high volatility, re expected to be large. b < 0, high volatility, re expected to be small.

• Estimation is by maximum likelihood.

• To implement, choose the option in EViews
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