
Autoregressive models.
AR(1)
εt iid

(
0, σ2

ε

)
.For yt to be stationary, |ρ|<1

yt = a+ ρyt−1 + εt

Find the interesting moments

E (yt)︸ ︷︷ ︸
µy

= a+ ρE (yt−1)︸ ︷︷ ︸
µy

+ E (εt)︸ ︷︷ ︸
0

µy (1− ρ) = a

re-express as
yt = µy (1− ρ) + ρyt−1 + εt

Let’s get the variance. It will be the same whether µy= 0 or not, so let’s assume
it’s 0.

yt = ρyt−1 + εt

Var (yt) = E (yt)
2

= E (ρyt−1 + εt) (ρyt−1 + εt)

= E
[
ρ2y2t−1 + ε2t + 2ρyt−1εt

]
=

ρ2Ey2t−1 + Eε2t + 2ρE (yt−1εt)︸ ︷︷ ︸
0


Var (yt) = E (yt)

2
= σ2

y = ρ2σ2
y + σ2

ε

and finally,

σ2
y

(
1− ρ2

)
= σ2

ε

σ2
y =

σ2
ε

1− ρ2

What happens if ρ = 1? Variance goes to infinity (or is undefined)
Compute autocorrelations. First compute autocovariance, then divide by

the variance.
Remember, we are assuming µy = 0

γ1 = E (ytyt−1) = E (ρyt−1 + εt) (yt−1)

= E
(
ρy2t−1 + εtyt−1

)
=
(
ρEy2t−1 + Eεtyt−1

)
= ρσ2

y
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And the first-order autocorrelation is

corr (yt, yt−1) =
γ1
σyσy

= ρ

The second-order autocorrelation:

γ2 = E (ytyt−2) = E (ρyt−1 + εt) yt−2

=

ρE (yt−1yt−2)︸ ︷︷ ︸
γ1

+ E (εtyt−2)︸ ︷︷ ︸
0


= ρρσ2

y = ρ2σ2
y

corr (yt, yt−2) =
γ2
σyσy

= ρ2

The k − th order autocorrelation of the AR(1) model is ρk.
Autoregressive models have moving average representations.

yt = ρyt−1 + εt

yt−1 = ρyt−2 + εt−1

yt−2 = ρyt−3 + εt−2

Substitute the second and third equations into the first.

yt = ρ (ρyt−2 + εt−1) + εt

= ρ2 (yt−2) + ρεt−1 + εt

= ρ2 (ρyt−3 + εt−2) + ρεt−1 + εt

= ρ3yt−3 + ρ2εt−2 + ρεt−1 + εt

...

= ρtε0 + ρt−1ε1 + · · · ρ2εt−2 + ρεt−1 + εt

This is useful for tracing out the impulse response function. Shock εt once, then
shut it down and see how y responds. From the MA representation,

y1 = ε1 = 1

y2 = ε2︸︷︷︸
0

+ ρ ε1︸︷︷︸
1

= ρ

y3 = ε3 + ρε2 + ρ2ε1 = ρ2

...

yk = ρk−1

Forecasting formula. Given what we know at t (It is the set of variables we know at t) ,
what’s the forecast of yt+1?

yt+1 = ρyt + εt+1
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E (yt+1|It) = E (ρyt + εt+1) = ρyt

E (yt+2|It) = ρ2yt

E (yt+k|It) = ρkyt → 0 = µy as k →∞

How can we estimate the AR(1)? Regression works. Regress yt on yt−1.
In Eviews, y = c(1) + c(2)y(−1).
We could continue with an AR(2) model, but we’ll do that later. Right now,

consider an ARMA(1,1) model. This will help with the problem set, believe me.

yt = ρyt−1 + εt + θεt−1

Find the mean

E (yt) = E (ρyt−1 + εt + θεt−1)

µy = ρµy = 0

V ar (yt) = E
(
y2t
)

= E (ρyt−1 + εt + θεt−1) (ρyt−1 + εt + θεt−1)

= E(ρ2yt−1 + ε2t + θ2ε2t−1 + blahblahblah)

Don’t download the ps yet.
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