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We consider the ability of a representative agent model with time-separable utility to explain the first and second moments of the risk-free rate and the returns to equity. We generalize the standard calibration methodology by accounting for the uncertainty in both the sample moments to be explained and the unobservable parameters to which the model is calibrated. We find that the first moments of the data can be matched for a wide range of preference parameter values but the model is unable to generate both first and second moments of returns that are statistically close to those in the sample.

1. Introduction

A primary goal of financial economists is to understand the dynamics of asset price movements. Recent research has focused on measuring and explaining both the degree of serial correlation and the size and variability of asset returns.

In an earlier paper, Cecchetti, Lam, and Mark (1990), we studied the first of
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these issues. Here, we examine the second. We show that a representative agent model based on Lucas (1978), calibrated to historical consumption and dividend growth jointly can explain the first but not the second moments of the equity premium and the risk-free rate found in the data.

The empirical issues that concern the work here were first discussed by Mehra and Prescott (1985). They show that for plausible values of the discount factor and the coefficient of relative risk aversion, a simple representative agent model that is calibrated to certain features of historical consumption data implies values of the equity premium that are too low together with values of the risk-free rate that are too high. They suggest that Mehra and Prescott found in using a frictionless, pure exchange Arrow-Debreu economy to match the first moments of the equity premium and the risk-free rate what has come to be known as the equity premium puzzle.

This paper has two features that distinguish it from previous studies of equity returns. First, we explicitly separate consumption from dividends. It is common in the literature to set consumption and dividends equal and then calibrate the model to estimates of a univariate consumption process. But this practice ignores the fact that equity prices are actually levered claims to future production. Recently, both Kandel and Stambaugh (1990a, 1990b, 1991) and Benninga and Protopapadakis (1995) report success in matching the first and second moments of return data using models with leverage. These papers treat the leverage ratio—the ratio of debt to the market value of the firm—as a free parameter. These authors are implicitly allowing the share of dividends to consumption to vary in order to match the moments of returns. But the data provide a precise guide as to what that share should be. The payments to equity holders represent only a very small fraction of total consumption, and the more than century total dividends have averaged between 3% and 5% of aggregate consumption. When this ratio is imposed, the model cannot fully explain the data.

The second salient feature of this paper is that we develop a testing framework to measure the ability of the model to match the data. This addresses a common

---

1 That paper shows how the negative serial correlation in stock returns found in sample 4 coincides with the equilibrium model described in section 2 below.

2 Numerous solutions have been proposed to this puzzle. A partial list includes Mankiw (1986) suggestion that the high risk premium is the consequence of mode-aversion risk, Merton's (1980) examination of debt capital, Nelson's (1990a) study of the conspnsus for assuming that consumers' hit-some lower bound. Abel (1985) work on heterogeneous beliefs, Wold's (1986) and Epstein and Zin's (1990) use of intertemporal utility, Constantinides (1985) and Abreu's (1990) model based on asset formation, Lefebvre (1990a) monetary models, and Markow and Zeldizer (1991) separation of stockholders from stockholders.

3 In their original paper, Mehra and Prescott (1985) do not note that equity is the residual claim to income after labor has been paid, but in contrast to Benninga and Protopapadakis (1990), they led that it does not help in generating a large equity premium. Brainard and Summers (1990), who also examine the impact of bonds, claim that the Mehra and Prescott analysis is misleading.
problem in the calibration literature. Previous authors generally fail to provide a well-articulated criterion for evaluating the models they examine. To understand the problem, let \( \psi \) be a vector of sample moments and \( \mu; \theta \) be the corresponding implied moments from a completely specified economic model with parameter vectors \( \theta \), representing technology, and \( \mu \), representing tastes. Inspired first by Kydland and Prescott (1982) and then Mehra and Prescott (1985), recent asset pricing and business cycle research has explored various parameterizations in an attempt to set \( [\psi - \mu(\theta; \phi)] = 0 \). In this calibration method, the parameters of the technology, \( \theta \), are estimated in order to conform to certain features of the actual economic environment. The investigator then searches for 'plausible' values of the preference parameters, \( \phi \), in an attempt to find implied moments of the economic model that are 'close' to the sample moments. But this ignores two sources of uncertainty. Since \( \psi \) is an estimator for the moments of interest and \( \theta \) is set equal to \( \theta_0 \), an estimator of the parameters of the technology, the comparison can be thought of as testing to see if the difference between two jointly distributed random variables is zero.

By explicitly accounting for uncertainty that arises from the fact that \( \psi \) and \( \theta_0 \) are estimated, we can calculate the distribution of \( [\psi - \mu(\theta_0; \phi)] \), conditional on a particular choice of \( \phi \), the taste parameters. This allows us to formulate a test statistic and apply standard inference procedures to evaluate the fit of the model.\(^4\)

Our starting point is an equilibrium asset pricing model based on Lucas (1978), generalized to incorporate nontradable assets. We make assumptions about preferences and the stochastic process governing endowments that yield a closed form solution for asset prices. The utility function is time-separable and in the constant relative risk aversion class, while the endowment obeys a form of Hamilton's (1989) Markov-switching model.

We go on to assume that dividends represent the flow that accrues to the owner of the equity, and that these are discounted by the intertemporal marginal rate of substitution defined over consumption. This approach mirrors reality exactly in that equity prices are based solely on the flow that accrues to their owner.

This bivariate model requires that we estimate a stochastic process for consumption and dividend growth rates jointly. We then calibrate the model by setting the parameters of the endowment process equal to estimates of the Markov-switching model using annual observations on U.S. real consumption.

\(^4\)In a recent paper, Hansen and Jagannathan (1990) suggest an alternative method for evaluating whether an asset pricing model is capable of matching the unconditional moments of the data. They examine the ability of various preference specifications to generate intertemporal marginal rates of substitution that match those implied by asset return data. They find that time-accurate utility functions require substantial structure to meet these criterion. See section 5 below for a more detailed comparison of fit results with those of Hansen and Jagannathan.
and dividend growth from 1892 to 1987. We proceed to examine the ability of the bivariate consumption-dividends model to explain the equity premium puzzle, i.e., the first moment of the equity premium and the risk-free rate. As first suggested by Constantinides (1990), we also study the ability of the models to match the covariance matrix of the returns data. While leverage allows us to match the mean equity premium and risk-free rate fairly easily, we find that our attempt to match the second moments fails.

The remainder of this paper is organized into five parts. Section 2 describes the asset pricing model and derives the closed form solution for asset prices for the bivariate consumption-dividends model, assuming that endowment growth follows the Markov-switching process. In Section 3 we report estimates of the parameters of the processes constructed using Hamilton’s (1982) Generalized Method of Moments (GMM) procedure. Section 4 discusses the methodology for evaluating the performance of the models. Section 5 examines the ability of the bivariate consumption-dividends model to match the first moments of the equity premium and the risk-free rate alone, as well as the first and second moments of the returns data together. Section 6 contains concluding remarks.

2. The model

This section presents the model of asset pricing we use and derives the solution for returns. We consider a variant of the Lucas model in which a single nontraded consumption good is made available through an exogenous endowment process. Throughout, we assume that the endowment can be described by the Markov-switching model first introduced by Hamilton (1989).

We begin by assuming that the consumption good is generated by two distinct processes. Call the first process dividends, and let the claim to dividends be called equity. The price of equity is determined in a competitive market. The claim to the second process, which can be thought of as labor income, is not traded. Total consumption in any period is the sum of dividends and labor income. The economy is populated by a large number of identical individuals who are aggregated into a representative agent. This model is presented in Section 2.1. Sections 2.2 and 2.3 describe the stochastic model for the endowment and an explicit solution for returns.

The model presented here generalizes our earlier results presented in Cachanosuy, Lam, and Mark (1990). We follow the standard practice of the aggregate asset pricing literature and make an endowment variable. Since we are unconcerned with consumption decisions themselves, this risk is born of different. In principle, we could specify a production scenario and derive the stochastic process for technology that would be required to yield the consumption process we assume. All that is interesting for our work is that the consumption process fits the data.
2.1. Bivariate consumption–dividends: The interest

We begin with the first-order conditions for the generalized Lucas economy in which consumption and dividends are not necessarily equal. These are

\[
P_t = \beta E_t \left[ \frac{U(C_{t+1})}{U(C_t)} \left( P_{t+1} + D_{t+1} \right) \right],
\]

\[
P_t = \beta E_t \left[ \frac{U(C_{t+1})}{U(C_t)} \right],
\]

where

\( P_t \) = real price of the traded asset, or equity

\( P_t^r \) = real price of the risk-free asset,

\( C_t \) = per capita real consumption,

\( D_t \) = dividend from owning one unit of equity,

\( U' \) = marginal utility of the representative agent,

\( \beta \) = subjective discount factor, \( 0 < \beta \), and

\( E_t \) = mathematical expectation conditional on information at time \( t \).

Let preferences be given by

\[
U(C_t) = \frac{C_t^{1-\gamma}}{1-\gamma}
\]

where \( 0 < \gamma < \infty \) is the coefficient of relative risk aversion.

Now substitute (3) into (1) and (2) to obtain

\[
P_t \beta C_t^{-1} = \beta E_t C_t^{-1} \left( P_{t+1} + D_{t+1} \right).
\]

\[
P_t = E_t \left[ \frac{C_{t+1}^{1-\gamma}}{C_t} \right].
\]

We note here that in the empirical computations below \( \beta \) is allowed to exceed unity. Kocharları (1990a) has shown that a unique solution to the asset pricing problem exists in economies where the discount factor is greater than one.\(^6\)

\(^6\)There are a number of ways to understand values of \( \beta \) that are greater than one. For example, it can be thought of as a simple, but crude, way of approximating habit formation behavior of the type described in Constantinides (1986) and Abel (1990). In their model, marginal utility is an increasing function of the level of past consumption. This implies behavior similar to that implied by a discount factor greater than one.
2.2. The endowment process

We assume that consumption and dividends are governed by a bivariate version of Hamilton’s (1989) Markov-switching model. Our earlier paper [Cecchetti, Lam, and Maris 1999] demonstrates the empirical usefulness of the Markov-switching process for modeling consumption and dividend growth. In particular, we showed that this model is able to characterize the significant negative skewness and excess kurtosis found in the consumption and dividend growth data. Furthermore, the Markov-switching model admits a closed-form solution to the asset pricing problem.

Let \( c_t = \frac{c_t}{C_t} \) and \( d_t = \frac{d_t}{D_t} \). We assume that \( (c_t, d_t) \) is governed by the following bivariate random walk with two-state Markov drift:

\[
\begin{pmatrix}
    c'_t \\
    d'_t
\end{pmatrix} = \begin{pmatrix}
    c_{t-1} \\
    d_{t-1}
\end{pmatrix} + \begin{pmatrix}
    \sigma_c & \sigma_d \\
    \sigma_c & \sigma_d
\end{pmatrix} \begin{pmatrix}
    e_t \\
    S_t
\end{pmatrix},
\]

\[
\text{where } \begin{pmatrix}
    e_t \\
    S_t
\end{pmatrix} \text{ is i.i.d. normal with mean zero and covariance matrix}
\]

\[
\Sigma = \begin{pmatrix}
    \sigma_e^2 & \sigma_{es} \\
    \sigma_{es} & \sigma_s^2
\end{pmatrix}, \text{ and } S_t \text{ is a Markov random variable that takes on values of } 0 \text{ or } 1 \text{ with transition probabilities}
\]

\[
\begin{align*}
    \Pr[S_t = 1 | S_{t-1} = 1] &= p, \\
    \Pr[S_t = 0 | S_{t-1} = 1] &= 1 - p, \\
    \Pr[S_t = 1 | S_{t-1} = 0] &= 1 - q, \\
    \Pr[S_t = 0 | S_{t-1} = 0] &= q.
\end{align*}
\]

The model of the endowment process requires estimation of nine parameters:

\( (\sigma_c, \sigma_d, \sigma_e, \sigma_s, p, q, \sigma_{es}, \sigma_{es}, \sigma_s) \).

As a normalization, we restrict the \( \sigma_i \)'s to be positive. Consequently the economy will be in a good state when \( S_t = 0 \) and in a bad state when \( S_t = 1 \). The

\(^{1}\)We model consumption, rather than labor income, jointly with dividends to maintain tractability of the model. We note that this formulation explains implicit taxation on the production technology that we do not investigate. See footnote 2 above.

\(^{2}\)The fact that both consumption and dividend growth have normally distributed innovations imply that the difference between their level, \( c_t - d_t \), while on average equal to a negative value with nonzero probability. But, because consumption is nearly twice the size of dividends in the data, the probability that the model will ever imply a negative value for labor income is vanishingly small, even though \( e_t \) is nearly 10 times \( e_t'. \) See table 1 for details. As a result, we ignore the potential complications in the presentation below.
parameter \( q \) is the probability of remaining in the good state next period given that the economy is currently in the good state, while \( p \) is the probability of remaining in the bad state given that the economy is currently in the bad state. The transition probabilities between the two states are \( (1 - q) \) and \( (1 - p) \).

The Markov components of the dividend and consumption processes are assumed to be perfectly correlated, and so dividends and consumption are in the good or the bad state simultaneously. The mean consumption and dividend growth rates are \( x_0 \) and \( x_1 \) in the good state and \( (x_0 + x_1) \) in the bad state.

The bivariate Markov-switching model generalizes the Markov-growth process of Mehra and Prescott in three ways. First, consumption and dividends are modeled jointly. Second, the continuous random variable \( z \) is included. Third, the transition matrix \( (7) \) is permitted to be asymmetrical. We obtain the Mehra and Prescott endowment process by setting \( C = D \), \( p = q \), and \( \Sigma = \Phi \).

### 2.3. The solution for returns

Assuming that consumption and dividends follow the bivariate process given by (6) and (7), we obtain the closed-form solution for the price of a share of equity and the price of the risk-free asset by the method of undetermined coefficients. Conjecture the following solution:

\[
P_t = \rho(S_t)D_t. \tag{8}
\]

The problem is to verify that (8) solves (6) and to find the function \( \rho(S_t) \). To do this, first substitute (8) into (4) to obtain

\[
\rho(S_t)D_tC_t = \beta E(C_{t+1}|D_{t+1}, [\rho(S_{t+1}) + 1]). \tag{9}
\]

Next, write (8) in levels,

\[
\begin{bmatrix}
C_{t+1} \\
D_{t+1}
\end{bmatrix} =
\begin{bmatrix}
C_0 e^{\delta t} + C_1 e^{\delta t} + \cdots + C_T e^{\delta t} \\
D_0 e^{\delta t} + D_1 e^{\delta t} + \cdots + D_T e^{\delta t}
\end{bmatrix}
\tag{10}
\]

Now substitute (10) into (4) and note that \( C_t \) and \( D_t \) are i.i.d. normal with covariance matrix \( \Sigma \) to obtain

\[
\rho(S_t) = \beta e^{\delta t} C_t e^{\delta t} + \cdots + \beta e^{\delta t} C_T e^{\delta t} + \beta e^{\delta t} D_0 e^{\delta t} + \cdots + \beta e^{\delta t} D_T e^{\delta t} \cdot [\rho(S_{t+1}) + 1]. \tag{11}
\]

\*The technique presented here can also be used to obtain a solution for the general case in which the endowment follows an n-state Markov-switching process in the mean, the variance, or both.
Because $S_t$ can take on only two values, 0 or 1, $V(1)$ is a system of two linear equations in $\rho(0)$ and $\rho(1)$. Solving these two equations yields

$$\rho(0) = \frac{1 - (p + q - 1)\bar{\beta} \bar{\gamma}}{1 - \bar{\beta}(p \bar{\gamma} + q) + \bar{\beta}^2 \bar{\gamma}(p + q - 1)} - 1,$$

(12)

$$\rho(1) = \frac{1 - (p + q - 1)\bar{\beta} \bar{\gamma}}{1 - \bar{\beta}(p \bar{\gamma} + q) + \bar{\beta}^2 \bar{\gamma}(p + q - 1)} - 1,$$

(13)

where

$$\bar{\beta} = \rho \varphi \psi^{-1} \varphi^{1/2} \psi^{-1},$$

$$\bar{\gamma} = \varphi^{1/2} \psi^{-1}.$$

This establishes that (8) is the solution to (4). 10

The price of the risk-free asset is obtained using (6) and (7) to evaluate (5). That is,

$$\rho'_t = \beta \varphi^{-1/2} \psi^{1/2} \varphi^{-1} \rho(S_t),$$

(14)

where $\rho(0) = q + (1 - q) \varphi^{-1} \psi$ and $\rho(1) = \varphi \psi^{-1} + (1 - p)$. The implied rates of return to holding the equity and risk-free assets from date $s$ to $t + 1$ are

$$R^*_t = R^*(S_{t+1}, S_t, \rho'_t, \psi) = \frac{P_{t+1}^* \varphi + D_{t+1}}{P_t^*} - 1$$

$$= \frac{\rho(S_{t+1}) + 1}{\rho(S_t)} \varphi^{u \sigma \psi^{-1} \varphi^{1/2} \psi^{-1} - 1},$$

(15)

$$R'_t = R'(S_t) = \frac{1}{P_t^*} - 1.$$  

(16)

Next, integrate $\rho'_t$ out of the expression for the equity return to obtain

$$R^*(S_{t+1}, S_t) = \frac{\rho(S_{t+1}) + 1}{\rho(S_t)} \varphi^{u \sigma \psi^{-1} \varphi^{1/2} \psi^{-1} - 1}.$$  

(17)

10 The solution for the equity price can also be obtained by inverting the stochastic difference equation (8) forward and exploiting results in Hamilton (1999) to evaluate the resulting geometric series. The conditions required for this series to converge also guarantee that $\rho(S_t)$ is nonnegative. The nonnegativity of $\rho(S_t)$ is always implied in the theoretical work that follows.
Finally, the implied means of the risky and the risk-free rates of return are computed by summing over the probabilities:

\[ \mu^* = E[R^*(S_{t+1}, S_t)] = \sum_{S_{t+1}} \sum_{S_t} \Pr(S_{t+1} = \delta_{t+1} | S_t = \delta_t) \Pr(S_t = \delta_t) R^*(S_{t+1}, S_t) \]

\[ \mu^f = E[R^f(S_t)] = \sum_{S_t} \Pr(S_t = \delta_t) R^f(\delta_t) \]  

(18)

(19)

where \( \Pr(S_t = \delta_t) \) is the unconditional probability that \( S_t = \delta_t \). For the good state, \( \delta_t = 0 \), this is \( \Pr(S_t = 0) = (1 - \rho)(2 - p - q) \). The unconditional probability of a bad state is \( \Pr(S_t = 1) = 1 - \Pr(S_t = 0) = (1 - q)(2 - p - q) \).

The expected equity premium follows as

\[ \mu^e = \mu^* - \mu^f. \]  

(20)

In order to compute the implied covariance of the premium and the risk-free rate, first use (15) and (16) to define

\[ R_t^* = R^*(S_{t+1}, S_t, \delta_{t+1}^t, \delta_{t+1}^f) = R^*(S_{t+1}, S_t, \delta_{t+1}^t) - R^f(S_t). \]  

(21)

Next, integrate \( \delta_{t+1}^f \) out of (21) to obtain the equivalent of (17),

\[ R^* = R^*(S_{t+1}, S_t). \]

Using these, we can write the covariance matrix of the equity premium and the risk-free rate:

\[ \text{var} \begin{pmatrix} R_t^* \\ R_t^f \end{pmatrix} = \sum_{S_{t+1}, S_t} \Pr(S_{t+1} = \delta_{t+1} | S_t = \delta_t) \Pr(S_t = \delta_t) \left[ \left( (R_t^* - \mu^e)^2 \text{d}F(\delta_{t+1}^f) \right) + \left( (R_t^f - \mu^f)^2 \text{d}F(\delta_{t+1}^f) \right) \right] \]

\[ \times \left[ (R^f_t - \mu^f)^2 \right]. \]  

(22)

where \( F(\delta_{t+1}^f) \) is the cumulative normal distribution function, with mean zero and variance \( \sigma_{\delta_{t+1}^f}^2 \).

3. Estimation of the endowment process

The next step in deducing the behavior of the joint equity premium-risk-free rate process \( (R_t^*, R_t^f) \) implied by the model of section 2 is to estimate the parameters of the stochastic process for the endowment.
Estimates are computed by Hansen’s (1982) Generalized Method of Moments (GMM), using annual data on real dividend growth for the Standard and Poor’s 500, and real per capita consumption growth, together with the returns reported in Table 2 of section 5 below. The moments used in the GMM procedure were chosen to match the maximum likelihood estimates of the bivariate consumption-dividends Markov-switching model as closely as possible. The appendix describes the moment conditions used for the estimation and the criterion for their choice.

All the data sources are described in detail in the data appendix to Cecchetti, Lam, and Mark (1990). Briefly, the dividends data are the nominal figure from Campbell and Shiller (1987), deflated by the annual average CPI from Wilcox and Jones (1988). The real consumption series begins with the Kendrick data in 1889, reported in Balke and Gordon (1986), and continues in 1929 with the NIPA series for real personal consumption expenditure. The consumption data are divided by population estimates from the Historical Statistics of the United States and the Economic Report of the President to obtain per capita observations.

The results are reported in Table 1. In addition to the estimates of the Markov-switching model reported in the first column of the table, we include estimates of two nested alternatives: a random walk, where \( q = 1, p = 0 \) and \( \alpha = \beta = 0 \), and a Mehra-Prescott style model, estimated by matching the means and variances of consumption and dividend growth, and the first-order autocorrelation of consumption growth, where \( \beta^2 = \alpha^2 = \alpha_0 = 0 \) and \( p = q \). Standard errors for these Mehra-Prescott style estimates are obtained by GMM on the exactly identified model.

In our earlier paper we provide a number of tests that demonstrate the statistical superiority of the asymmetric Markov-switching model over alterna-

---

11 By using data on the S&P index we are assuming that the growth in S&P dividends, as well as the real returns on holding the index, accurately mirrors the behavior of constituents’-side dividend growth and equity returns.

12 Ideally we would prefer to estimate all of the parameters of the endowment and the payments of returns jointly using a maximum likelihood procedure. But this would require that we evaluate the likelihood for returns and for the economic model to match all the aspects of the returns data. There is no prior to pursuing this strategy, as it is unlikely that a simple model can explain all aspects of the data.

13 The method and definition were chosen so that our results in Table 2 match the results in Mehra and Prescott (1985) as closely as possible.

14 None of the results reported in sections 3, 4, and 5 are changed in any measurable way if the total consumption series is replaced by consumption of nondurables and services alone as used by Ormston and Waller (1981).

15 Since the Mehra-Prescott process implies matching a first-order autocorrelation of consumption growth, we estimate the model over the period 1889 to 1987.

16 The estimation of the Mehra-Prescott model uses the procedure suggested on page 154 of their paper.
Table 1
GMM estimates of the bivariate Markov-switching model, 1892–1987 (asymptotic t-ratios in parentheses).

<table>
<thead>
<tr>
<th></th>
<th>Markov-switching</th>
<th>Random walk</th>
<th>Mehra-Prescott</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>0.9064</td>
<td>1.0</td>
<td>0.4723</td>
</tr>
<tr>
<td></td>
<td>(0.90)</td>
<td></td>
<td>(5.62)</td>
</tr>
<tr>
<td>p</td>
<td>0.0094</td>
<td>–</td>
<td>0.4723</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td></td>
<td>(5.62)</td>
</tr>
<tr>
<td>s_x</td>
<td>0.0218</td>
<td>0.0183</td>
<td>0.0206</td>
</tr>
<tr>
<td></td>
<td>(6.06)</td>
<td>(4.97)</td>
<td>(7.33)</td>
</tr>
<tr>
<td>s_t</td>
<td>– 0.0832</td>
<td>–</td>
<td>– 0.0968</td>
</tr>
<tr>
<td></td>
<td>(3.19)</td>
<td></td>
<td>(5.79)</td>
</tr>
<tr>
<td>k_x</td>
<td>0.0255</td>
<td>0.0118</td>
<td>0.1244</td>
</tr>
<tr>
<td></td>
<td>(0.89)</td>
<td>(0.93)</td>
<td>(7.13)</td>
</tr>
<tr>
<td>k_t</td>
<td>– 0.3209</td>
<td>–</td>
<td>– 0.2831</td>
</tr>
<tr>
<td></td>
<td>(4.99)</td>
<td></td>
<td>(7.29)</td>
</tr>
<tr>
<td>s_x</td>
<td>– 0.0333</td>
<td>0.0392</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>(2.67)</td>
<td>(0.58)</td>
<td></td>
</tr>
<tr>
<td>s_t</td>
<td>0.0100</td>
<td>0.1216</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>(5.06)</td>
<td>(7.29)</td>
<td></td>
</tr>
<tr>
<td>s_m</td>
<td>0.2732</td>
<td>0.463</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>(1.53)</td>
<td>(4.49)</td>
<td></td>
</tr>
<tr>
<td>Pr(S = 1)</td>
<td>0.0425</td>
<td>0.0</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Given the type considered here. Briefly, we first estimate the Markov-switching model and the random walk model by maximum likelihood and construct a likelihood ratio test. The result allows us to reject the random walk model in favor of the Markov-switching model at the 1% level or better. Furthermore, it is clear from the size of the estimates of the components of Σ, as well as the fact that p is significantly smaller than q, that the Markov-switching model dominates the Mehra-Prescott style estimates. Finally, we prefer the Markov-switching model because of its ability to produce the negative serial correlation in equity returns discussed at length in our earlier paper.

17As noted in Crotti, Lam, and Marx (1990), the Markov-switching model is not identified under the null hypothesis that the random walk is correct. Nevertheless, Monte Carlo experiments demonstrated that the critical values for the pseudo-likelihood ratio test were close to those of a chi-squared distribution with degrees of freedom slightly larger than the maximum number of constraints one could possibly count. For the bivariate consumption-dividends model considered here, twice the difference in the log-likelihood is 20.39. This is beyond the 99.9 percent critical value for a χ² with 3 degrees of freedom; a very conservative standard considering that the test has at most 4 constraints.
For the purposes of computing the equity premium, an important thing to notice is the size of the drop in consumption and dividends in the bad state, the $\delta_0 = \delta_1$. During a boom, the growth rates of dividends and consumption are estimated to be 2.5 percent and 2.5 percent, respectively. But in a downturn these fall to 29.5 percent for dividends and 6.2 percent for consumption. In the bad state, dividends crash. As one would expect, consumption is quite a bit smoother.

To help understand the implications of these estimates, notice that the unconditional probability of a crash is $Pr(S_0 = 1) = (1 - \phi)(2 - p - \phi) = 0.045$ and so we expect real dividends to fall by 30 percent in approximately 4 of the 96 years of the sample. While this may seem surprising, it is consistent with the historical experience. The model estimates imply that, given that the economy is in the bad state ($S_0 = 1$), the asymptotic 95 percent confidence interval for the growth in real dividends is ($-0.30, -0.09$). The same confidence interval for the good state ($S_0 = 0$) is $(0.23, -0.18)$. Consequently, if dividends fall by 20 percent or more, we can be fairly certain that $S_0 = 1$. Of the 96 years in our sample, 6 meet this criterion - real dividends fell by more than 20 percent.

We note that the GMM criterion function for the bivariate Markov-switching model is flat for variations in $p$, the probability of remaining in a crash state given that the economy is currently in that state. This is not surprising considering the asymmetric behavior of dividends over the business cycle. Downturns tend to be short-lived, lasting 4 to 6 quarters. This makes it difficult to obtain a good estimate of $p$ using annual observations.

4. A generalized calibration methodology

In this section we generalize the standard calibration methodology to incorporate statistical inference. Calibration, as it is usually practiced, seeks a parameterization of the model for which the implied moments exactly match the sample moments. Two sources of uncertainty are ignored by the standard procedure, however.\footnote{Real aggregate dividends fell by more than 30 percent during 5 years, from 20 to 30 percent in 3 years, and by 10 to 20 percent in 8 years.}

The first source involves the uncertainty in the sample moment vector, $\bar{\psi}$, as an estimator of the population moment vector, $\psi$, since

$$\sqrt{T}(\bar{\psi} - \psi) \sim N(0, \Omega_k). \quad (23)$$

\footnote{Gregory and Smith (1988) address some of these issues using a Monte Carlo methodology.}
The second source of uncertainty arises from the dependence of the implied moments on parameters that are estimated. Consequently, the vector of moments implied by the model is itself stochastic. Specifically, let \( \mu \) be the vector of moments implied by the model and let \( \hat{\theta}_T \) be the GMM estimator of the parameter vector. In the bivariate consumption-dividends model of section 2, \( \theta = (x_0, x'_0, \alpha, \lambda, \sigma, \sigma'_0, \sigma'_1, \sigma_{0a}) \). Thus,

\[
\sqrt{T}(\hat{\theta}_T - \theta) \xrightarrow{D} N(0, \Omega_x).
\]  

Taking a first-order Taylor series expansion of \( \mu \) about \( \theta \) and using (24), we obtain

\[
\sqrt{T}([\mu(\hat{\theta}_T; \beta, \gamma) - \mu(\theta; \beta, \gamma)]) \xrightarrow{D} N(0, \Omega_x(\beta, \gamma)),
\]  

where \( \Omega_x(\beta, \gamma) = (D\mu) \Omega_x(D\mu) \). From (23) and (25), it follows that

\[
\sqrt{T}([\hat{\psi}_T - \psi] - [\mu(\hat{\theta}_T; \beta, \gamma) - \mu(\theta; \beta, \gamma)]) \xrightarrow{D} N(0, \Omega(\beta, \gamma)).
\]  

where

\[
\Omega(\beta, \gamma) = \Omega_x + \Omega_x(\beta, \gamma) - T \left[ \frac{\partial \mu}{\partial \theta} \right] E \left[ (\hat{\theta}_T - \theta)(\hat{\psi}_T - \psi) \right] - E \left[ (\hat{\psi}_T - \psi)(\hat{\theta}_T - \theta) \right] \Omega_x \left[ \frac{\partial \mu}{\partial \theta} \right].
\]  

We can now test the hypothesis that the implied moments match the population moments, i.e., \( \mathcal{H}_0: \psi = \mu(\theta; \beta, \gamma) \). Consider the statistic

\[
\mathcal{R} = T(\hat{\psi}_T - \mu(\hat{\theta}_T; \beta, \gamma)')D^{-1}(\beta, \gamma)(\hat{\psi}_T - \mu(\theta; \beta, \gamma)).
\]  

Note that \( \psi \) consistently estimates the population moments \( \psi \) both under the null hypothesis, \( \mathcal{H}_0: \psi = \mu(\theta; \beta, \gamma) \), as well as under the alternative, \( \mathcal{H}_1: \psi \neq \mu(\theta; \beta, \gamma) \). On the other hand, the implied moment vector \( \mu(\hat{\theta}_T; \beta, \gamma) \) consistently estimates the population moments only when \( \mathcal{H}_0 \) is true. Thus under the null, \( \mathcal{R} \sim \chi^2_k \), where \( k \) is the dimensionality of \( \psi \). Accordingly, we can use the test statistic, \( \mathcal{R} \), to test the model for a given \( (\beta, \gamma) \) pair.

The following sections use \( \mathcal{R} \) to examine two cases of interest. First we study the standard equity premium puzzle and ask whether the model is capable of matching the means, \( \mu^\alpha \) and \( \mu^\beta \). We then proceed to examine the ability of the model to match both the first and the second moments of the equity premium and the risk-free rate.
We adopt a two-step testing framework to obtain an interval estimate for \( \mu \) based on matching several carefully selected moments of the data. Our approach contrasts with that of Lien and Love (1991) and Bunn (1992), who estimate \( \beta \) and \( \gamma \) using unconditional moment restrictions of the data. Both of these authors propose estimation methods that can be thought of as minimizing a quantity like \( \ell \) in order to obtain estimates of \( \beta \) and \( \gamma \). While we report the \( (\beta, \gamma) \) pair that minimizes \( \ell \) in section 5 below, we note a problem that would arise if this estimate were to be computed using standard minimization techniques and applying asymptotic theory. In particular, the asymptotic normality of the estimator from such a procedure is not possible probability on values of \( (\beta, \gamma) \) that violate the transversality condition of the model in section 2.26 Alternatively, we could simply add the moments of returns that we want the model to match to the list used in the GMM estimation of the technological parameters reported in table 1 above and estimate \( \beta \) and \( \gamma \) jointly with \( \theta \). In addition to the technical problem resulting from the transversality condition, such an estimation procedure has a conceptual difficulty that arises from our interpretation of the exercise. We see our goal as asking whether, given the technology, there exist taste parameters capable of matching the returns data. This dictates that we proceed in two steps: first estimating the parameters of the endowment process, and then computing a confidence bound for the taste parameters - \( \beta \) and \( \gamma \).

5. Matching the moments

5.1. First moments: The equity premium puzzle

Let \( \phi \) be the two-dimensional vector of the sample means of the equity premium and the risk-free rate. Label these sample moments \( \phi_1 \) and \( \phi_2 \), so \( \phi = (\phi_1, \phi_2) \). This section examines the extent to which the model matches \( \phi \). Previous work has shown that the Lucas model with iso-elastic utility, calibrated to the U.S. economy, is not capable of matching the average equity return and risk-free rate simultaneously. Generally, the model implies an equity return that appears "too small" and a risk-free rate that is "too large". But the sense in which the model has failed is vague because the metric employed by the standard procedure to evaluate the model has not been well defined.

26In principle it is possible to reformulate the test statistic \( \ell \) to account for the transversality condition, which we can write as an inequality constraint on \( \mu \) and \( \mu \) from eqs. (13) and (14). Unfortunately, the subspace theory for such a test has only been developed for a specific set of circumstances, not including the one examined here. See, for example, Welsh (1990) and Giordano, Knotz, and Manfredi (1992).
Table 2
First and second moments of asset prices: the data, 1802–1987 (robust standard errors in parentheses)*

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk-free rate [$\phi$, $\sigma(\phi)$]</td>
<td>1.19</td>
<td>5.27</td>
</tr>
<tr>
<td></td>
<td>(0.83)</td>
<td>(0.59)</td>
</tr>
<tr>
<td>Equity premium [$\mu$, $\sigma(\mu)$]</td>
<td>6.63</td>
<td>19.02</td>
</tr>
<tr>
<td></td>
<td>(1.78)</td>
<td>(1.73)</td>
</tr>
<tr>
<td>Correlation <a href="T">\rho_{\phi\mu}</a></td>
<td>-0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td></td>
</tr>
</tbody>
</table>

*Estimates are computed using Hansen's (1982) Generalized Method of the Moments, simultaneously with the binomial Markov-switching model for consumption and dividends reported in the first column of table 1. See the appendix for details.

The data this section attempts to match are presented in the first column of table 2. Over the historical period 1892–1987, the premium on equities and relatively risk-free short-term debt has averaged 6.63 percent and 1.19 percent, respectively. The uncertainty in this sample mean vector is highlighted in fig. 1, where the 95 percent confidence ellipse about $\phi$, is plotted. If we ignore parameter uncertainty, any vector of means, [$\phi$, $\beta$, $\gamma$, $\mu$, $\sigma(\phi)$, $\sigma(\mu)$] implied by the model of section 2 that falls within the ellipse will not be rejected by the data at the 5 percent level. The * in fig. 1 marks the sample value $\phi$. The * in fig. 1 marks a representative model value, [$\phi$, $\beta$, $\gamma$, $\mu$, $\sigma(\phi)$, $\sigma(\mu)$] implied by the model of section 2 that falls within the ellipse will not be rejected by the data at the 5 percent level. The * in fig. 1 marks the sample value $\phi$. The * in fig. 1 marks a representative model value, [$\phi$, $\beta$, $\gamma$, $\mu$, $\sigma(\phi)$, $\sigma(\mu)$] implied by the model of section 2 that falls within the ellipse will not be rejected by the data at the 5 percent level.

Fig. 2 summarizes tests of the model at the 5 percent level, taking into account the uncertainty in both the sample moments and the implied moments. This figure displays the contour obtained by searching over admissible ($\beta$, $\gamma$) pairs that yield values of the $\chi^2$ statistic that are less than or equal to the 5 percent critical value of the distribution. For a given value of $\gamma$ above 11, the upper limit on $\beta$ is the boundary of the admissible parameter space. That is, larger values of $\beta$ result in explosive behavior of the stochastic difference equation (4).

*Again, see the appendix to Crucetti, Lam, and Mark (1990) for details on the sources of the data. The real risk-free rate is computed using one-year U.S. Treasury note yields, or the equivalent, and realized CPI inflation. The equity return is computed from data supplied by Campbell and Shiller (1987).

We note that over the 1871–1987 sample period, the average equity premium is only 5.92 percent, while the mean risk-free rate is 2.11 percent. Furthermore, Siegel (1992) shows that adding more nineteenth century data continues to raise the risk-free rate and lower the equity premium. Using data from 1880 to 1990, he reports an average equity premium of only 4.64 percent and an average risk-free rate of 3.13 percent. While the model would be able to match these moments more easily, the OLM procedure requires that we have data for returns, dividends, and consumption over the same sample period. The lack of consumption data prior to 1889 precludes our use of the earlier returns data.

*Details concerning the estimation of the relevant covariance matrices are deferred to the appendix.
Fig. 1. 95 percent confidence ellipse for the mean equity premium and risk-free rate.

Fig. 2. Matching the means in the Markov switching model, x(t) pairs are rejected at the 5 percent level.
The figure is partitioned into four quadrants. The lower left quadrant in which $\beta < 1.0$ and $\gamma < 10.0$ is the subset of the parameter space searched by Mehra and Prescott. As can be seen, the upper corner of this region is not rejected at the 5 percent level. In fact, we find that values such as $(\beta = 0.999, \gamma = 8.0)$ and $(\beta = 0.968, \gamma = 9.9)$ are within the 95 percent confidence region.

If one is willing to accept values of $\gamma$ in excess of 10, there is a large class of models that is not rejected at the 5 percent level. There is a clear trade-off in that low values of $\gamma$ require high values of $\beta$ to match the data. The reason for this is related to the principal difficulty in matching the first moments, which has been that the implied risk-free rates is 'too high' given the implied equity return. As can be seen from eqs. (14) and (16), larger values of $\beta$ work to lower the implied risk-free rate, ameliorating this problem.

The figure also plots the $(\beta, \gamma)$ pair that minimizes the value of the test statistic $M$. This minimum value, $M = 0.011$, occurs at $(\beta = 0.832, \gamma = 28.85)$ and is very close to the upper boundary of the region. In the region above the upper line plotted in fig. 2 the transversality condition for the asset pricing model is violated—these values of $\beta$ and $\gamma$ imply a negative value for $\phi(1)$ in (8) and hence for prices. The location of the minimum makes clear that any estimator for $\beta$ and $\gamma$ computed by minimizing $M$ would not be asymptotically normal. We have completed the task set forth by Mehra and Prescott: to match the sample means of the risk-free return and the equity premium with the Lucas model. We now address the ability of the model to match the covariance matrix of returns in addition to their means.

5.2. Matching first and second moments

Let $\psi_T$ be the five-dimensional vector consisting of the first and second moments of returns: the two means $\mu_t, \mu_T$, the standard deviations $\sigma_t, \sigma_T$, and the correlation $\rho_T$. This section examines the ability of the model to simultaneously match these five moments of the joint equity premium and the risk-free rate process. The sample standard deviations and correlation are presented in table 2.

24These results are similar in spirit to those in Kocherlakota (1990b), Hasbrouck and Jagannathan (1991), and Kandel and Stambaugh (1990b). Kocherlakota finds that for $\beta = 1.139$ and $\gamma = 13.7$ a model calibrated to univariate consumption (with consumption set equal to dividends) is capable of generating mean equity premium and risk-free rates that are close to the sample values. Hansen and Jagannathan also find that with CRRA preferences, a high coefficient of relative risk aversion is required to generate intertemporal marginal rates of substitution with sufficient variability to be consistent with returns data. To match the mean of the risk-free rate and the equity premium, together with the variance of the equity premium, Kandel and Stambaugh require $\beta = 0.9973$ and $\gamma = 35$.

25In addition to the problem associated with the transversality condition, any attempt to estimate $\beta$ and $\gamma$ by minimizing $M$ will result in very large standard errors. This is a consequence of the fact that for a given value of $\gamma$ decreasing $\beta$ results in very small changes in the value of $M$. For example, at $(\beta = 1.0, \gamma = 25.0)$, $M$ is below 0.001.
We report the implied first and second moments from our model for a variety of parameter values in the top panel of Table 3. As is apparent from the table, the Markov-switching model is least capable of matching the first and second moments of the risk-free rate and the equity premium. Restricting $\beta$ to be greater than 0.7, the minimum value for $\mathcal{N}$ is 23.24 and occurs at $\beta = 0.75$, $\gamma = 29.08$.

The failure of the Markov-switching model to match the first and second moments is a consequence of the correlation of the moments with each other. In fact, it is possible to find values of $\beta$ and $\gamma$ for which the fifth and higher moments of the distribution are all below 0.1. Nonetheless, for this parameterization, $\mathcal{N}$ is 26.71, which has a $p$-value of 0.00006. This shows that the joint test cannot reject the null hypothesis that all five moments from the sample values are negative, while some of the moments in the covariance matrix are large and negative.  

The Markov-switching model nests the pure Markov-environment model of Mertens and Prescott, as well as the geometric random walk. The middle and bottom panels of Table 3 display the implied moments from these models. The random walk model is clearly unacceptable since it implies a non-stochastic risk-free rate. But the Mertens- Prescott style model is capable of matching the five moments when $\beta$ exceeds 1, and $\gamma$ ranges from roughly 5 to 23. The reason for the success of this model, and the failure of the Markov-switching model, is evident from the estimates in Table 1. The Mertens-Prescott style model assumes that $p = q$, and then matches the first-order sample autocorrelation of consumption growth, which is in agreement with annual data. The result is an estimate of $p = 0.47$, and the implication that the economy changes with probability 0.50. This makes equities very risky, raising the level and variance of the equity.

29We conjecture that $\mathcal{N}$ has poor small sample properties, and so the evidence against the model may be overstated. For example, we have examined the distribution of $\mathcal{N}$ using the following Monte Carlo experiment. We use 10,000 replications: (1) draw $\mathcal{N}$ values for the true parameters $\beta$ and $\gamma$; (2) draw the Markov-switching model and the parameter values in Table 1, draw a sequence of consumption and dividends; (3) compute the number of violations of the assumptions and the results; and (4) compute the moments of the moments and the technology parameters using the GMM as described in the appendices. (5) compute $\mathcal{N}$ (5). We find that for $\beta = 0.999$, $\gamma = 0.9$ the small-sample $p$-value for $\mathcal{N}$ is 42.71, the value from the data, is 0.049. We have repeated this experiment for $\beta = 0.8$, $\gamma = 1.0$ and find that the small-sample distribution $\mathcal{N}$ is nearly unchanged. We suspect that there is a conceptual problem with our experiment as a result of the fact that the implied test statistic is an estimate of the frequency of the true test statistic. We base the test statistic, the test statistic $\mathcal{N}$ (5), only on the empirical moments. For the experiments we have performed, this problem is relatively minor. It occurs at 10.4 percent of the tests for $\beta = 0.999$, $\gamma = 0.9$ and at 23 percent of the tests when $\beta = 0.8$, $\gamma = 0.5$. Unfortunately, the frequency of this problem increases with $\beta$ and $\gamma$, and will arise in roughly 50 percent of the Monte Carlo trials for $\beta = 0.8$, $\gamma = 0.5$. This characterizes the upper boundary of the evidence reported in Fig. 2. Because of this problem, we think it is more thorough investigation of the sampling properties of $\mathcal{N}$ (5) will not be fruitful.
<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>Risk-free rate</th>
<th>Equity premium</th>
<th>Correlation</th>
<th>$\mathcal{M}(2)$</th>
<th>$\mathcal{M}(5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.999</td>
<td>9.9</td>
<td>11.65</td>
<td>2.42</td>
<td>-0.02</td>
<td>5.02</td>
<td>42.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.53)</td>
<td>(13.11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.098</td>
<td>9.9</td>
<td>1.58</td>
<td>2.19</td>
<td>-0.02</td>
<td>6.33</td>
<td>32.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.59)</td>
<td>(11.90)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.056</td>
<td>15.0</td>
<td>5.02</td>
<td>1.52</td>
<td>-0.03</td>
<td>1.17</td>
<td>29.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.52)</td>
<td>(12.13)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.039</td>
<td>20.0</td>
<td>1.21</td>
<td>4.12</td>
<td>-0.02</td>
<td>0.11</td>
<td>26.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.48)</td>
<td>(11.31)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.825</td>
<td>29.0</td>
<td>0.80</td>
<td>1.28</td>
<td>0.02</td>
<td>0.02</td>
<td>24.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(6.20)</td>
<td>(10.62)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{M}(2)$ test for two means and $\mathcal{M}(5)$ test for all five moments. The 5 percent critical value for the $\mathcal{M}(5)$ test was 11.07. For the random walk model, both the correlation and $\mathcal{M}(5)$ cannot be computed since $\beta$ is non-stochastic.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
premium. Both the historical record and the estimates of the Markov-switching model suggest that this is not a very good characterization of the consumption and dividends data. The estimates of the Markov-switching model show that \( p \) is likely to be substantially smaller than \( q \), and so the crashes should occur much less than one-half of the time. Furthermore, the Mehr-Arshan style estimates imply that dividends should fall by more than 10 percent in roughly half the years of the sample. In fact, dividends fell by 10 percent in only 14 of the 60 years we examine.

Our results are in contrast with those of both Kandel and Stambaugh (1992) and Hansen and Jagannathan (1992). Using the standard calibration procedure, a four-state discrete Markov process for consumption growth, assuming that firms issue both debt and equity, and allowing leverage to be a free parameter, Kandel and Stambaugh are able to match both the means and standard deviations of the equity premium and the risk-free rate. Our failure to match the second moments is largely a consequence of our specification of leverage. With time-separable utility - the case that is closer to ours - Kandel and Stambaugh’s success comes with a degree of leverage equal to 0.44. But given the percentage of dividends in consumption, this is far too low. Also, we note that Kandel and Stambaugh’s interest is in matching point estimates of the moments, while we concentrate on inference.

The differences between our results and those of Hansen and Jagannathan (1994) are more subtle. For a given mean intertemporal marginal rate of substitution (IMRS), they represent the admissible IMRS volatility as a function of the first and second moments of returns data. Admissibility is determined by the unconditional Euler equations, and the result is a bound on the standard deviation of the IMRS. Hansen and Jagannathan go on to find that a very high value of the CRRA coefficient \( \gamma \) is required to meet the restrictions implied by the bound. In a separate paper, Cecchetti, Lee, and Mark (1992) develop and implement statistical tests of these lower bound restrictions. They conclude that the availability of relatively short time series of consumption data undermines the ability of tests that use the restrictions implied by the volatility bound to discriminate among different utility functions. Using the same data as that employed here, we find that there is a broad set of models that are able to meet the volatility bound. For example, with \( \beta = 0.99 \), values of \( \gamma \geq 10 \) are not rejected at the 5 percent level using the Hansen and Jagannathan framework. But just because a model meets the volatility bound does not imply it matches the moments of return data. In fact, using a fully articulated model of asset pricing we find that the unconditional first and second moments used here are a more stringent test of a model’s ability to mimic the characteristics of asset price data.

Finally, we note the similarity between our results in table 3 and those reported originally by Grossman and Shiller (1981). They conclude that the high simple variance of equity returns poses quite a challenge for asset pricing models. This accords with our main conclusion that the model of section 2 is
rejected because of its inability to match simultaneously the relatively low standard deviation of the risk-free rate and the relatively high standard of the equity premium.²⁷

6. Conclusion

This paper addresses two issues central to the literature in calibration and aggregate asset pricing. First, we develop a testing framework for rigorously evaluating the ability of an economic model to match specific sample moments of the historical data. Second, we examine the ability of a model in which dividends explicitly represent the flow that accrues to the owner of the equity, and they are discounted by the intertemporal marginal rate of substitution defined over consumption, to solve the equity premium puzzle.

Using a methodology that combines the features of model calibration and classical statistical inference, we conclude that the original Mehra–Prescott form of the equity premium puzzle, based solely on first moments, does not present a challenge for a simple general equilibrium Lucas asset pricing model.²⁸ But when the endowment is forced to conform closely to the data, as it is in the Markov-switching model, and leverage is forced to imply that the dividend flow match what we actually observe, then the model cannot match the first and second moments taken together.

Appendix

Here we describe the procedure we use to obtain the GMM estimator of the parameters of the endowment process, \( \theta^* \), the sample moments, \( \bar{\eta}_t \), and the estimate of their asymptotic covariance matrix.

Let \( \{ x_t \} \) be a vector-valued sequence of observations on stock and bond returns and consumption and dividend growth rates. Let \( \bar{\eta} = (\bar{\eta}_t, \bar{\phi}_t) \) denote the parameter vector whose true value is \( \bar{\eta}_t = (\bar{\phi}_t, \bar{\gamma}_t) \). Finally, let \( f(x_t, \eta) \) be the vector of moment conditions used in the estimation of \( F(x_t, \eta) = 0 \). To construct \( f(x_t, \eta) \), we stack moment conditions used to compute the sample moments of returns with those for estimating the endowment process parameters. That is,

\[
\begin{pmatrix}
\bar{f}_1(x_t, \bar{\phi}) \\
\bar{f}_2(x_t, \bar{\theta})
\end{pmatrix}
\]

(A.1)

²⁷It has been suggested to us that this similarity could be a result of the fact that we both study second moments and asymptotic normality is typically a much better small-sample approximation for first moments than it is for second moments. Florens (1993) reports evidence that tests of the Grossman and Shiller type are often severely biased in favor of rejection in small samples. Our Monte Carlo experiments indicate a similar bias. See footnote 26 above.

²⁸As we demonstrate in our earlier paper, Cecchetti, Lam, and Mark (1990), this model is capable of matching the serial correlation in equity returns.
When both the first and second moments of returns are required,

\[
\begin{bmatrix}
    \bar{r}_{x,t} - \bar{r}_f \\
    (\bar{r}_{x,t} - \bar{r}_f)^2 - \sigma_x^2 \\
    (\bar{r}_{x,t} - \bar{r}_f)^2 - \sigma_f^2 \\
    [(\bar{r}_{x,t} - \bar{r}_f)(\bar{r}_{x,t} - \bar{r}_f)](\bar{r}_{x,t} - \bar{r}_f) - \bar{r}_f
\end{bmatrix}
\]

where \( \bar{r}_{x,t} \) and \( \bar{r}_f \) are the observations of the data at time \( t \) for the risk premium and the risk-free rate. When we require only the first moments of returns, we use only the first two elements of (A.2).

\( f(x_t, \theta) \) is a vector of the deviations of the observations from their means as implied by either Hamilton’s Markov-switching model, the Mehra–Prescott style Markov model, or the geometric random walk model. Let \( x_{c,t} \) and \( x_{d,t} \) denote the consumption and dividend growth rate at data \( t \). We use the following moments:

**Markov-switching model — 10 moments:**
- \( \mathbb{E}(x_{c,t}^k) \), \( j = 1, 2, 3 \), \( k = c, d \)
- \( \mathbb{E}(x_{d,t}^{k^2}) \)
- \( \mathbb{E}(x_{c,t}x_{d,t}) \)
- \( \mathbb{E}(x_{c,t}x_{d,t-1}) \)

**Mehra–Prescott style model — 5 moments:**
- \( \mathbb{E}(x_{c,t}^k) \), \( j = 1, 2 \), \( k = c, d \)
- \( \mathbb{E}(x_{c,t}x_{c,t-1}) \)

**Random walk model — 5 moments:**
- \( \mathbb{E}(x_{c,t}^k) \), \( j = 1, 2 \), \( k = c, d \)
- \( \mathbb{E}(x_{c,t}x_{d,t}) \)

In order to construct the GMM estimator, let

\[
\sigma_T = \frac{1}{T} \sum_{t=1}^{T} f(x_t, \lambda)
\]
\[ W_{\tau,0} = \frac{1}{T} \sum_{t=1}^{T} f(x_t, \hat{\lambda}) f(x_t, \hat{\lambda}), \]

\[ W_{\tau,j} = \frac{1}{T} \sum_{t=1}^{T} f(x_t, \hat{\lambda}) f(x_{t+j}, \hat{\lambda}), \]

\[ w_{j,m} = 1 - \frac{j}{m+1}, \]

\[ W_T = W_{\tau,0} + \sum_{j=1}^{\infty} \frac{w_{j,m}}{m} (W_{\tau,j} + W_{\tau,j}^T), \]

\[ D_T = \frac{1}{T} \sum_{t=1}^{T} \frac{f(x_t, \hat{\lambda})}{\mathbb{E} f(x_t, \hat{\lambda})}. \]

The GMM estimator, \( \hat{\beta} \), minimizes the quadratic criterion function

\[ \Phi(\hat{\beta}) = \hat{\beta}' \hat{W}^{-1} \hat{q}, \]  \hspace{1cm} (A.3)

and the asymptotic covariance matrix of \( \hat{\beta} \) is consistently estimated by

\[ \frac{1}{T} (D_T \hat{W}^{-1} D_T)' \]  \hspace{1cm} (A.4)

where \( \hat{W} \) is the Newey and West (1987) estimator of the spectral density matrix of \( f(x_t, \hat{\lambda}) \) at frequency zero. We set \( m = 3 \), which conforms to Newey and West's \( T^{-1} \) rule. We obtain estimates of the covariance matrices \( \Omega_0, \Omega_1, \) and \( \Omega_0 \) of the relevant blocks of (A.4).

While the selection of any particular set of moment conditions for estimation using the GMM procedure is necessarily arbitrary, it is immaterial asymptotically under the null that the model is correctly specified. But in any finite sample, different estimators will emerge when different moment conditions are used.

The moment conditions that we included in \( f_2 \), related to the parameters of the Markov-switching model, were chosen using two criteria. First, that the number of moments conditions should be relatively small, and second, that the estimates lie close to the maximum likelihood estimates.

It is not possible to use a Hausman test to assess whether the GMM estimates lie close to the maximum likelihood estimates, since both estimators may be inconsistent under the alternative. Instead, we perform a Wald test by assuming that one set of estimates is a vector of constants. Let \( \hat{\theta}_m \) and \( \hat{\theta}_M \) be the maximum likelihood estimator of the endowment process parameter vector and
its asymptotic covariance matrix. Suppose we view $\hat{\Theta}$ as a vector of constants and construct a Wald test for the hypothesis that $\dot{\delta}_m = \dot{\Theta}$. That is, we compute the Wald statistic $T = \dot{\delta}_m' \Sigma^{-1} \dot{\delta}_m - \dot{\Theta}'$. Setting $\dot{\Theta}$ to the estimates obtained from the GMM procedure, the Wald statistic is $1.491$ (p-value $= 0.091$).

Alternatively, we can use the estimate of the asymptotic covariance matrix of the GMM estimator to compute the Wald statistic and view $\dot{\delta}_m$ as a vector of constants. In this case, the Wald statistic is $2.92$ (p-value $= 0.003$).

Finally, we mention that Hansen's test of the overidentifying restrictions does not indicate much evidence against the Markov-switching model. His J-statistic $|J - T_{11}| = 0.077$ (p-value $= 0.931$).
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