UNDERSTANDING SPOT AND FORWARD EXCHANGE RATE REGRESSIONS

WEIKE HAI,a NELSON C. MARKb* AND YANGRU WUC

aWatson Wyatt & Co., 6707 Democracy Blvd., Suite 800, Bethesda, MD 20817-1129, USA.
E-mail: Weike-Hai@watsonwyatt.com

bDepartment of Economics, The Ohio State University, 410 Arps Hall, Columbus, Ohio 43210, USA.
E-mail: mark.1@osu.edu

cDepartment of Economics, West Virginia University, Morgantown, WV 26506-6025, USA.
E-mail: ywu@wvu.edu

SUMMARY

Using the Kalman filter, we obtain maximum likelihood estimates of a permanent–transitory components model for log spot and forward dollar prices of the pound, the franc, and the yen. This simple parametric model is useful in understanding why the forward rate may be an unbiased predictor of the future spot rate even though an increase in the forward premium predicts a dollar appreciation. Our estimates of the expected excess return on short-term dollar-denominated assets are persistent and reasonable in magnitude. They also exhibit sign fluctuations and negative covariance with the estimated expected depreciation.
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1. INTRODUCTION

In this paper we formulate, estimate, and study simple parametric models of log spot and forward exchange rates that combine permanent and transitory dynamics. The aims of the research are first, to improve our understanding of some puzzling features of the foreign exchange market, and second, to generate plausible estimates of the unobserved expected excess return on short-term US dollar-denominated debt. These expected excess returns are commonly referred to in the international finance literature as deviations from uncovered interest parity, expected profits from forward exchange speculation, or as the forward foreign exchange risk premium.1

Our investigation is guided by two stylized facts. First, log spot and forward exchange rates appear to be cointegrated with cointegration vector (1, −1). This in turn implies that the slope coefficient in a regression of the k-period-ahead log spot rate on the log k-period-forward rate is 1 and that the forward premium is I(0).2 Second, regressions of the future depreciation on the current forward premium yield negative estimates of the slope coefficient. These two facts are puzzling because according to the cointegrating or ‘levels’ regressions, the forward rate is an

---
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1 The equivalence between the deviation from uncovered interest parity and the expected profit from forward foreign exchange speculation follows from the covered interest parity condition. We remain agnostic as to whether this excess return is a risk premium.

2 We use the standard notation I(d) to denote that a time-series is dth order integrated and requires differencing d times to induce stationarity.
unbiased predictor of the future spot rate while at the same time, the forward premium predicts the future depreciation with the wrong negative sign.

The ‘levels’ regressions were originally fitted by researchers such as Bilson (1981), Cornell (1977), and Frankel (1981), who were interested in testing the efficient market hypothesis — that the forward rate is the optimal predictor of the future spot rate under risk neutrality. Although these early studies employed standard least-squares procedures, we demonstrate below that the hypothesis that the slope coefficient is 1 cannot be rejected when appropriate cointegrating regression estimation is employed. But when the cointegrating regressions are transformed by subtracting the current log spot rate from both the regressor and the regressand, the resulting slope coefficient in regressions of the future depreciation on the forward premium are typically negative. This anomalous result was first reported in the literature by Cumby and Obstfeld (1984) and Fama (1984). Fama attributes these findings to the presence of a time-varying expected excess currency return that is negatively correlated with and is more volatile than the expected depreciation.

We show that these two features of the data can be accounted for by a simple parametric permanent–transitory components model for spot and forward exchange rates. The two-component specification draws its motivation from Mussa’s (1982) sticky-price model in which the exchange rate is represented by a fundamental value and a transient disequilibrium term. We model the fundamental value by a stochastic trend that evolves as a driftless random walk that is common to both spot and forward rates. The temporary part, which measures the short-run disequilibrium of the economy, is represented by a vector ARMA process. The model is estimated by maximum-likelihood using the Kalman filter for monthly observations on bilateral exchange rates between the US dollar and the pound, the French franc, and the yen from 1976:1 to 1992:8. In addition to commonly employed diagnostic tests on residuals, we also gauge the adequacy of the model by its ability to account for various functions of the data that are not explicitly imposed in estimation. The accepted model is then used to generate estimates of the unobserved expected currency return and the expected depreciation. The resulting estimates of the excess return are reasonable in magnitude, persistent, display sign fluctuations, and covary negatively with the estimated expected depreciation.

The remainder of the paper is organized as follows. The next section reviews the stylized facts that form the focus of the paper. Section 3 discusses the permanent–transitory components model that we use. The results of the maximum likelihood estimation are reported in Section 4. Section 5 discusses the simulation methodology we employ to supplement standard diagnostic tests in evaluating the model. Section 6 presents estimates of the expected excess foreign exchange return and the expected depreciation. Finally, some conclusions are contained in Section 7.

3 See Hodrick (1987) and Boothe and Longworth (1986), for surveys of this literature. Engel (1984) and Frankel and Razin (1980) point out that it is the real forward rate that is the optimal predictor of the real future spot rate under risk neutrality. Empirical studies have shown that it makes little difference whether real or nominal rates are used. Accordingly, our analysis employs only nominal exchange rates.

4 Recent attempts to understand these aspects of the data include Hodrick and Srivastava’s (1986) demonstration that the negative correlation between the forward premium and the future depreciation is possible in Lucas’s (1982) two-country model, Backus, Gregory, and Telmer’s (1993) calibrations of that model, Froot and Frankel’s (1989) argument for expectational errors, McCallum’s (1994) policy reaction model, and Evans and Lewis’s (1992) ‘peso problem’ model.

5 An alternative strategy would be to employ the simulated method of moments estimator of Duffie and Singleton (1993) in which we would be assured of choosing parameter values that would match, as closely as possible, the sample moments of the data that we are interested in studying. A potential difficulty, however, is that the estimates may be sensitive to the moment conditions used in estimation. We hope to avoid these issues of robustness by employing maximum likelihood estimation.
2. REVIEW OF SPOT AND FORWARD RATE BEHAVIOUR

To fix the notation that we use, let \( s_t \) and \( f_{k,t} \) denote the spot and \( k \)-period-forward dollar price of foreign currency in logarithmic form. The observations are multiplied by 100 so that returns are expressed in per cent. Also, let \( \Delta_k \) be the \( k \)-period difference operator (\( \Delta_k s_t \equiv s_{t+k} - s_t \) with \( \Delta_1 \equiv \Delta \)), \( r_{k,t} \equiv f_{k,t} - E s_{t+k} \) be the expected excess return from forward exchange speculation, and \( f^p_{k,t} \equiv f_{k,t} - s_t \) be the \( k \)-period-forward premium. Following Hansen and Hodrick (1983), our sample begins on 1976:1 after the Rambouillet Conference and extends to 1992:8. These data are taken from the Harris Bank Weekly Review, and are drawn from those Fridays occurring nearest the end of the calendar month.

This section documents the presence of the following two stylized facts in our data set. First, spot and forward exchange rates appear to be cointegrated with cointegration vector \((1, -1)\), and second, the slope coefficient in regressions of the future depreciation on the forward premium are negative and significantly less than 1.

2.1. Spot and Forward Rate Cointegration

Since it is generally accepted in the literature that both spot and forward exchange rates are I(1), we dispense with unit-root tests for these data and begin by performing augmented Dickey–Fuller (1979) (ADF) and Phillips–Perron (1988) (PP) tests on the OLS residuals from regressing the \( k \)-period-ahead spot rate on the \( k \)-period-forward rate,

\[
 s_{t+k} = \beta_0 + \beta_0 f_{k,t} + u_{k,t}
\]

for \( k = 1, 3 \).\(^6\) The lag length for the ADF test is chosen optimally following Campbell and Perron (1991), while for the PP test it is fixed at 6. The results of these tests are reported in Table I. Using Engle and Yoo’s (1987) 10%, 5%, and 1% critical values of \(-3.02, -3.37, \) and \(-4.00 \), respectively, the null hypothesis that these spot and forward rates are not cointegrated is easily rejected at conventional significance levels at both monthly and quarterly horizons for all three currencies.

Research on foreign-exchange market efficiency was originally pursued by estimating \( \beta_0 \) by OLS and testing the hypothesis that \( \beta_0 = 1 \) with standard OLS \( t \)-ratios (e.g. Bilson, 1981; Cornell, 1977; Frankel, 1981, and others). As in these early studies, our estimated slope coefficients in Table I are close to 1, suggesting that the forward rate may be an unbiased predictor of the future

<table>
<thead>
<tr>
<th>Currency</th>
<th>( \hat{\beta}_0 )</th>
<th>( \tau(ADF) )</th>
<th>( \tau(PP) )</th>
<th>( \hat{\beta}_0 )</th>
<th>( \tau(ADF) )</th>
<th>( \tau(PP) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pound</td>
<td>0.975</td>
<td>-12.594</td>
<td>-12.880</td>
<td>0.911</td>
<td>-3.670</td>
<td>-5.275</td>
</tr>
<tr>
<td>Franc</td>
<td>0.987</td>
<td>-7.963</td>
<td>-13.693</td>
<td>0.953</td>
<td>-3.342</td>
<td>-4.949</td>
</tr>
<tr>
<td>Yen</td>
<td>0.994</td>
<td>-5.325</td>
<td>-12.547</td>
<td>0.975</td>
<td>-3.224</td>
<td>-5.163</td>
</tr>
</tbody>
</table>

\( \hat{\beta}_0 \) is the OLS slope-coefficient estimate from the regression, \( s_{t+k} = \beta_0 + \beta_0 f_{k,t} + u_{k,t} \) for \( k = 1, 3 \). \( \tau(ADF) \) and \( \tau(PP) \) are Studentized coefficients for the augmented Dickey–Fuller and the Phillips–Perron tests, respectively, that \( \{u_{k,t}\} \) has a unit root.

\(^6\) See, for example, Baillie and Bollerslev (1989), Liu and Maddala (1992), Mark (1990), or Clarida and Taylor (1993).
spot rate. But as is well known, when \( \{s_{t+k}\} \) and \( \{f_{k,t}\} \) are cointegrated, OLS suffers from a second-order asymptotic bias, and its \( t \)-ratio is not asymptotically standard normal. At issue is whether the unbiasedness hypothesis survives when the correct distribution theory is used to conduct inference.

To answer this question, we estimate \( \beta_0 \) with Stock and Watson’s (1993) dynamic OLS (DOLS) and dynamic GLS (DGLS) cointegration vector estimators. The results are reported in Table II. As can be seen, the point estimates are qualitatively close to 1 and the unbiasedness hypothesis generally cannot be rejected at the 5% level. The lone exception comes from the \( k = 3 \) DOLS regression for the yen where the point estimate is 1.01 and is statistically (if not economically) significantly different from 1.

While the residual based tests are able to reject the hypothesis of no cointegration, it is also of interest to examine whether the forward premium contains a unit root. Here, imposing rather than estimating the cointegration vector yields tests with higher power. For our 200 observations, the 5% and 10% critical values for the ADF and PP tests obtained from Fuller (1976, p. 373) are \(-2.88\) and \(-2.57\), respectively. We also employ the DF–GLS\(^a\) test proposed by Elliott, Rothenberg, and Stock (1996), who show that this test has high power and low size distortion relative to the ADF and PP tests. The DF–GLS\(^a\) test has the same distribution as the ADF test without mean and its 5% and 10% critical values, also from Fuller, are \(-1.95\) and \(-1.62\), respectively. The results, reported in Table III, provide strong evidence against the hypothesis that the forward premium contains a unit root. All three tests reject the hypothesis that the forward premium is I(1) at the 5% level for the pound and the franc for both monthly and quarterly horizons. The evidence for the yen is only slightly weaker where the null hypothesis can be rejected only at the 10% level.

Finally, we provide an alternative summary measure of persistence by computing confidence intervals for the largest autoregressive root of the forward premium. In Table IV we report the implied largest autoregressive root (\( \rho \)), as well as the lower (\( \rho_l \)) and upper (\( \rho_u \)) 95% confidence bands and the medium value (\( \rho_m \)), obtained using Table A.1 of Stock (1991). As can be seen, the forward premia in general are quite persistent. The estimates of the largest autoregressive root

\[ \begin{array}{cccc}
\text{Currency} & \text{DOLS} & \text{DGLS} \\
\hline
\beta_0 & t(\hat{\beta}_0) & \text{m.s.l.} & \beta_0 & t(\hat{\beta}_0) & \text{m.s.l.} \\
\hline
\text{Pound} & 0.997 & -1.533 & 0.125 & 0.997 & -0.908 & 0.364 \\
\text{Franc} & 0.999 & -0.828 & 0.408 & 0.998 & -0.719 & 0.472 \\
\text{Yen} & 1.003 & 1.947 & 0.052 & 1.001 & 0.676 & 0.500 \\
\hline
\text{Pound} & 0.992 & -1.455 & 0.146 & 0.988 & -1.315 & 0.189 \\
\text{Franc} & 0.993 & -1.439 & 0.150 & 0.992 & -1.200 & 0.230 \\
\text{Yen} & 1.010 & 2.186 & 0.029 & 1.003 & 0.519 & 0.604 \\
\end{array} \]

Estimates of cointegrating regression coefficient, \( s_{t+k} = \beta_0 + \beta_1 f_{k,t} + u_{k,t} \) using Stock and Watson’s method with six leads and lags. \( t(\hat{\beta}_0) \) is the asymptotic \( t \)-statistic for the test of the hypothesis \( \beta_0 = 1 \). Marginal significance levels (m.s.l.) are for a two-tailed test and are computed from the \( t \)-ratio’s asymptotic standard normal distribution.
ranges from 0.798 for the franc at $k^1$ to 0.926 for the pound at $k^3$ while the median estimates range from 0.872 for the franc at $k^3$ to 0.943 for the yen at $k^1$. The estimated 95% confidence bands are relatively large, and contain the value 1 for three of the series.

The weight of the evidence supports the view that spot and forward exchange rates are cointegrated with a cointegration vector $(1, -1)$. But our heavy reliance on unit root tests deserves a word of caution since authors such as Blough (1992), Cochrane (1991), and Faust (1993) have argued that the near observational equivalence between I(0) and I(1) processes in finite samples render generic unit root tests powerless to discriminate between the two. We face potential pitfalls in falsely assuming the presence of a unit root because the estimators employed may be biased. On the other hand, using the distribution theory for stationary time series when the observations are highly persistent typically leads to an understatement of the standard errors.

### 2.2. Regressing the Depreciation Rate on the Forward Premium

Prior to the advent of cointegrating regression estimation, concern that non-stationary spot and forward rates would lead to the wrong inferences in OLS regressions of equation (1) led some
investigators of foreign-exchange market efficiency to induce stationarity by transforming the data. For example, Cumby and Obstfeld (1984) and Fama (1984) regressed the future depreciation on the forward premium,

$$D_{kst} = a_1 + \beta_1 f_{k,t} + \nu_{k,t}$$

But instead of finding $\hat{\beta}_1 = 1$, these researchers obtained estimates that were negative. Table V reports our own estimates of this equation where we obtain estimated slope coefficients that are negative for each currency and, with the exception of the $k = 3$ regression for the franc, significantly less than 1. Moreover, a left-tailed test rejects the hypothesis $\beta_1 = 0$ for the pound and the yen at both $k = 1$ and 3. These results are puzzling because if the forward exchange rate is an unbiased and optimal predictor of the future spot rate, both $\beta_0$ and $\beta_1$ should be 1. The forward premium thus appears to help predict future changes in the spot rate but enters with the ‘wrong’ sign.

The statistical explanation for this result is that the error term in equation (2) is correlated with the forward premium. Fama (1984) develops intuition for this result along the following lines. Let the nominal interest rate on $k$-period dollar- and foreign currency-denominated debt be $i_{k,t}$ and $i^*_{k,t}$, respectively. By covered interest arbitrage $f_{k,t} = i_{k,t} - i^*_{k,t}$, the expected excess return from forward speculation is equal to the excess return on dollar-denominated assets, or equivalently, the deviation from uncovered interest parity, $r_{k,t} = (i_{k,t} - i^*_{k,t}) - (E_t \Delta_k s_{t+k})$. Now letting $\delta_{t+k} = s_{t+k} - E_t s_{t+k}$ denote the rational expectations forecast error, the $k$-period-ahead spot rate and the $k$-period-forward rate are seen to be related by

$$s_{t+k} = f_{k,t} + (\delta_{t+k} - r_{k,t})$$

Cointegrating regressions produce slope coefficient estimates near 1 because the bias induced from the correlation of the I(0) variable $r_{k,t}$ with the I(1) variable $f_{k,t}$ is of second order in importance and vanishes asymptotically. But subtracting $s_t$ from both sides of equation (3) yields

$$\Delta_k s_{t+k} = f_{k,t} + e_{k,t}$$

For $k = 3$, MA(2) serial correlation is induced into the regression error but does not affect the consistency of OLS. We use Newey and West (1987) with the truncation lag of the Bartlett window set to 15 to estimate consistent standard errors.

Table V. Forward premium regressions (OLS estimates of $\Delta_k s_{t+k} = a_1 + \beta_1 f_{k,t} + \nu_{k,t}$)

<table>
<thead>
<tr>
<th>Currency</th>
<th>$\hat{a}_1$ (s.e.)</th>
<th>$t$-ratio</th>
<th>$\hat{\beta}_1$ (s.e.)</th>
<th>$t$-ratio</th>
<th>$t$-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pound</td>
<td>-0.003</td>
<td>0.003</td>
<td>-1.038</td>
<td>-1.440</td>
<td>0.713</td>
</tr>
<tr>
<td>Franc</td>
<td>-0.002</td>
<td>0.003</td>
<td>-0.691</td>
<td>-0.766</td>
<td>0.729</td>
</tr>
<tr>
<td>Yen</td>
<td>0.011</td>
<td>0.003</td>
<td>3.416</td>
<td>-2.477</td>
<td>0.836</td>
</tr>
<tr>
<td>$k = 3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pound</td>
<td>-0.016</td>
<td>0.008</td>
<td>-2.030</td>
<td>-2.367</td>
<td>0.895</td>
</tr>
<tr>
<td>Franc</td>
<td>-0.003</td>
<td>0.012</td>
<td>-0.259</td>
<td>-0.284</td>
<td>1.104</td>
</tr>
<tr>
<td>Yen</td>
<td>0.032</td>
<td>0.009</td>
<td>3.449</td>
<td>-2.398</td>
<td>0.613</td>
</tr>
</tbody>
</table>
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where $e_{k,t}^\delta = \delta_{t+k} - r_{k,t}$. The omitted variables bias is seen to remain in equation (4) because both $r_{k,t}$ and $f_{k,t}^p$ are I(0).

Using the above relations, Fama showed that the slope coefficient $\beta_1$ can be decomposed as

$$\beta_1 = \frac{\text{Cov}[\Delta_k s_{t+k}, f_{k,t}^p]}{\text{Var}[f_{k,t}^p]} = \frac{\text{Var}[E_i(\Delta_k s_{t+k})] + \text{Cov}[r_{k,t}, E_i(\Delta_k s_{t+k})]}{\text{Var}[r_{k,t}] + \text{Var}[E_i(\Delta_k s_{t+k})] + 2\text{Cov}[r_{k,t}, E_i(\Delta_k s_{t+k})]}$$

Negative values of $\beta_1$ thus imply that $\text{Cov}[r_{k,t}, E_i(\Delta_k s_{t+k})] < 0$ and is larger in absolute value than $\text{Var}[E_i(\Delta_k s_{t+k})]$. Furthermore,

$$1 - \beta_1 = \frac{\text{Var}[r_{k,t}] + \text{Cov}[r_{k,t}, E_i(\Delta_k s_{t+k})]}{\text{Var}[r_{k,t}] + \text{Var}[E_i(\Delta_k s_{t+k})] + 2\text{Cov}[r_{k,t}, E_i(\Delta_k s_{t+k})]} > 1$$

which implies that $\text{Var}[r_{k,t}] > \text{Var}[E_i(\Delta_k s_{t+k})]$.

Thus, Fama showed that negative estimates of $\beta_1$ imply that the expected excess currency return is both negatively correlated with and more volatile than the expected depreciation. Since we are interested in obtaining credible estimates of $r_{k,t}$ that exhibit these properties we need a model that accurately represents the time-series behaviour of spot and forward rates. We now turn to developing such a model.

### 3. A MODEL OF SPOT AND FORWARD RATES

We draw on Mussa’s (1982) stochastic generalization of the well-known Dornbusch (1976) exchange-rate overshooting model to motivate our empirical work.9 In the Mussa model, the operation of frictionless asset markets combined with sluggish commodity price adjustments leads to the two-component representation for the exchange rate

$$s_t = z_t + \theta \zeta_t$$

The first component, $z_t$, is the implied value of the exchange rate in the absence of nominal rigidities and can be thought of as the ‘fundamental’ or ‘long-run equilibrium’ value of the exchange rate. It can be shown that $z_t$ is the expected present value of future realizations of the model’s economic fundamentals — differentials in domestic and foreign money stocks, income, and aggregate demand shocks. The macroeconomic fundamentals are standard and are similar to those implied by other popular theories.10 Since these variables are in turn likely to be I(1), $z_t$ is modelled as the permanent component of the exchange rate.

In the second component, $\zeta_t$ measures the state of disequilibrium in the goods market and $\theta$ is the inverse of the economy’s speed of adjustment coefficient which depends on other parameters

9 We emphasize Mussa’s model over the more familiar Dornbusch (1976) model because the fundamental value in the exchange rate evolves stochastically, whereas in Dornbusch’s model it is constant.

10 For example, the monetary approach of Bilson (1978), Frankel (1976), and Mussa (1976), and the complete markets general equilibrium model of Lucas (1982).
of the model. An attractive feature of this model over equilibrium theories is its explicit provision of a theory for the transitory but persistent deviations from the fundamental value.

The forward exchange rate is assumed to be determined by traders who eliminate covered interest arbitrage profits by equating the forward premium to the interest differential. To comply with the evidence on cointegration of Section 2, we require that spot and forward exchange rates be driven by a common random walk. Suppressing the horizon subscript \( k \) to simplify the notation, the forgoing considerations lead us to the empirical specification for the spot and forward exchange rate:

\[
\begin{align*}
s_t &= z_t + x_{s,t} \\
f_t &= z_t + x_{f,t} \\
z_t &= z_{t-1} + \varepsilon_{z,t}
\end{align*}
\] (7) (8) (9)

where \( \{\varepsilon_{z,t}\} \sim i.i.d. N(0, \sigma_z^2) \), \( \{(x_{s,t}, x_{f,t})\} \) is a stationary bivariate stochastic process, \( x_{s,t} = \theta_{s,t} \), and \( f_{t}^p - x_{f,t} - x_{s,t} \).

The theory imposes no restrictions on the behaviour of \( (x_{s,t}, x_{f,t}) \) beyond being \( I(0) \). To strike a balance between flexibility and model parsimony, we represent these transitory deviations from the fundamental values by a vector ARMA process:

\[
\begin{pmatrix}
\phi_{s}(L) & \phi_{sf}(L) \\
\phi_{fs}(L) & \phi_{f}(L)
\end{pmatrix}
\begin{pmatrix}
x_{s,t} \\
x_{f,t}
\end{pmatrix}
= \begin{pmatrix}
c_s \\
c_f
\end{pmatrix} + 
\begin{pmatrix}
\theta_{s}(L) & \theta_{sf}(L) \\
\theta_{fs}(L) & \theta_{f}(L)
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{s,t} \\
\varepsilon_{f,t}
\end{pmatrix}
\]

(10)

with

\[
\begin{pmatrix}
\varepsilon_{s,t} \\
\varepsilon_{f,t}
\end{pmatrix} \sim i.i.d. N\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \sigma_s^2 & \rho_{sf}\sigma_s\sigma_f \\
\rho_{sf}\sigma_s\sigma_f & \sigma_f^2 \end{pmatrix}\right)
\]

(11)

where \( c_s \) and \( c_f \) are constants and the \( \phi(L) \)'s and \( \theta(L) \)'s are polynomials in the lag operator, \( L \).

3.1. An Example with AR(1) Transient Dynamics

We can gain some insight into the model’s ability to account for the data by examining the special case where the transient components follow univariate AR(1) processes with contemporaneously correlated innovations—a simplification that allows interpretation of the analytic formulae. We present the considerably simpler formulae for \( k = 1 \) but note that the intuition carries over to \( k = 3 \) as well. Now proceed by setting \( \phi_{s}(L) = 1 - \phi_{s} L, \phi_{f} = 1 - \phi_{f} L, \theta_{s}(L) = \theta_{f}(L) = 1, \) and \( \phi_{fs}(L) = \phi_{sf}(L) = \theta_{fs}(L) = \theta_{sf}(L) = 0 \) in equation (10). Also, to lighten the notational burden, let

\[
\gamma = \frac{\sigma_f}{\sigma_s} = \frac{\rho_{sf}\sigma_f}{\sigma_s}
\]

\[\text{11} \] The long-horizon regressions of Mark (1995) exploited the idea that deviations of the spot rate from its equilibrium value provide useful information for predicting future exchange rate movements. The two-component model has also been used to describe the evolution of stock prices where the random walk represents the rationally expected present value of future dividends (the fundamentals solution), and the deviation represents price “fads.” See, for example, Summers (1986), Fama and French (1988), Campbell and Shiller (1988).
The random-walk-AR(1) model implies the following moments:

\[
\text{Cov}(\Delta s_{t+1}, f^p_t) = \sigma_s^2(\phi_s - 1) \left( \frac{\gamma}{1 - \phi_f \phi_s} - \frac{1}{1 - \phi_s^2} \right) \tag{12}
\]

\[
\text{Var}(f^p_t) = \left( \frac{\sigma_f^2}{1 - \phi_f^2} - \frac{\sigma_{f_s}}{1 - \phi_s \phi_f} \right) + \left( \frac{\sigma_s^2}{1 - \phi_s^2} - \frac{\sigma_{f_s}}{1 - \phi_s \phi_f} \right) \tag{13}
\]

\[
\text{Cov}(f^p_t, f^p_{t-1}) = \phi_f \left( \frac{\sigma_f^2}{1 - \phi_f^2} - \frac{\sigma_{f_s}}{1 - \phi_s \phi_f} \right) + \phi_s \left( \frac{\sigma_s^2}{1 - \phi_s^2} - \frac{\sigma_{f_s}}{1 - \phi_s \phi_f} \right) \tag{14}
\]

\[
\text{Var}(E_0 s_{t+1}) = \sigma_s^2 \left( \frac{1 - \phi_s^2}{1 - \phi_s^2} \right) \tag{15}
\]

\[
\text{Var}(r_t) = \frac{\sigma_f^2}{1 - \phi_f^2} + \sigma_s^2 \left( \frac{\phi_s^2}{1 - \phi_s^2} - \frac{2\phi_s \gamma}{1 - \phi_s \phi_f} \right) \tag{16}
\]

and

\[
\text{Cov}(E_0 s_{t+1}, r_t) = \sigma_s^2(\phi_s - 1) \left( \frac{\gamma}{1 - \phi_f \phi_s} - \frac{\phi_s}{1 - \phi_s^2} \right) \tag{17}
\]

The ratio of expressions (12) and (13) gives the population value of \( \beta_1 \). If the transitory components are positively autocorrelated, the last grouped term in equation (12) must be positive to conform with the observation that \( \beta_1 < 1 \). This in turn requires the transitory component of the forward rate to be more persistent (\( \phi_f > \phi_s \)) or its innovation to be more volatile (\( \sigma_f > \sigma_s \)) than that of the spot rate. From equation (17) we see that satisfaction of these conditions implies that the expected excess return will covary negatively with the expected depreciation.

From equation (14) the first-order autocovariance of the forward premium is seen to depend on the forward premium variance weighted by the autoregressive parameters. Persistence in the transitory components clearly induces persistence in the forward premium. Equations (15) and (16) suggest why expected excess currency returns may be more volatile than the expected depreciation. The variance of the expected depreciation in equation (15) has a limiting value of 0 as the autoregressive parameter \( \phi_s \) goes to 1 while the variance of the expected excess return in equation (16) has a limiting value of \( 2\sigma_s^2(1 + \gamma) \) as both \( \phi_f \) and \( \phi_s \) approach 1.

The formulae show that \( \beta_1 = 1 \) is a very special case. A particular set of restrictions that produce this result is for both spot and forward rates to be generated by a random walk plus noise where the noise terms have contemporaneous correlation equal to the ratio of their standard deviations (\( \phi_s = \phi_f = 0 \) and \( \sigma_{f_s} = \sigma_{f_f}^2 \)). This implies that the expected excess return will evolve as an i.i.d. process with variance \( \sigma_f^2 \) and its covariance with the expected depreciation will be \( -\sigma_f^2 \).
4. MAXIMUM LIKELIHOOD ESTIMATES

Using the Kalman filter, we estimate the two-component model for spot and forward exchange rates by maximum likelihood. While the AR(1) model discussed above is instructive, estimation results for that model proved to be unsatisfactory as the point estimates implied a positive covariance between the forward premium and the future depreciation. To enrich the transitory dynamics, we consider the vector ARMA(1, 1) process:

\[
\begin{pmatrix}
1 - \phi_s L & -\phi_f L \\
-\phi_f L & 1 - \theta_f L
\end{pmatrix}
\begin{pmatrix}
x_{s,t} \\
x_{f,t}
\end{pmatrix}
+ \begin{pmatrix}
1 + \theta_s L & \theta_f L \\
\theta_f L & 1 + \theta_f L
\end{pmatrix}
\begin{pmatrix}
\epsilon_{s,t} \\
\epsilon_{f,t}
\end{pmatrix}
\]  

where the innovation vector is normally and independently distributed as in equation (11). Table VI reports the maximum likelihood estimates and asymptotic standard errors for this model. The top panel reports estimates from the spot and 1-month-forward rate systems and the bottom panel shows estimates from the spot and 3-month-forward rate systems.

To check on the adequacy of the specification, we perform the Ljung and Box (1978) portmanteau test applied to the vector ARMA model, as proposed in Lutkepohl (1993, p. 300). The test statistic, denoted by \( Q(p) \), is computed using the sample autocorrelation matrix of the model residuals, where \( p \) is the number of residual sample autocorrelations used. Under the null hypothesis that the model is correctly specified, \( Q(p) \) has an asymptotic \( \chi^2 \)-distribution, with the degrees of freedom equal to \( n^2p \) minus the number of estimated coefficients in the vector ARMA, where \( n \) is the number of equations. We report \( Q(12) \) and \( Q(24) \) in Table VI along with their associated \( p \)-values. We see that the null hypothesis cannot be rejected at the 5% level for the pound and the yen, in both the 1-month and 3-month systems. Test results for the franc are mixed in that the \( Q(12) \) statistic rejects the null hypothesis at the 5% level, while \( Q(24) \) does not reject the null at conventional significance levels. Overall these results seem to suggest that our model is reasonably well specified.

The asymptotic standard errors are generally small relative to the point estimates, suggesting that the parameters are precisely estimated. But due to the persistence of the transitory parts, these results should probably be viewed with some caution as the asymptotic standard errors may understate the true sampling variability. The estimates also indicate that exchange-rate variability is dominated by the random walk component. The sample standard deviations of percentage changes in the pound, franc, and yen rates are 3.36, 3.28, and 3.42, respectively, while the estimated standard deviation of the random walk innovation for these currencies in the 1-month system are 3.13, 3.09, and 2.80. The estimates are consistent with the common failure in forecasting studies to outperform the random walk (e.g. Diebold and Nason, 1990; Engel, 1994) because exchange rate dynamics are dominated by unpredictable changes in the permanent component. These results may be viewed as an indictment of the failure of macroeconomic models to explain the exchange rate to the extent that the innovation variance of the permanent component is small.

12 A full description of the estimation strategy can be found in the working paper version of this paper, which is available from the authors upon request.
13 The Monte Carlo simulations of Kwan and Wu (1996) showed that many portmanteau tests for univariate time series, including the Ljung and Box test, have large size distortion when \( p \) is chosen to be small. We note that the multiple-time-series version of our residual diagnostic tests are somewhat sensitive to the choice \( p \), but because the finite-sample properties of the test are unknown we choose not to rely exclusively on these results but to combine them with the simulation results below in assessing the adequacy of the specification.
14 Campbell and Clarida (1987) also use the Kalman filter and find that exchange rate movements are dominated by the random walk component.
Table VI. Maximum likelihood estimates of the trend–VARMA(1, 1) model

<table>
<thead>
<tr>
<th>c</th>
<th>Φ</th>
<th>Θ</th>
<th>σ_s</th>
<th>σ_f</th>
<th>ρ_{sf}</th>
<th>σ_z</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pound log likelihood = -501.85</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0827</td>
<td>0.9020</td>
<td>-0.0525</td>
<td>0.4598</td>
<td>0.1204</td>
<td>0.9700</td>
<td>0.8828</td>
</tr>
<tr>
<td>(0.0041)</td>
<td>(0.0030)</td>
<td>(0.0119)</td>
<td>(0.0400)</td>
<td>(0.1732)</td>
<td>(0.0173)</td>
<td>(0.0133)</td>
</tr>
<tr>
<td>0.0338</td>
<td>0.1386</td>
<td>0.7141</td>
<td>0.3131</td>
<td>0.3127</td>
<td>Q(12) = 52.609</td>
<td>p-value = 0.087</td>
</tr>
<tr>
<td>(0.0042)</td>
<td>(0.0281)</td>
<td>(0.1197)</td>
<td>(0.0382)</td>
<td>(0.0113)</td>
<td>Q(24) = 78.120</td>
<td>p-value = 0.765</td>
</tr>
<tr>
<td><strong>Franc log likelihood = -515.44</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0405</td>
<td>0.9380</td>
<td>-0.0119</td>
<td>0.0765</td>
<td>0.3380</td>
<td>0.9519</td>
<td>0.7590</td>
</tr>
<tr>
<td>(0.0016)</td>
<td>(0.0027)</td>
<td>(0.0217)</td>
<td>(0.0118)</td>
<td>(0.0037)</td>
<td>(0.0036)</td>
<td>(0.0051)</td>
</tr>
<tr>
<td>-0.0353</td>
<td>0.3032</td>
<td>0.6513</td>
<td>-0.1447</td>
<td>0.6998</td>
<td>Q(12) = 56.890</td>
<td>p-value = 0.040</td>
</tr>
<tr>
<td>(0.0016)</td>
<td>(0.0160)</td>
<td>(0.0138)</td>
<td>(0.0020)</td>
<td>(0.0018)</td>
<td>Q(24) = 81.593</td>
<td>p-value = 0.672</td>
</tr>
<tr>
<td><strong>Yen log likelihood = -388.22</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.0297</td>
<td>0.8436</td>
<td>0.0816</td>
<td>0.1346</td>
<td>0.1695</td>
<td>1.9188</td>
<td>1.9233</td>
</tr>
<tr>
<td>(0.0042)</td>
<td>(0.0216)</td>
<td>(0.1236)</td>
<td>(0.0090)</td>
<td>(0.0155)</td>
<td>(0.0069)</td>
<td>(0.0053)</td>
</tr>
<tr>
<td>0.0340</td>
<td>0.0703</td>
<td>0.8635</td>
<td>0.1260</td>
<td>0.1677</td>
<td>Q(12) = 46.880</td>
<td>p-value = 0.211</td>
</tr>
<tr>
<td>(0.0043)</td>
<td>(0.1679)</td>
<td>(0.0153)</td>
<td>(0.0226)</td>
<td>(0.0537)</td>
<td>Q(24) = 102.384</td>
<td>p-value = 0.140</td>
</tr>
</tbody>
</table>

| **Spot and one-month-forward exchange rates** |
| **Pound log likelihood = -592.26** |
| 0.1816 | 0.9998 | -0.0080 | 0.4254 | 0.1884 | 1.0716 | 1.0434 | 0.9700 | 3.1144 |
| (0.0340) | (0.0009) | (0.0418) | (0.0574) | (0.1392) | (0.0761) | (0.0510) | (0.0070) | (0.0345) |
| -0.0633 | 0.2428 | 0.7136 | 0.4218 | 0.2973 | Q(12) = 43.485 | p-value = 0.325 |
| (0.0350) | (0.0621) | (0.0240) | (0.0949) | (0.0522) | Q(24) = 76.869 | p-value = 0.796 |
| **Franc log likelihood = -670.27** |
| 0.0642 | 0.9994 | -0.0571 | 0.3254 | 0.1117 | 1.0322 | 0.6130 | 0.9999 | 3.0455 |
| (0.0423) | (0.0015) | (0.0321) | (0.0601) | (0.2056) | (0.0402) | (0.0432) | (0.0001) | (0.0406) |
| -0.2534 | 0.4045 | 0.6033 | 0.3480 | 0.2143 | Q(12) = 56.197 | p-value = 0.046 |
| (0.0388) | (0.0265) | (0.0312) | (0.0462) | (0.0374) | Q(24) = 78.894 | p-value = 0.746 |
| **Yen log likelihood = -558.60** |
| -0.0848 | 0.9914 | -0.0683 | 0.3864 | 0.0472 | 1.6318 | 1.6293 | 0.9898 | 2.9394 |
| (0.0043) | (0.0006) | (0.0153) | (0.0042) | (0.1938) | (0.0044) | (0.0044) | (0.0006) | (0.0045) |
| 0.1336 | 0.2220 | 0.7304 | 0.3655 | 0.0333 | Q(12) = 41.005 | p-value = 0.426 |
| (0.0043) | (0.0106) | (0.0029) | (0.0092) | (0.1092) | Q(24) = 82.834 | p-value = 0.649 |

\[ y_t = \mathbf{z}_t + \mathbf{x}_t, \text{ where } y_t = (s_t, f_{kt})', k = 1, 3, t = (1, 1)' , \mathbf{z}_t = z_{t-1} + \mathbf{e}_{zt}, \mathbf{e}_{zt} \overset{i.i.d}{\sim} N(0, \sigma_z^2), \]

\[ \mathbf{x}_t = \mathbf{c} + \Phi \mathbf{x}_{t-1} + \mathbf{e}_t + \Theta \mathbf{e}_{t-1}, \mathbf{e}_t = (e_{xt}, \mathbf{e}_{ft})', \mathbf{e}_{ft} \overset{i.i.d}{\sim} N(0, \Sigma), \text{ with } \]

\[ \sum = \begin{pmatrix} \sigma_s^2 & \rho_{sf} \sigma_s \sigma_f & \rho_{sf} \sigma_f \\ \rho_{sf} \sigma_s \sigma_f & \sigma_f^2 & \sigma_f^2 \end{pmatrix} \]

\( \mathbf{c} \) a (2 \times 1) constant vector, and \( \Phi \) and \( \Theta \) being (2 \times 2) parameter matrices. Asymptotic standard errors are in parentheses. \( Q(p) \) are \( p \)-th-order Ljung–Box statistics for serial correlation of the vector \( \{e_t\} \). \( Q(12) \sim \chi^2_{12}, Q(24) \sim \chi^2_{24} \). Asymptotic standard errors are in parentheses.

component exceeds the innovation variance of observable economic fundamentals. We note also that the contemporaneous correlation between the transitory component innovations \( \varepsilon_{t, t}, \varepsilon_{t, t-1} \) are all estimated to be near 1.

Table VII displays various population moments implied by the point estimates. Under the ‘eyeball’ metric, the model does a credible if not an exact job of matching these moments. The implied slope coefficients from regressions of the future depreciation on the forward premium, \( b_1 \), are much less than 1 and are negative for each currency. The implied expected excess returns are negatively correlated with and are more volatile than the implied expected depreciation. The implied forward premia are persistent, as can be seen from the large values of their first-order autocorrelations. The implied forward premium variance is seen to match up with the sample variances. Although the implied values of \( b_1 \) do not match the data — they are not large enough in magnitude for the pound and yen, and too large for the franc — the next section shows that the differences are not statistically significant.

5. SIMULATIONS

In this section we supplement the diagnostic tests performed in the previous section by asking whether our model could plausibly have generated the data. Specifically, we ask whether the fitted model can match important functions of the data that were not explicitly imposed in estimation. We focus our attention on the ability of the model to match those features of the data reviewed in Section 2.

We address this question by generating simulation distributions of the slope-coefficient estimators and their asymptotic \( t \)-ratios where the data-generating process is the two-component
model with parameter values equal to the point estimates. These distributions are built up from simulations of 5000 trials where for each trial \( i(1, \ldots, 5000) \), we

1. draw a scalar sequence of observations \( \{v_t^i\}_{t=1}^T \) from a normal distribution with mean 0 and variance \( \sigma_v^2 \),
2. draw a vector sequence of observations \( \{(e_{s,t}^i, e_{f,t}^i)\}_{t=1}^T \) from a bivariate normal distribution with mean 0 and covariance matrix,

\[
\begin{pmatrix}
\sigma_s^2 & \rho_{sf} \sigma_s \sigma_f \\
\rho_{sf} \sigma_s \sigma_f & \sigma_f^2
\end{pmatrix}
\]

3. generate sequences of observations \( \{z_t^i\}_{t=1}^T \) and \( \{(x_{s,t}^i, x_{f,t}^i)\}_{t=1}^T \) according to equations (9) and (18). These sequences are then combined to construct sequences of log-levels of spot and forward rates,

\[
\{s_t^i\}_{t=1}^T \text{ and } \{f_t^i\}_{t=1}^T
\]

4. use the computer-generated observations to estimate the cointegrating vector \( \beta_0 \) with DOLS and DGLS, and the slope coefficient in the regression of the future depreciation on the forward premium, \( \beta_1 \). Call these estimates \( \hat{\beta}_0^{\text{DOLS}}, \hat{\beta}_0^{\text{DGLS}}, \text{ and } \hat{\beta}_1 \).

The 5000 observations on \( \hat{\beta}_0^{\text{DOLS}}, \hat{\beta}_0^{\text{DGLS}}, \text{ and } \hat{\beta}_1 \) and their asymptotic \( t \)-ratios form the empirical distribution for these estimators under the null hypothesis that the estimated permanent–transitory components model is the true data-generating mechanism. We generate the distribution of the asymptotic \( t \)-ratios since inference is typically drawn using this statistic. We also provide a test based on a quadratic measure of distance, that the three asymptotic \( t \)-ratios (or the three slope coefficients) estimated from the data were jointly drawn from our data-generating process. Let \( \hat{\theta} \) be the \( (3 \times 1) \) vector of interest estimated from the data. To perform the joint test, we compute the distribution for the statistic,

\[
J = (\hat{\theta} - \bar{\theta}) \sum_{i=0}^{-1} (\hat{\theta} - \bar{\theta})
\]

where \( \bar{\theta} \) and \( \Sigma_\theta \) are the mean vector and covariance matrix from the empirical distribution.

### 5.1. Results

Table VIII displays the lower 2.5, 50, and 97.5 percentiles of the empirical distribution for \( (\hat{\beta}_0^{\text{DOLS}}, \hat{\beta}_0^{\text{DGLS}}, \hat{\beta}_1) \) and their asymptotic \( t \)-ratios for \( k = 1 \). As in Tables II and V, the asymptotic \( t \)'s are constructed under the hypothesis that the slope coefficient is 1. \( p \)-values are the proportion of the empirical distribution that lies to the right of the values estimated from the data. Table IX reports the same information for \( k = 3 \).

Although it is not the main focus of our investigation, the tables provide some interesting information about the sampling properties of the cointegrating vector estimators. Both DOLS and DGLS are biased downward, as the medians from each of the distributions are less than 1. The bias is slightly more severe for \( k = 3 \). The distributions of the asymptotic DOLS and DGLS \( t \)-ratios appear to be poorly approximated by the standard normal for our model with a sample size of 200. There is considerable size distortion, as the lower and upper 2.5% tails of the asymptotic \( t \)-ratios differ from the standard normal’s values of \( \pm 1.96 \). For example, the lower and upper \( t \)-ratio tails for DOLS in the yen regressions in Table VIII is \( -8.21 \) and \( 3.09 \). More
# Table VIII. Features of the empirical distribution — monthly horizon

<table>
<thead>
<tr>
<th></th>
<th>Slope coefficient</th>
<th>Asymptotic ( t )-ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5%</td>
<td>median</td>
</tr>
<tr>
<td><strong>Pound</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DOLS</td>
<td>0.9907</td>
<td>0.9994</td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DGLS</td>
<td>0.9911</td>
<td>0.9994</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-2.3763</td>
<td>-0.8020</td>
</tr>
<tr>
<td>( J )</td>
<td>0.1296</td>
<td>1.8722</td>
</tr>
<tr>
<td><strong>Franc</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DOLS</td>
<td>0.9853</td>
<td>0.9981</td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DGLS</td>
<td>0.9857</td>
<td>0.9980</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-2.5536</td>
<td>-1.0596</td>
</tr>
<tr>
<td>( J )</td>
<td>0.1159</td>
<td>1.7743</td>
</tr>
<tr>
<td><strong>Yen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DOLS</td>
<td>0.9806</td>
<td>0.9956</td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DGLS</td>
<td>0.9816</td>
<td>0.9947</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-3.2701</td>
<td>-1.2155</td>
</tr>
<tr>
<td>( J )</td>
<td>0.1716</td>
<td>1.9558</td>
</tr>
</tbody>
</table>

Notes: Selected percentiles of the empirical distribution computed for the cointegrating vector estimators (\( \hat{\beta}_0 \); DOLS, \( \hat{\beta}_0 \); DGLS), the slope coefficient in regressions of the future depreciation on the forward premium (\( \beta_1 \)), and their asymptotic \( t \)-ratios. \( J \) is the joint test statistic described in equation (19). \( p \)-values are the proportion of the empirical distribution that lies above the values estimated from the data. The data-generating mechanism is the random-walk-vector ARMA(1, 1) components model fitted to spot and 1-month-forward exchange rates from 1976:1 to 1992:8.

# Table IX. Features of the empirical distribution — quarterly horizon

<table>
<thead>
<tr>
<th></th>
<th>Slope coefficient</th>
<th>Asymptotic ( t )-ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5%</td>
<td>median</td>
</tr>
<tr>
<td><strong>Pound</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DOLS</td>
<td>0.9445</td>
<td>0.9911</td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DGLS</td>
<td>0.9430</td>
<td>0.9859</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-3.0038</td>
<td>-1.1721</td>
</tr>
<tr>
<td>( J )</td>
<td>0.1863</td>
<td>1.9749</td>
</tr>
<tr>
<td><strong>Franc</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DOLS</td>
<td>0.9553</td>
<td>0.9930</td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DGLS</td>
<td>0.9565</td>
<td>0.9922</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-2.4051</td>
<td>-0.8374</td>
</tr>
<tr>
<td>( J )</td>
<td>0.1560</td>
<td>1.8400</td>
</tr>
<tr>
<td><strong>Yen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DOLS</td>
<td>0.9445</td>
<td>0.9882</td>
</tr>
<tr>
<td>( \hat{\beta}_0 ); DGLS</td>
<td>0.9446</td>
<td>0.9826</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-3.5078</td>
<td>-1.3920</td>
</tr>
<tr>
<td>( J )</td>
<td>0.1843</td>
<td>2.0299</td>
</tr>
</tbody>
</table>

Notes: see Table VIII.
detailed examinations of the distributions than those reported in the table indicate that they do not appear to be particularly skewed in either direction.

Turning now to $\beta_1$, the median values are seen to be negative. For the pound, franc, and yen, their respective values are $-0.80$, $-1.06$, and $-1.22$ for $k = 1$ and $-1.17$, $-0.84$, and $-1.39$ for $k = 3$, and are close to the implied population values shown in Table VI. The sample estimates (Table V) for the pound and the yen lie to the left of the median values and to the right for the franc, but none of the individual $p$-values lie outside the interval $(0.025, 0.975)$. Thus, the hypothesis that the regression estimates of $\beta_1$ were drawn from the empirical null distribution cannot be rejected at standard significance levels.

The test of the joint hypothesis that $(\hat{\beta}_{0,DOLS}, \hat{\beta}_{0,DGLS}, \hat{\beta}_1)$ was drawn from the empirical null distribution similarly cannot be rejected at standard significance levels. The test that the vector of asymptotic $t$-ratios was drawn from our empirical null distribution can be rejected at the 10% level only for the yen, and yields little evidence against the model. The weight of the evidence, then, suggests that the two-component model provides a reasonably accurate representation of the process-generating spot and forward exchange rate observations.

6. IMPLIED EXPECTED EXCESS RETURNS

We employ the smoothed Kalman filter, which provides estimates of the state using the entire sample, to obtain an estimate of the expected future spot rate $E_t(s_{t+k})$ series. The estimated values are then subtracted from the forward rate to obtain the implied expected excess return series. Figures 1–3 plot our estimates of the quarterly expected depreciation and the expected excess returns for the three currencies.15

From these figures, it is visually apparent that $r_{3,t}$ is both negatively correlated with and more volatile than $E_t(A_3s_{t+3})$. $r_{3,t}$ is also seen to be persistent and to fluctuate between positive and negative values.16 Looking across the three currencies, similarities in their behaviour are evident. The expected excess returns are seen to be negative in 1976 and 1977 for all three currencies, and positive for much of the latter 1970s for the franc and the yen. Similarly, the expected excess returns are positive for all three currencies during the 1981 recession and negative during the final three years of the sample. Furthermore, the general pattern exhibited by the implied expected depreciations appears plausible. The estimates imply that the dollar was expected to strengthen relative to the yen and the franc during the late 1970s and relative to the pound and the yen during the 1980s. We also find an expected weakening of the dollar relative to all three currencies during the mid-1980s and towards the end of the sample.

The time-variation of $r_{k,t}$ can emerge for a variety of reasons. One hypothesis that is frequently suggested is that it represents a rational risk premium. According to this hypothesis, the dollar is the risky currency when $r_{k,t} > 0$ since a premium is being paid to holders of dollar-denominated assets. Engel (1992) provides an explanation in which the risk premium is compensation for covariance risk between consumption and the exchange rate. His reasoning begins by noting that consumption includes expenditures on both domestic and foreign goods. Thus, if the value of the dollar is positively correlated with consumption, the dollar provides a poor hedge against bad

---

15 Plots at the $k = 1$ horizon reveal that monthly expected excess return and expected depreciation are qualitatively similar, but as one would expect, somewhat noisier. We suppress these plots to economize on space.

16 In a related context, LeBaron (1992) finds that to match moving average trading rule results requires a persistent but stationary risk premium.
states of nature and is therefore risky. This particular story of the risk premium evidently implies that the sign of $r_{kt}$ depends on whether the covariance between consumption and the exchange rate is positive or negative.

An alternative to the risk premium interpretation is provided by Gourinchas and Tornell (1996) who present a model in which agents who engage in learning about permanent and

Figure 1. Quarterly expected depreciation (open circles) and excess return (solid circles) for the dollar–pound rate

Figure 2. Quarterly expected depreciation (open circles) and excess return (solid circles) for the dollar–franc rate
transitory dynamics of interest rates rationalizes the predictability of the expected excess return as well as the delayed overshooting of exchange rates following monetary shocks as documented by Eichenbaum and Evans (1995). Finally, yet another hypothesis is that \( r_{k,t} \) is the consequence of foreign exchange market inefficiency or irrationality on the part of market participants as suggested by Frankel and Froot’s (1989) study of survey expectations.\(^{17}\)

Whether the behaviour of \( r_{3,t} \) is consistent with it being a risk premium remains an open question. We observe negative \( r_{3,t} \)'s during the 1991–92 recessionary period but positive values during the 1981 recession. The expected excess return is also negative for the franc and pound during the late 1980s, which was a period of economic expansion. Thus, if \( r_{3,t} \) is indeed a risk premium, the sign of the covariance between the exchange rate and consumption must be changing over time. An examination of the pattern of changing covariance between consumption and the exchange rate is a task beyond the scope of the present paper.

7. CONCLUSIONS

The behaviour of expected excess foreign exchange returns has been the subject of extensive empirical research. We have adopted a structural time-series approach in an effort to further understand the dynamics of these expected excess returns. The two-component model we estimate draws its motivation from the disequilibrium exchange rate dynamics of sticky-price models. Standard diagnostic tests and a simulation experiment were performed to gauge the adequacy of the representation.

The model helps to shed light on why the forward rate is an unbiased predictor of the future spot rate while at the same time increases in the forward premium predict a currency appreciation.

\(^{17}\) See also Domowitz and Hakkio (1985) and Kaminsky and Peruga (1990), who study models in which expected excess returns are non-zero and time-varying under risk neutrality when the underlying data-generating process is log-normal.
We use the model to obtain estimates of the expected currency excess return. It is unclear, however, whether the expected excess return emerges as compensation for risk bearing. A thorough investigation of this important question remains a topic for future research.
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