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Abstract

An auto powertrain transfers the torque produced by the engine through the clutch to the load, thus accelerating the vehicle to the desired speed. Good models are essential in predicting the clutch heat generation so to avoid overheating and lockup of the clutch plates. In this paper, neural networks are used to first model and then control the highly nonlinear MIMO clutch-load subsystem. The two inputs were the applied force on the clutch plate and the output torque of the torque converter; the two outputs are the angular velocities of the torque converter and of the load, beyond the gear box.

Many results have been published in powertrain system modeling and control. In Wouter's paper [19], a method to calculate energy dissipation and temperature distribution of a multiscsl clutch in powershift transmissions is provided. Dundon [4] gives a method to establish a failure criterion for a wet clutch. Jania [8] analyzes the performance of friction clutches with focus on the problem of vibration. Johnson [9] develops and experimentally verifies a transient heat transfer model which could predict the temperature as a function of time. Using bond graphs, Hrovat [7] develops a linearized model of a typical powertrain system with manual transmission. Mokwai [10][12] discusses nonlinear methods that would provide a more pleasing shift with a sliding mode controller. Cho [3] also describes a sliding mode control method to deal with uncertainties. The models and the analysis methods mentioned above are valid only to a certain extent. Due to uncertainties in powertrain systems, analysis techniques are restricted. Although some general models or partial models are available, many assumptions are made, which limit the use of these models. Due to the lack of accurate models and effective analysis methods, many problems remain unsolved. Since neural networks have the ability to deal with nonlinear dynamic system, it may be possible for neural networks to enhance the traditional modeling and control methods in powertrain nonlinear dynamic systems, and this is examined in the paper.

Section 2 deals with methods to model the powertrain subsystem. Both a mechanical model (first principal model) and a neural network model will be discussed. A neural network controller designed for the powertrain clutch-load subsystem is introduced at Section 3. Simulation results are presented.

2 Modeling the Powertrain Clutch - Load Subsystem

2.1 Mechanical Model

A typical powertrain system consists of an engine, a torque converter, a clutch package, a gear box and a load. A simple block diagram of the whole powertrain system...
Figure 1: Block diagram of entire powertrain system

is shown in the Fig. 1.

In Fig. 1, the following quantities occur:

\( I_e \) - Moment of inertia of the engine output.
\( T_e(t) \) - Output torque of the engine.
\( \omega_e(t) \) - Output angular speed of the engine.
\( T_d(t) \) - Damping torque at the engine output side.
\( O \) - External input variables of the engine torque (throttle position, angle of ignition, etc.)
\( I_{TC} \) - Moment of inertia of the torque converter at output side.
\( T_{TC}(t) \) - Output torque of the torque converter.
\( \omega_{TC}(t) \) - Output angular speed of the torque converter.
\( T_{CL}(t) \) - Damping torque at the torque converter output side.
\( I_L \) - Moment of inertia of the clutch package output.
\( T_C(t) \) - Output torque of the clutch.
\( \omega_C(t) \) - Output speed of the clutch package output.
\( \omega_L(t) \) - Output speed of the load.
\( T_{CL}(t) \) - Damping torque in the clutch package - load side.
\( I_L \) - Moment of inertia of the load.
\( T_L(t) \) - External load torque.
\( F(t) \) - Clamping force of the clutch.
\( r_L \) - Transmission gear ratio.

Note that the inertia of the gear box is considered as part of the clutch package inertia. The gear ratio can be assumed to be one without loss of generality which implies that \( \omega_e(t) \) should be equal to \( \omega_L(t) \). (In the case of a ratio different from one, the load can be transformed using the ratio.)

The engine is the power source of the whole system. The output variables are speed and torque of the load. These two variables depend on several factors. The only free variable is the engine torque. It depends on the throttle position, the engine speed, the angle of ignition, the engine temperature, the engine lubrication and other less essential quantities. For simplicity, the engine can be considered as a torque generator with a certain moment of inertia as shown in Fig. 2.

The torque converter acts as a buffer between the engine and the clutch package. Ideally, the torque converter transforms the input variables, input speed and input torque to the output variables, output speed and output torque, in a lossless fashion, i.e.

\[
T_{TC}(t)\omega_{TC}(t) = T_{TC}(t)\omega_{TC}(t). \tag{1}
\]

In reality, there is some energy loss in the torque converter, i.e.

\[
T_{TC}(t)\omega_{TC}(t) = T_{TC}(t)\omega_{TC}(t) + P(\omega_{TC}(t)/\omega_{TC}(t)), \tag{2}
\]

where \( P(\omega_{TC}(t)/\omega_{TC}(t)) \) is the dissipated power in the torque converter. The block diagram of the torque converter is shown in Fig. 3.

The clutch package includes the clutch plates and the gear box. During the engagement of the clutch, the input torque from the torque converter output can be transferred to the load shaft through the clutch package.

Since the maximum available torque at the engine output strongly depends on the engine speed, and the engine speed is limited within the range: \( \omega_{min} \leq \omega_e(t) \leq \omega_{max} \), a transmission system is used which provides a wide speed range for the load by choosing different transmission ratios.

The load consists of a moment of inertia due to the body of the vehicle and an optional constant external torque, which represents an external force acting on the vehicle.

The whole powertrain system can be treated as three cascaded subsystems, i.e. engine - torque converter, torque converter - clutch package, clutch package - load. These three subsystems are coupled by the torque converter and the clutch package. The coupling through the clutch package is created by friction, creating the transmitted clutch torque \( T_C(t) \). For now, the friction coefficient \( \mu \) is assumed to be constant. The coupling created by the torque converter is of a more difficult nature. The input and output of the torque converter are loosely connected through fluid coupling.

Next, the equation model is set up using the laws of circular motion.

The engine - torque converter subsystem is described
Then the model of the clutch - load subsystem is given by:

\[
\begin{align*}
\frac{d\omega_{c}(t)}{dt} &= T_{c}(t) - T_{i}(t) - T_{f}(t), \\
\frac{d\omega_{L}(t)}{dt} &= T_{L}(t) - K_{L}\omega_{L}(t) - T_{f}(t), & \text{if } \omega_{L}(t) > \omega_{L}(t), \\
\frac{d\omega_{L}(t)}{dt} &= T_{L}(t) - K_{L}\omega_{L}(t) - T_{i}(t) & \text{if } \omega_{L}(t) = \omega_{L}(t). \\
\end{align*}
\]

This model consists of two sets of differential equations. Due to the assumptions in the above derivation, if these differential equations are looked at separately, they are linear systems. But due to the change of the system structure, the parameters of the system (the moment of inertia, \(I_{c}\), \(I_{L}\) and \(I_{L} + I_{i}\)) are different before the slip speed reaches zero and after that. This changing of the system structure leads to the nonlinear characteristics of the system. It can be seen that this is a simplified model since it is built under the assumptions that the friction coefficient is constant during the engagement, the drive shaft is a rigid body and that a first order approximation of the damping torques is used. For this paper, this simplified nonlinear model will be used to generate the input/output data.

### 2.2 Modeling Using Neural Networks

Modeling the input - output behavior of nonlinear plants using neural networks has gained ground in recent years. This is mainly because neural networks can also deal with cases where mathematical models are either very poor or nonexistent and because neural networks can easily be updated via learning procedures to reflect changes in the physical plant. Feed forward multilayer neural networks are the most common architectures with hyperbolic tangent or sigmoidal functions being the most common activation functions in the neural units. The success of the modeling procedure is based on the fact that such networks can approximate with arbitrary accuracy any nonlinear static map under certain mild assumptions. Note that neural networks in modeling and control of dynamical systems have been the topic of the Special Issues in IEEE Control Systems Magazine Antsaklis[1]. A brief review of this research can be found in Antsaklis[2].

Modeling, or neural identification, is seen as the process of constructing a model of a dynamic system based on available system information namely input/output data. The model parameters are adjusted based on system output error, at least over the input range of interest. The system to be identified is seen as a black box with bounded input/bounded output stability. As the identification process begins, the plant output and the neural network model output are compared and an error term is produced. Based on this error, the parameters (neural network weights) of the neural network model are adjusted according to the gradient methods and the back propagation algorithm.

The neural network is trained using a random signal which is uniformly distributed over certain ranges. Since
this method provides rich excitation to the plant, the neural network can capture most of the relevant properties of the plant over the input range of interest. So random input is used throughout system identification simulations conducted here. After training is completed, a test signal, such as an irregular sinusoid wave, a step input etc., is used to test the trained neural network.

The equations of a neural network identifier can be described as follows. The same equations can be used to describe a neural network controller.

The equations are based on a two hidden layer neural network structure.

The following notation will be used:

\[ N \] - The number of neurons on the output layer.
\[ n_2 \] - The number of neurons on the second hidden layer.
\[ n_1 \] - The number of neurons on the first hidden layer.
\[ I_0 \] - The number of neurons on the input layer.
\[ m \] - Indicates \( m \)th output layer, here the output layer.
\[ y_{m}^{n}[k+1] \] - The \( j \)th neuron output on the output layer at time \( k+1 \).
\[ y_{i}^{m-1} \] - The \( i \)th neuron output on the second hidden layer.
\[ R_{m}^{m-2} \] - The \( i \)th neuron output on the first hidden layer.
\[ u_{s}[k] \] - The \( s \)th neuron output on the input layer at time \( k \).
\[ w_{ij}^{m} \] - The connection weights from the second hidden layer to the output layer.
\[ w_{ij}^{m-1} \] - The connection weights from the first hidden layer to the second hidden layer.
\[ w_{ij}^{m-2} \] - The connection weights from the input layer to the first hidden layer.

The output of the neural network, that is of the output layer is:

\[ y_{j}^{m} = f_{0} \sum_{i=1}^{n_{2}} w_{ij}^{m} z_{i}^{m-1}, \quad (12) \]

where \( f_{0}(x) = x, j = 1, 2, \cdots, N \).

The output of the second hidden layer is:

\[ z_{i}^{m-1} = f_{2} \left( \sum_{s=1}^{I_0} w_{si}^{m-1} R_{s}^{n-2} \right), \quad (13) \]

where \( f_{2} = \tanh(x), i = 1, 2, \cdots, n_2 \).

The output of the first hidden layer is:

\[ R_{i}^{m-2} = f_{1} \left( \sum_{s=1}^{I_0} w_{si}^{m-2} U_{s} \right), \quad (14) \]

where \( f_{1}(x) = \tanh(x), i = 1, 2, \cdots, n_1 \).

So, by combining these equations, the following expression is obtained for a general neural network identifier or a neural network controller:

\[ y_{j}^{n}[k+1] = f_{d} \left[ \sum_{i=1}^{n_{2}} f_{1} \left( \sum_{s=1}^{I_0} w_{ij}^{m-1} f_{2} \left( \sum_{s=1}^{I_0} w_{si}^{m-2} U_{s} \right) \right) \right], \quad (15) \]

where \( f_{d}(x) = x, f_{1}(x) = \tanh(x), f_{2}(x) = \tanh(x), j = 1, 2, \cdots, N \).

In general, \( y_{j}^{m} \) represents the output vector of the neural network identifier or the output vector of the neural network controller.

On the basis of the Delta Rule (a steepest descent algorithm with a constant step size), Rumelhart developed the back propagation algorithm. The multilayer cost function \( C \) is described as follows:

\[ C = \sum_{p=1}^{N} C_{p} = \sum_{p=1}^{N} \frac{1}{2} \sum_{j=1}^{N(o)} [d_{pj} - y_{pj}]^{2} \quad (16) \]

where \( N(o) \) is the number of output neurons, \( d_{pj} \) is the desired output of the \( j \)th output neuron for the \( p \)th input pattern and \( y_{pj} \) is the output of the \( j \)th output neuron for the \( p \)th input pattern. The output of the \( j \)th neuron for the \( m \)th layer is given by the equation:

\[ y_{pj}^{m} = f \left( \sum_{i=1}^{N(m-1)} w_{ij}^{m} y_{pi}^{m-1} \right) = f(n_{pj}^{m}) \quad (17) \]

Where \( N(m-1) \) is the number of neurons in the \( m \)th layer and \( w_{ij}^{m} \) is the weight from the output of the \( i \)th neuron in the \( (m-1) \)th layer to the \( j \)th neuron in the \( m \)th layer. Note that when the \( (m-1) \)th layer is the input layer, then \( y_{pi}^{m-1} = u_{pi} \) where \( u_{pi} \) is the \( i \)th input of the \( p \)th pattern. The nonlinear hyperbolic tangent function is given by

\[ f(x) = \frac{1 - e^{-2x}}{1 + e^{-2x}} \quad (18) \]

The back propagation algorithm to update the weights of the neural network is summarized as follows:

\[ w_{ij}^{m}(k+1) = w_{ij}^{m}(k) - \eta \frac{\partial C}{\partial w_{ij}^{m}} + \alpha \Delta w_{ij}^{m}(k) \]

\[ = w_{ij}^{m}(k) + \eta \sum_{p=1}^{N} \delta_{pj}^{m} y_{pi}^{m-1} + \alpha \Delta w_{ij}^{m}(k) \quad (19) \]

where

\[ \delta_{pj}^{m} = \begin{cases} \sum_{k=1}^{N(m-1)} \delta_{pk}^{m+1} w_{pk}^{m+1} (1 - (y_{pj}^{m})^2) & \text{if } m \text{th layer is the hidden layer} \\ (d_{pj} - y_{pj}^{m}) (1 - (y_{pj}^{m})^2) & \text{if } m \text{th layer is the output layer} \end{cases} \]

In the above equations, \( \alpha \Delta w_{ij}^{m}(k) \) is the momentum term. The gradient tends to change along an average descent direction. This can reduce oscillations observed when the training step size is large. The coefficient of the momentum term, \( \alpha \), is usually between 0 and 1.

Here a nonlinear plant is considered as a black box and the only information which is generally available is
the plant input/output data. Certainly, if additional information about the plant is known, this may make the identification process easier. Obviously, the less information needed to conduct the identification, the more general the method is.

The mechanical nonlinear model derived in section 2.1 has two inputs $T_{io}(t)$, $T_c(t)$ and two outputs $\omega_{io}(t)$ and $\omega_L(t)$. The clutch torque is expressed as $T_c(t) = \mu R_e F(t)$. The effective radius of the clutch plates and load torque $T_L$ are also assumed constant. The nonlinearity of the system has been discussed in section 2.1. To design a neural network controller, a neural network model of the system will be built first, based on the input/output data of the mechanical model. The input torques $T_{io}(t)$ and $T_c(t)$ will accelerate the load to the desired speed after engagement starts. The damping torques exist at the torque converter-clutch side and at the clutch-load side. The load torque is applied to the system and remains constant.

The parameters and the initial values of the variables are assigned as follows:

$$
\begin{align*}
k_{1f} &= 0.02 & \omega_{io}(0) &= 2300 \\
\mu &= 0.05 & T_{io}(0) &= 2.433 \\
K_{f1} &= 0.02 & \omega_L(0^-) &= 0 \\
I_o &= 0.01 & F(0^-) &= 0 \\
I_L &= 0.01 & F(t) &= 179 \\
T_L &= 1 & R_e &= 0.2
\end{align*}
$$

The values of the parameters are not obtained from the actual system but are chosen based on expected transient responses of the actual system. The friction coefficient $\mu$ is about 0.05 for wet clutches. The effective radius of clutch is usually 0.2ft. The damping torque at the torque converter-clutch side is small compared to the one at the clutch-load side. The moment of inertia of the torque converter and clutch package is small compared to that of the load. The torque converter output torque should be large enough to drive the load and the clamping force should be large enough to make clutch engagement possible. The angular velocity of the torque converter output $\omega_{io}(t)$ and the load speed $\omega_L(t)$ should be chosen to be within the operating range which is typically between 2500 and 2500 rpm. The engagement period should be less than 1.5 seconds which is the typical time needed for full engagement. For identification of the real powertrain system the data should be obtained from actual experiments.

With the initial values of the system, at time $t = 0$, a clamping force is applied to the clutch and the engagement process begins. The input/output data of the system are generated from the mathematical model and are used to train the neural network model.

Based on the input/output data, a neural network is used to identify the dynamics of the system. The neural network model is expressed as follow:

$$
\begin{align*}
\hat{y}(k+1) &= f(u(k), u(k-1), \\
& \cdots u(k-d), y(k), y(k-1) \cdots y(k-d))
\end{align*}
$$

where $d$ is the estimated delay needed for the neural identification model. The input $u(k) = [T_{io}(k), F(t)]$ and the output $y = [\omega_{io}(k), \omega_L(k)]$. The delay $d$ depends on the simulation experiment. $\hat{y}(k+1)$ is the neural network plant output at $k+1$. The function $f$ is a hyperbolic tangent function as in the equation (18). In the neural network simulation, if $d = 1$, the output of the neural network does not converge to the system output within a certain amount of iterations (100,000). If $d = 2$, good results can be achieved. Experiments have shown that if $d > 2$, the improvement in convergence time is small. Therefore, in the following simulations, $d = 2$.

In order to model this MIMO system, a neural network with two hidden layers (20, 10) is chosen. The backpropagation training algorithm is used. Two random training signals of $T_{io}(t)$ and $F(t)$ are applied to the neural network and the plant. Their values are taken to be uniformly distributed within the range [0, 3] and [0, 250] respectively. (Note the relationship $T_c(t) = \mu R_e F(t)$.) We cannot overstress the importance of the choice of the training signals. Note that the two inputs $T_{io}(k)$ and $F(t)$ cannot be random signals if the actual physical system is used to generate the data, since the mechanical constraints of the system do not allow severe fluctuation of these two variables, especially $T_{io}(t)$. Different training signals must then be applied, such as small step inputs, ramp inputs or other signals sufficiently rich in frequency. In general, when a neural network is trained by random inputs, good results are obtained but training time is relatively longer. If a neural network is trained by particular signals, then it may only work well as a model for input signals whose properties are close to that of the training signal; the training time for convergence, however, is relatively short. Therefore, for a system which does not need a large variety of input signals, one can use specific signals for training purposes. This applies to the powertrain system under investigation. In fact one could originally train the neural network model using random inputs (off line by using an available model) and then continue training using the physical system and only determine the inputs (Off or on line to take into consideration information not present in the model used in the simulations). In this section, random signals are used. If the real mechanical constraints are added to the system model, then a specific set of practical training signals should be chosen to train the system.

During training, the identification step size is $\eta = 0.4$, which is the learning rate of the back propagation algorithm. The coefficient of momentum term $\sigma = 0.2$.

Training results with 100,000 iterations and 490,000 iterations are shown in Fig. 5 and Fig. 6 respectively. The test signal $T_{io} = 2.43$ and $F(t) = 179$ were applied at time $t = 0$. From Fig. 5, it can be seen that the output of the neural network tracks the output of the plants with large errors. This means that the neural network model has not captured the dynamics of the system completely. So more training iterations are needed. After more iterations, it can be seen from Fig. 6, the modeling error of the two outputs of the neural network model has improved.
Figure 5: The identification model of the clutch-load subsystem. The speeds of the system and neural network outputs are shown after 100,000 iterations with random input training.

If the training goes on, it is expected that the error will improve further.

The simulations conducted above (also in [6] and elsewhere) show the potential of neural network modeling of nonlinear dynamical systems such as the powertrain clutch-load subsystem. It should be noted that when the physical model is available in the practical industrial applications, the off and online methods discussed above should be used together.

3 Control of the Powertrain Subsystem using Neural Networks

The control structure used here is shown in Fig. 7. Other control configurations are of course possible; see [6] and [2] among others. In this structure, which is often called indirect control, the plant is first identified by a neural model. After identification, the weights of the neural plant are fixed. Given a reference signal $r$, the output of the plant and the output of the reference model are different at the beginning. The differences of the two outputs, the output error $e$, is back propagated to the neural controller though the neural plant. The purpose of the neural plant is to provide a path for the output error to reach the neural controller. The neural controller’s weights are adjusted based on the output error. The basic algorithm used is back propagation. After training, the values for the weights of the neural controller have converged. The output of the plant should now track the output of the reference model well.

The structure and the size of neural networks, in terms of the number of hidden layers and the number of neurons on each hidden layer, are decided by experiments.

For this specific problem, to control the powertrain subsystem certain control strategy has to be chosen. To meet the design specifications we need to:

- Confining the maximum heat peak power below certain allowable level.
- Minimizing the heat energy dissipated during the engagement period.
- Complete the engagement within 1.5 second.

The control objective is to design a neural network controller to control the clutch - load subsystem output $\omega(t)$ and $\omega_L(t)$, so that these two outputs can follow the desired trajectories predefined by engineers. The main controller input is the control signal (the differences between the desired trajectories and the actual trajectories of the plant.) The controller output is the clamping force $F(t)$. To find the desired plant output trajectories under

Figure 8: Configuration of the M type control

Figure 9: Configuration of the M type control via a Neural network

Figure 10: The controlled plant output, and the reference model output are shown after 200,000 iterations using random input training.

the given technical conditions is a problem of choosing an optimal set of parameters of the system inputs. (corresponding to open loop control.) An approach that can be used to solve this problem is described in Peek and Antsaklis [11]; other approaches are also possible. Note that the difficulties in determining the output trajectories that satisfy the constraints stem from the system nonlinearity but mostly are due to uncertainties; so a procedure such as [11] may be more appropriate here than optimal control methods. When the desired output trajectories are decided then neural network control system can be trained as a model following system. So any desired output trajectories fed as a reference inputs to the control system will lead to the powertrain system output to follow those trajectories. The configuration is shown in Fig. 8. In Fig. 8, controller C safeguards stability while M causes the response of the system to be $T$ ($T = PM$).

The neural controller system configuration is shown in Fig. 9. Here $C$ is a neural network controller, $M$ is a neural network auxiliary controller, $T$ is a desired transfer function, and $P$ is an unknown nonlinear plant.

The plant model, which is used to generate input output data, is the same as in equation (11).

The neural network controller is:

$$\dot{y}(k + 1) = f(u(k), u(k - 1), \ldots, u(k - d), \dot{y}(k), \dot{y}(k - 1), \ldots, \dot{y}(k - d))$$

$$\dot{y}(k + 1)$$ is the neural network controller output and at $k+1$. $u(k)$ is the input to the neural network controller at time $k$. (The M-model has the same structure as the neural network controller.) Since there are two neural networks in the control system, the training procedure has to be carefully chosen. First the neural plant has to be trained with a random input signal. During the next step the controller is being trained with the weights of the neural plant model being fixed.

The neural networks for $C$ and $M$ are the same with two hidden layers (20,10) and two delays. The sizes and the delay are chosen based the experiments conducted in the previous work [6]. During controller training, $C$ and $M$ are trained simultaneously. The training step size is $\eta = 0.01$ and $\alpha = 0$. The reference input training signal is a random variable uniformly distributed within $[0, 3600]$ (Scale factors were used in the training process). This reference input is used for the load speed of the powertrain system. Since the torque converter output speed is closely related to the load speed while the clamping force only indirectly affects the torque converter output speed, for reference input only choose one of the quantities. Here, the torque converter output torque is set constant at $T_c = 2.43$. During the simulation, the output error is back propagated through the neural plant to the controller $C$ and $M$. After 200,000 iterations, the training process is stopped and the desired load speed curve is fed to the reference input. The result is shown in the Fig. 10. The reference input and the outputs of the control system trajectories are very close. The control action, clamping force $F$ is shown in Fig. 11. The vibrations at the beginning of the clamping force may indicate that more training iterations should be conducted if this phenomena can not be tolerated.

The shape of the clamping force curve is in between the step input and the ramp type input which are commonly used in industry, derived mostly by empirical considerations. See Fig. 12. Several different curves have been used as the reference inputs and the system tracks well. See Fig. 13.

The controller configurations in this section have relaxed the constraint for the plants, (the delayed plant
input terms and the delayed plant output terms must be separable as described in [13]), which can be controlled by this type of neural network controller. During training, the training step size \( \eta \) plays an important role. The experiments show that large values of \( \eta \) can make the whole control system unstable, while smaller values of \( \eta \) can lead to lengthy convergence times. The designer should watch the training process carefully.

From the simulations in this section, it may be noted that the training process is off line, thus, it is not possible to realize adaptive control in the classical sense. To accommodate parameter changes in an unknown plant, the whole training process must be implemented on line. This would require the plant identification and controller training to be performed simultaneously. This would greatly broaden the application of neural networks and is left for future research efforts.

4 Conclusion

Neural network models were used to model and control a nonlinear powertrain clutch-load subsystem. The results show that neural networks can be effective in this type of problems. Further simulations and testing on the actual vehicle need to be carried out for the few validation of the procedures.
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