DES Supervisor Design
for Hybrid Control Systems

James A. Stiver and Panos J. Antsaklis
University of Notre Dame, Notre Dame, IN 46556

Abstract

A hybrid control system consists of a continuous-time plant with a continuous state space, which is being supervised by a discrete event system. The hybrid control system also contains an interface which provides communication between the plant and controller. The interface translates the continuous-time output of the plant to an asynchronous sequence of symbols understood by the supervisor. It also translates the symbolic commands of the supervisor into a continuous input for the plant.

We present a DES model which is sufficiently flexible to represent the combined plant and interface, and use this DES model of the plant as a basis for designing the DES supervisor. This DES model is a generalization of the basic DES found in the Ramadge-Wonham framework. We extend the concepts of controllability and of the supremal controllable sublanguage and apply them to the DES model of the plant.

To design the DES supervisor for the hybrid control system, the control goals are expressed in terms of a desired language for the DES model of the plant and the controllability concepts are applied. Following analysis of the DES model of the plant, a DES supervisor is constructed which is then used to control the hybrid control system.

1 Introduction

Hybrid control systems contain both continuous and discrete dynamics. The continuous dynamics are modeled by a set of ordinary differential equations and form the portion of the system referred to as the plant. The discrete dynamics comprise a discrete event system (DES) which, in the case of this paper, is modeled as a finite automaton and referred to as the controller. The names plant and controller reflect the fact that it is common for the discrete portion of the system to be designed as a controller for the continuous portion, however, there is generally a continuous-time controller included in the plant of a hybrid system.

A home heating and cooling system is a familiar example of a hybrid control system. The plant consists of the furnace and air conditioner which, along with the heat flow characteristics form a continuous-time system. These are in turn controlled by the thermostat which is a discrete event system. Other examples of hybrid control systems can be found in chemical process controls and flexible manufacturing systems. Recently, efforts have been made to study hybrid systems in a unified, analytical way, [1-11].

In this paper, hybrid control systems are modeled using a three level structure. The top level is the finite automaton which represents the DES controller, the middle level is an interface, and the bottom level is a continuous-time plant. The interface is necessary in order for the plant and controller to interact. This is because the plant's input and output consist of continuous, real valued signals, while the controller's input and output
are asynchronous sequences of symbols. Therefore the role of the interface is to translate between these two domains as will be described in the following section.

It is possible to combine the plant and the interface into a single entity which can be modeled as a nondeterministic finite automaton. This combination allows the entire system to be modeled as a pair of interacting discrete event systems and thus paves the way for the use of existing DES theoretic techniques for analysis and controller design.

This paper describes the hybrid control system model and associated DES models and then presents extensions to some of the DES tools developed by Ramadge and Wonham which allow these tools to be applied to hybrid control systems. In particular, a new result concerning the important concept of controllability is introduced, thus opening the way for the application of controller design methods. Two examples are included to illustrate these ideas. The design of hybrid control system controllers is also shown.

2 Hybrid Control System Model

A hybrid control system can be divided into three parts as shown in Figure 1. The models we use for each of these three parts, as well as the way they interact are now described.

2.1 Plant

The system to be controlled, called the plant, is modeled as a time-invariant, continuous-time system. This part of the hybrid control system contains the entire continuous-time portion of the system, possibly including a continuous-time controller. Mathematically, the plant is represented by the familiar equations

\[ \dot{x} = f(x, r) \]  \hspace{1cm} (1)

\[ z = g(x) \]  \hspace{1cm} (2)

where \( x \in \mathbb{R}^n \), \( r \in \mathbb{R}^m \), and \( z \in \mathbb{R}^p \) are the state, input, and output vectors respectively. \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) and \( g : \mathbb{R}^n \to \mathbb{R}^p \) are functions. For the purposes of this work we assume that \( z = x \). Note that the plant input and output are continuous-time vector valued signals. Bold face letters are used to denote vectors and vector valued signals.

2.2 Controller

The controller is a discrete event system which is modeled as a deterministic automaton. This automaton can be specified by a quintuple, \( (\mathcal{S}, \mathcal{Z}, \mathcal{R}, \delta, \phi) \), where \( \mathcal{S} \) is the (possibly infinite) set of states, \( \mathcal{Z} \) is the set of plant symbols, \( \mathcal{R} \) is the set of controller symbols, \( \delta : \mathcal{S} \times \mathcal{Z} \to \mathcal{S} \) is the state transition function, and \( \phi : \mathcal{S} \to \mathcal{R} \) is the output function. The symbols in set \( \mathcal{R} \) are called controller symbols because they are generated by the controller. Likewise, the symbols in set \( \mathcal{Z} \) are called plant symbols and are generated by the occurrence of events in the plant. The action of the controller can be described by the equations

\[ \dot{z}[n-1] = \delta(\hat{z}[n-1], z[n]) \]  \hspace{1cm} (3)

\[ \hat{z}[n] = \phi(\hat{z}[n]) \]  \hspace{1cm} (4)

where \( z[n] \in \mathcal{Z} \), \( \hat{z}[n] \in \mathcal{Z} \), and \( \hat{z}[n] \in \mathcal{R} \). The index \( n \) specifies the order of the symbols in a sequence. The input and output signals associated with the controller are asynchronous sequences of symbols, rather than continuous-time signals. Notice that there is no delay in the controller. The state transition, from \( \hat{z}[n-1] \) to \( \hat{z}[n] \), and the controller symbol, \( \hat{z}[n] \), occur immediately when the plant symbol \( z[n] \) occurs.

Tildes are used to indicate that the particular set or signal is made up of symbols.

For example, \( \mathcal{Z} \) is the set of plant symbols and \( \mathcal{R} \) is a sequence of plant symbols. An argument in brackets, e.g. \( \hat{z}[n] \), represents the \( n \)th symbol in the sequence \( \hat{z} \). A subscript, e.g. \( \hat{z}_i \), is used to denote a particular symbol from a set.

2.3 Interface

The controller and plant cannot communicate directly in a hybrid control system because each utilizes a different type of signal. Thus an interface is required which can convert continuous-time signals to sequences of symbols and vice versa. The interface consists of two rather simple maps, \( \alpha \) and \( \gamma \).

The first map, called the generator, \( \alpha : \mathbb{R}^n \times \mathbb{R}^n \to \mathcal{Z} \), generates a sequence of plant symbols based upon the state of the plant. The generator, \( \alpha \), is based on a set of functions, \( h_i(x) \), each of which forms a boundary in the state space. Together, these boundaries partition the state space into a number of regions. Whenever the state of the plant crosses a boundary, a plant event has occurred. Associated with each plant event is a plant symbol which is generated by the generator when the plant event is detected. Thus, the generator detects boundary crossings and reports each crossing via a plant symbol.

For a mathematical treatment of the generator we start by defining the sequence \( r[n] \) which gives the times at which the plant events occur.

\[ r[0] = 0 \]  \hspace{1cm} (5)

\[ r[n] = \inf\{t > r[n-1] : \exists i, h_i(x(t)) \cdot h_i(x(r[n-1] + \epsilon)) < 0 \} \]  \hspace{1cm} (6)

With the plant event times defined, the sequence of plant symbols can be defined as follows.

\[ i[n] = \begin{cases} 1 & \text{if } h_i(x(r[n] + \epsilon)) > 0 \\ 0 & \text{if } h_i(x(r[n] + \epsilon)) < 0 \end{cases} \]  \hspace{1cm} (7)

where \( i \) is from equation 6 and \( \epsilon \) is an infinitesimal positive real number. So we see that the set of plant symbols consists of two symbols for each boundary, which indicate which boundary has been crossed and in which direction.
developed to determine whether a given RWM generator can be controlled to a desired language [13]. That is, whether it is possible to design a controller such that the DES will be restricted to some target language \( K \). The theorem states that it is possible if

\[
\hat{R} \subseteq R
\]

(14)

where \( \hat{R} \) represents the set of all prefixes of \( K \). When this condition is met for a given language \( L \), the language \( K \) is said to be controllable, and a controller can be designed which will restrict the generator to the language \( K \). This condition requires that if an uncontrollable event occurs after the generator has produced a prefix of \( K \), the resulting string must still be a prefix of \( K \) because the uncontrollable event cannot be prevented.

For the HDES, the language \( K \) is controllable if

\[
\forall \omega \in \hat{R} \exists \bar{\tau} \in \check{R} \exists \omega \epsilon(\bar{\tau}, \omega) \subseteq \check{R}
\]

(15)

This condition requires that for every prefix of the desired language, \( K \), there exists a control, \( \bar{\tau} \), which will enable only events which will cause string to remain in \( K \).

**Theorem 1** If \( K \) is prefix closed and controllable according to 15, then a DES controller can be designed which will control the DES plant model to the language \( K \).

**Proof:** The proof can be found in [14].

Since the DES plant model can be seen as a generalization of the RWM, the conditions in 15 should reduce to those of 14 under the appropriate restrictions. This is indeed the case.

If the desired behavior (i.e., language) is not attainable for a given controlled DES, it may be possible to find a more restricted behavior which is. If so, the least restricted behavior is desirable. [13] and [15] describe and provide a method for finding this behavior which is referred to as the supremal controllable sublanguage, \( K^1 \), of the desired language. The supremal controllable sublanguage is the largest subset of \( K \) which can be attained by a controller. \( K^1 \) can be found via the following iterative procedure.

\[
K_0 = K
\]

(16)

\[
K_{i+1} = \{ \omega : \omega \in \hat{R}, \omega \in \hat{R} \cap L \subseteq K_i \}
\]

(17)

\[
K^1 = \bigcup_{i=0}^{\infty} K_i
\]

(18)

For hybrid control systems, the supremal controllable sublanguage of the DES plant model can be found by a similar iterative scheme.

\[
K_0 = K
\]

(19)

\[
K_{i+1} = \{ \omega : \omega \in \hat{R}, \forall \omega \in \omega \in \hat{R} \exists \bar{\tau} \in \check{R} \exists \omega \epsilon(\bar{\tau}, \omega) \subseteq \check{R} \}
\]

(20)

\[
K^1 = \bigcup_{i=0}^{\infty} K_i
\]

(21)

**Theorem 2** For a DES plant model and language \( K \), \( K^1 \) is controllable and contains all controllable sublanguages of \( K \).

**Proof:** The proof can be found in [14].

With this controllability result we are able to design controllers for hybrid control systems. The procedure is illustrated in the second example.

---

**Figure 2: DES Plant Model for Example 1**

---

**4 Examples**

This section contains two examples which illustrate the material of this paper.

**4.1 Example 1 - Double Integrator**

Using the double integrator example from [10], we have the following plant

\[
\dot{x} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u
\]

(22)

In the interface, the function \( \alpha \) partitions the state space into four regions as follows,

\[
\begin{align*}
\bar{p}_1 & \text{ if } x_1, x_2 > 0 \\
\bar{p}_2 & \text{ if } x_1 < 0, x_2 > 0 \\
\bar{p}_3 & \text{ if } x_1, x_2 < 0 \\
\bar{p}_4 & \text{ if } x_1 > 0, x_2 < 0 
\end{align*}
\]

(23)

and the function \( \gamma \) provides three set points,

\[
\gamma(\bar{r}) = \begin{cases} -10 & \text{ if } \bar{r} = \bar{r}_1 \\ 0 & \text{ if } \bar{r} = \bar{r}_2 \\ 10 & \text{ if } \bar{r} = \bar{r}_3 
\end{cases}
\]

(24)

Combining the plant and interface, we obtain the DES plant model. This DES is represented by the automaton in Figure 2, and explicitly by the following sets and functions.

\[
\begin{align*}
\bar{P} & = \{ \bar{p}_1, \bar{p}_2, \bar{p}_3, \bar{p}_4 \} \\
\bar{Z} & = \{ \bar{z}, \bar{b}, \bar{c}, \bar{d} \} \\
\bar{R} & = \{ \bar{r}_1, \bar{r}_2, \bar{r}_3 \}
\end{align*}
\]

(25)

\[
\begin{align*}
\psi(\bar{p}_1, \bar{d}) & = \bar{p}_4 & \psi(\bar{p}_2, \bar{c}) & = \bar{p}_2 \\
\psi(\bar{p}_3, \bar{d}) & = \bar{p}_3 & \psi(\bar{p}_4, \bar{b}) & = \bar{p}_3 \\
\psi(\bar{p}_1, \bar{d}) & = \bar{p}_3 & \psi(\bar{p}_2, \bar{c}) & = \bar{p}_1 \\
\psi(\bar{p}_3, \bar{d}) & = \bar{p}_3 & \psi(\bar{p}_4, \bar{b}) & = \bar{p}_3 \\
\xi(\bar{r}_1, \bar{r}_1) & = \{ \bar{d} \} & \xi(\bar{r}_2, \bar{r}_3) & = \{ \bar{c} \}
\end{align*}
\]

(28)
Figure 3: DES Plant Model for Example 2

\[ \xi(p_1, r_1) = \{\bar{a}, \bar{d}\} \]
\[ \xi(p_2, r_1) = \{\bar{b}\} \]
\[ \xi(p_3, r_1) = \{\bar{a}\} \]
\[ \xi(p_4, r_2) = \{\bar{a}\} \]
\[ \xi(p_5, r_2) = \{\bar{b}, \bar{e}\} \]  \( (32) \)
\( (33) \)
\( (34) \)

The values, for which \( \psi \) has not been stated, are undefined, and the values for which \( \xi \) has not been stated are the empty set.

The language generated by this automaton is \( L = \{(dc)^* + db(a + c)^*a\} \). If we want to drive the plant in clockwise circles, then the desired language is \( K = (dbca)^* \). It can be shown that this \( K \) satisfies equation (15) and therefore according to theorem 1, a controller can be designed to achieve the stated control goal.

4.2 Example 2 - A More Complex DES Plant Model

This example has a richer behavior and will illustrate the generation of a supremal controllable sublanguage. We start immediately with the DES plant model shown in figure 3. The enabling function, \( \xi \), is given by the following table.

<table>
<thead>
<tr>
<th>( p_i )</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( r_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>{a}</td>
<td>{b}</td>
<td>{c}</td>
<td>{d}</td>
</tr>
<tr>
<td>( p_3 )</td>
<td>{a, d}</td>
<td>{e}</td>
<td>{f}</td>
<td>{g}</td>
</tr>
<tr>
<td>( p_4 )</td>
<td>{a}</td>
<td>{b}</td>
<td>{c}</td>
<td>{d}</td>
</tr>
<tr>
<td>( p_5 )</td>
<td>{a}</td>
<td>{b}</td>
<td>{c}</td>
<td>{d}</td>
</tr>
</tbody>
</table>

The language generated by this DES is \( L = L_m \) where

\[ L_m = (b(a + d) + c(a + f) + e(a + d)^*) \]

and \( a = ((\varepsilon + f)e)d \). Suppose we want to control the DES so that it never enters state \( p_5 \) and can always return to state \( p_0 \). The desired language is therefore

\[ K = (a + b + c + d + f)^*a \]

In this example, the language \( K \) is not controllable. This can be seen by considering the string \( bcf \in K \), for which there exists no \( \bar{r} \in \bar{R} \) which will prevent the DES from deviating from \( K \) by generating \( e \) and entering state \( p_5 \).

Since \( K \) is not controllable, we find the supremal controllable sublanguage of \( K \) as defined in equation 21. The supremal controllable sublanguage is

\[ K^1 = K_1 = (a + b + c + d + f)^*a - (bcf)^*a \]

Obtaining a DES controller once the supremal controllable sublanguage has been found is straightforward. The controller is a DES whose language is given by \( K^1 \) and the output of the controller in each state, \( \phi(i) \), is the controller symbol which enables only transitions which are found in the controller. The existence of such a controller symbol is guaranteed by the fact that \( K^1 \) is controllable. For Example 2, the controller is shown in Figure 4 and its output function, \( \phi(i) \), is as follows:

\[ \phi(i_1) = r_2 \]
\[ \phi(i_2) = r_4 \]

5 Conclusion

We have extended the concepts of the controllability and the supremal controllable sublanguage of a given language, so that they may be applied to hybrid control systems. Various controller design techniques, developed for DES's, can now be applied to HCS's.

The relationship between the controllability of the continuous-time plant and the controllability of the DES plant model has not been fully examined. This issue needs further study. Nevertheless, it is not difficult to see that the two controllability concepts are related. If the continuous-time plant is not controllable, then it is likely that certain event sequences will not be achievable and this certainly affects the controllability of the DES plant model.

It should be noted that the problem of how properties of the continuous-time plant, such as controllability, observability, and stability, affect similar properties in DES plant model is currently under further investigation by the authors.
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