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eaming is an important dimension or attribute of intelligent L control [ 11. Highly autonomous behavior is a very desirable 
characteristic of advanced control systems so they perform well 
under changing conditions in the plant and the environment (even 
in the control goals), without external intervention. This requires 
the ability to adapt to changes affecting, in a significant manner, 
the operating region of the system. Adaptive behavior of this type 
is not typically offered by conventional control systems. Addi- 
tional decision-making abilities should be added to meet the 
increased control requirements. The controller’s capacity to learn 
from past experience is an integral part of such highly autono- 
mous controllers. The goal of introducing learning methods in 
control is to broaden the region of operability of conventional 
control systems. Therefore, the ability to learn is one of the 
fundamental attributes of autonomous intelligent behavior [ 1.23: 
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Machine Learning 
The ability of man-made systems to learn from experience 

and, based on that experience, improve their performance is the 
focus of machine learning. Leaming can be seen as the process 
whereby a system can alter its actions to perform a task more 
effectively due to increases in knowledge related to the task. The 
actions that a system takes depends on the nature of the system. 
For example, a control system may change the type of controller 
used, or vary the parameters of the controller, after learning that 
the current controller does not perform satisfactorily within a 
changing environment. Similarly, a robot may need to change its 
visual representation of the surroundings after learning of new 
obstacles in the environment. The type of action taken by the 
machine is dependent upon the nature of the system and the type 
of learning system implemented. The ability to learn entails such 
issues as knowledge acquisition, knowledge representation, and 
some level of inference capability. Learning, considered funda- 
mental to intelligent behavior, and in particular the computer 
modeling of learning processes has been the subject of research 
in the field of machine learning for the past 25 years [3,4]. 
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Learning Control 
The problem of learning in automatic control systems has 

been studied in the past, especially in the late  O OS, and it has 
been the topic of numerous papers and books; see for example 
[5-91. References [5,7,9] provide surveys on the early learning 
techniques. All of these problems involve a process of classifi- 
cation in which all or part of the prior information required is 
unknown or incompletely known. The elements or patterns that 
are presented to the control system are collected into groups that 
correspond to different pattern classes or regions [9]. Thus, 
learning was viewed as the estimation or successive approxima- 
tion of the unknown quantities of a function [ 5 ] .  The approaches 
developed for such learning problems can be separated into two 
categories: deterministic and stochastic. 

Where can learning be used in the control of systems? As 
mentioned, learning plays an essential role in the autonomous 
control of systems; see example [2 ] ,  also [ 10,l I]. There are many 
areas in control where learning can be used to advantage, and 
these needs can be briefly classified as follows: (1) learning about 
the plant; that is, learning how to incorporate changes and how 
to derive new plant models; (2)  learning about the environment; 
this can be done using methods ranging from passive observation 
to active experimentation; (3) learning about the controller; for 
example, learning how to adjust certain controller parameters to 
enhance performance; and (4) learning new design goals and 
constraints. 

Learning and Adaptive Control 
What is the relation between adaptive control and learning 

control [IO]? Learning is achieved, in a certain sense, when an 
adaptive control algorithm is used to adapt the controller parame- 
ters so that, for example, stability is maintained. In this case, the 
system learns and the knowledge acquired is the new value for 
the parameters. Note, however, that if later the same changes 
occur again and the system is described by exactly the same 
parameters identified earlier, the adaptive control algorithm still 
needs to recalculate the controller and perhaps the plant parame- 
ters since nothing was kept in memory. So, in that sense, the 
system has not learned. It has certainly learned what to do when 
certain types of changes take place. In particular, it has been told 
exactly what to do, that is it was given the adaptive algorithm, 
and this is knowledge by rote learning. The knowledge repre- 
sented by the new values of the controller and the plant parame- 
ters, and the circumstances under which these values are 
appropriate, are not retained. So a useful rule of thumb is that a 
controller, to be a learning controller, requires memory where 
past knowledge is stored so it can be used when a similar situation 
arises. 

Regarding terminology, it is perhaps beneficial at this point 
to bring in a bit of history: In the  O OS, adaptive control and 
learning received a lot of attention in control literature. It was not 
always clear, however, what it was meant by those terms. The 
comment by Y. Tsypkin, in [8], describes quite clearly the atmos- 
phere of the period. “It is difficult to find more fashionable and 
attractive terms in the modem theory of automatic control than 
the terms of adaptation and learning. At the same time, it is not 
simple to find any other concepts which are less complex and 
more vague.” Adaptation, learning, self-organizing systems and 
control were competing terms for similar research areas, and K.S. 
Fu says characteristically in [ 5 ] ,  “The use of the word ‘adaptive’ 

has been intentionally avoided here ... adaptive and learning are 
behavior-descriptive terms, but feedback and self-organizing are 
structure, or system configuration, descriptive terms. Neverthe- 
less the terminology war is still going on. ... It is certainly not 
the purpose of this paper to get involved with such a war.” 

The term “pattern recognition” also was appearing with adap- 
tive, learning, and self-organizing systems in the control litera- 
ture of that era. It is obvious that there was no agreement as to 
the meaning of these terms and their relation. Today, pattern 
recognition is a research discipline in its own right, developing 
and using an array of methods ranging from conventional algo- 
rithms to artificial intelligence methods implemented via sym- 
bolic processing. The term self-organizing system is not being 
used as much today in the control literature. Adaptive control has 
gained renewed popularity in the past few decades, mainly 
emphasizing studies in the convergence of adaptive algorithms 
and in the stability of adaptive systems; the systems considered 
are primarily systems described by differential (or difference) 
equations where the coefficients are (partially) unknown. In an 
attempt to enhance the applicability of adaptive control methods, 
learning control has been recently reintroduced in control litera- 
ture; see, for example, [12,13] for learning methods in control 
with emphasis on neural networks. 

Special Issue 
This special issue on intelligent learning control emphasizes 

the importance of learning in the control of systems today. Reay 
et al. use fuzzy adaptive systems to learn non-linear current 
profiles in a 4kW, four-phase switched reluctance motor that 
minimize torque ripple. Simulations supported by experiments 
demonstrate torque ripple reduction in the actual system. Learn- 
ing mechanisms are currently implemented via a variety of 
algorithms; predominant among them are neural network algo- 
rithms [ 12,141. Failure diagnosis and accommodation abilities 
are essential in control systems with a high degree of autonomy. 
Polycarpou and Vemuri develop a methodology to detect faults, 
learn the new system model, and reconfigure the control law, that 
involves neural networks. Changes in the system dynamics are 
monitored by an on-line approximation model and nonlinear 
estimation and stable learning algorithms are developed. Simu- 
lations of the Van der Pol oscillator illustrate the results. Lemmon 
et al. discuss algorithms that originated in the computational 
learning area. In particular, learning algorithms that infer 
Boolean functions from finite sized example sets are used to learn 
certain control concepts and provide control laws in a computa- 
tionally efficient way. Applications of the methodology to the 
stabilization of a communications satellite and the supervision of 
a discrete event system illustrate the approach. Narendra et al. 
present a control methodology for highly uncertain systems that 
involves switching to an appropriate controller followed by 
adaptation. An application to a robotic manipulator illustrates the 
approach. Michel et al. examine the effect of parameter pertur- 
bations, transmission delays, and interconnection constraints on 
the accuracy and qualitative properties of recurrent neural nets. 
Hopfield-like neural networks implemented as associative 
memories are used. Kim et al. present a methodology based on 
genetic algorithms to optimize the performance of fuzzy net 
controllers. It employs a genetic algorithm optimizer and high 
performance simulations to significantly reduce the design cycle 
time; two design examples illustrate the approach. In the final 
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For Further Reading 
The interested reader may wish to consult several read- 

ily available sources for more material on intelligent learn- 
ing control. A good starting point is the report: 

“Defining Intelligent Control,” Report of the Task Force on Intelligent 
Control, P.J. Antsaklis, Chair, IEEE Conr“ Systems Muguzine, pp. 
4-5 & 58-66, June 1994. 

Also consult the special issues of the IEEE Control 
Systems Magazine on intelligent control (in June issues of 
recent years) and on neural networks (in March 1990 and 
1992). 

The IEEE Transactions on Automatic Control, Neural 
Networks, Systems, Man and Cybernetics and the Intema- 
tional Journal of Control cany articles in adaptive and 
learning control. For applications see the IEEE Transac- 
tions on Control Technology, Automatica and IEEE Con- 
trol Systems Magazine. 

The following books contain chapters on learning con- 
trol: 

Intelligent Control: Theory and Practice, M.M. Gupta, N.K. Sinha, 
eds., lEEE Press, Piscataway, NJ, 1995. 

Handbook of Intelligent Control Neural, Fuzzy9 and Aahptive Ap- 
proaches, D.A. White and D.A. Sofge, eds., Van Nosamd, 1992. 

feature article, Shenoi et al. report on the design and implemen- 
tation of a practical learning fuzzy controller using inexpensive 
hardware. 
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