AN EIGENSTRUCTURE ASSIGNMENT APPROACH TO CONTROL RECONFIGURATION
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Abstract
An optimization approach to control reconfiguration, based on eigenstructure assignment, for control systems with output feedback is presented. The proposed scheme preserves the max(r,q) most dominant eigenvalues of the nominal closed-loop system and determines their associated closed-loop eigenvectors as close to the corresponding eigenvectors of the nominal closed-loop system as possible. Additionally, the stability of the remaining closed-loop eigenvalues is guaranteed by the satisfaction of an appropriate Lyapunov equation. The overall design is robust with respect to uncertainties in the state-space matrices of the reconfigured system. The approach is applied to an aircraft control example, where it is shown to recover the shape of the transient response.

1. Introduction
Eigenstructure assignment is a powerful technique that has developed considerably over the last fifteen years or so (see for instance [1], [3], [11], [12], [13], [14], [15], [17], [19], [20]). This technique is concerned with the placement of eigenvalues and their associated eigenvectors, via feedback control laws, to meet closed-loop design specifications. Specifically, the method allows the designer to directly satisfy damping, settling time and modal decoupling specifications by appropriately selecting the closed-loop eigenvalues and eigenvectors. The most popular approach to eigenstructure assignment has appeared in [1], where both cases of state and output feedback are studied and a design technique for eigenstructure assignment with output feedback is presented. Note that a list of papers dealing with eigenstructure assignment can be found in [19] and the review paper of [16].

The interest here is in control reconfiguration and the main objective is the design of a feedback law that preserves the eigenstructure characteristics describing the nominal closed-loop system. In other words, we assume changes in the operating conditions or system component failures occurring in the nominal system whose performance is determined by the nominal closed-loop eigenvalues/eigenvectors. The new control law needs to be designed such that as much of this nominal performance is recovered as possible; this can be done by recovering as much of the nominal eigenstructure information as possible. Similar to the approach presented in [6], [7], the overall design needs to be robust with respect to the matrices of the impaired state-space model. Note that the design scheme here is different from the design scheme of [6], [7], where no information regarding the eigenstructure of the nominal closed-loop system was taken into account.

2. Reconfiguration and eigenstructure assignment
2.1. Problem formulation
We consider the linear multivariable continuous system with the state-space description

\[ \dot{x}(t) = A x(t) + B u(t) \] \hspace{1cm} (1)
\[ y(t) = C x(t) \] \hspace{1cm} (2)

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^r \) the input vector, and \( y \in \mathbb{R}^q \) the output vector; \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times r} \), \( C \in \mathbb{R}^{q \times n} \) are the system matrices. The above system is assumed to be both controllable and observable, that is

\[ \text{rank} \begin{bmatrix} B & AB & A^2B \end{bmatrix} = n \] \hspace{1cm} (3)
\[ \text{rank} \begin{bmatrix} C^T & AT & A^2T \end{bmatrix} = n \] \hspace{1cm} (4)

We also assume that the input and output matrices are of full rank, that is \( \text{rank}(B) = r \) and \( \text{rank}(C) = q \). Also, as is usually the case in aircraft problems, it is assumed that \( r < q < n \). For this system, an output feedback control gain

\[ u(t) = K y(t) \] \hspace{1cm} (5)

would make the closed-loop system

\[ \dot{x}(t) = (A - BK) x(t) \] \hspace{1cm} (6)

stable. The task now is to design a feedback gain \( K \) that preserves the eigenstructure of the closed-loop system.
\[ u(t) = K y(t) = KC x(t) \] (5)

has been selected such that the closed-loop eigenvalues are located at \( \{ \lambda_i, i = 1, \ldots, n \} \) and the shape of the response is determined by the set of their associated eigenvectors \( \{ v_i, i = 1, \ldots, n \} \). Note that the eigenstructure specified above characterizes the behavior of the closed-loop system since the eigenvalues determine the stability of the system and the eigenvectors the contribution of each system mode to the system (state or output) response.

Suppose that a system component (e.g., actuator or sensor) failure occurs in the system or that the operating conditions change. The state-space model of (1), (2) can no longer model the dynamics of the system, which is now described by

\[
\begin{align*}
\dot{x}(t) &= A_f x(t) + B_f u(t) \\
y(t) &= C_f x(t)
\end{align*}
\] (6) (7)

where the state-space matrices of the impaired system are of the same dimensions with the matrices of the nominal state-space model, and the previous assumptions still hold. Our objective is to design fast a new stabilizing output feedback control law

\[ u(t) = K_f y(t) = K_f C_f x(t) \] (8)

such that the new closed-loop system \( A_f + B_f K_f C_f \) can capture as much of the eigenstructure information characterizing the nominal closed-loop system \( A + BKC \) as possible. Indeed, in other words, the new output feedback matrix has to be such that the shape of the response of the impaired system closely approximates the shape of the response of the nominal system.

Without loss of generality, we assume that the nominal closed-loop eigenvalues are arranged in decreasing order with respect to their real parts, that is \( \text{real}(\lambda_1) \geq \text{real}(\lambda_2) \geq \cdots \geq \text{real}(\lambda_n) \). As shown in [18], with output feedback we can only choose \( q \) closed-loop eigenvalues and partially assign the same number of closed-loop eigenvectors. Therefore, in order to maintain the performance of the nominal closed-loop system, we should determine the new control law (8) such that the set of the impaired closed-loop eigenvalues includes the \( q \) most dominant eigenvalues of the nominal closed-loop system, \( \{ \lambda_i, i = 1, \ldots, q \} \). On the other hand, the eigenvectors of the impaired system that correspond to the above identical eigenvalues have to be as close to the corresponding eigenvectors of the nominal system, \( \{ v_i, i = 1, \ldots, q \} \) as possible. Therefore, if we denote by \( \{ \lambda'_i, v'_i, i = 1, \ldots, n \} \) the closed-loop eigenvalues/eigenvectors for the impaired system, the above objectives are translated into

\[ \lambda'_i = \lambda(A_f + B_f K_f C_f) = \lambda_i = \lambda(A + BKC), \quad i = 1, \ldots, q \] (9)

\[ \min \left[ \sum_{i=1}^{q} ||v'_i - v_i||^2 \right] \] (10)

For reasons explained in [1], [8], [9], we consider the state transformation matrix \( T_f = (B_f \quad S_f) \), where \( S_f \) is selected such that \( \text{rank}(T_f) = n \). In the new state-coordinates specified by \( T_f \) above, the impaired system is described by the matrices \( (\bar{A}_f, \bar{B}_f, \bar{C}_f) \), with

\[ \bar{B}_f = T_f^{-1}B = \begin{pmatrix} I_r \\ O_{n-r} \end{pmatrix} \] (11)

where \( O_{n-r} \) is defined as an \( [(n-r) \times r] \) zero matrix. Note the special structure of the input matrix \( \bar{B}_f \). The desired closed-loop eigenvectors, \( \{ v'_i, i = 1, \ldots, q \} \) together with the actual closed-loop eigenvectors of the impaired system, \( \{ v_i, i = 1, \ldots, q \} \) need also to be transformed to the new state-coordinates. Define

\[ \bar{v}_i = T_f^{-1}v_i \] (12)

\[ v'_i = T_f^{-1}v'_i \] (13)

as the desired and actual closed-loop eigenvectors for the transformed impaired system respectively. From now on, we continue our discussion considering the impaired system in the new state-coordinates specified above. Therefore, the objective of (10) for the transformed impaired system is given by

\[ \min \left[ \sum_{i=1}^{q} ||v'_i - \bar{v}_i||^2 \right] \] (14)

As discussed in [1], [8], [9], all achievable eigenvectors \( \bar{v}_i \) that correspond to the closed-loop eigenvalue \( \lambda'_i \) must lie in the subspace spanned by the columns of \( (\lambda'_i I_n - \bar{A}_f)^{-1} \bar{B}_f \). Define

\[ \Pi_i = (\lambda'_i I_n - \bar{A}_f)^{-1} \bar{B}_f \] (15)

All achievable closed-loop eigenvectors of the impaired system that correspond to the eigenvalue \( \lambda'_i \) should be of the form

\[ v'_i = \Pi_i \mu_i \] (16)
where \( \mu_i \) is an \( (r \times 1) \) vector. Note that \( \mu_i \) is a real vector if \( \lambda_i^* \) is a real eigenvalue or a complex vector if \( \lambda_i^* \) is a complex eigenvalue. In view of (16), the objective of (14) is rewritten as

\[
\min \left[ \sum_{i=1}^{q} \| \tilde{\Pi}_i \mu_i - \tilde{e}_i \|^2 \right]
\]

and the minimizing quantity is defined as

\[
J_i' = \text{Tr} \left[ \sum_{i=1}^{q} (\tilde{\Pi}_i \mu_i - \tilde{e}_i)^H (\tilde{\Pi}_i \mu_i - \tilde{e}_i) \right]
\]

where \( \mu^H \) denotes the complex conjugate transpose of a vector \( \mu \). Each pair of closed-loop eigenvalues/eigenvectors should satisfy, (18, [9])

\[
(\tilde{A}_i' + K_f \tilde{C}_f - \lambda_i'I_{n,m}) \tilde{\Pi}_i \mu_i = 0
\]

where \( \tilde{A}_i' \) contains the first \( r \) rows of \( \tilde{A}_f \) and

\[
I_{n,m} = \begin{pmatrix} I_r & 0_{n \times (n-r)} \end{pmatrix}
\]

We see that the vectors \( \{ \mu_i, i = 1, \ldots, q \} \) that minimize (18) also need to satisfy the eigenstructure condition of (19). Therefore, we need to include this condition for the \( q \) eigenvectors of interest in the minimizing quantity, which becomes

\[
J_i = \text{Tr} \left[ \sum_{i=1}^{q} (\tilde{\Pi}_i \mu_i - \tilde{e}_i)^H (\tilde{\Pi}_i \mu_i - \tilde{e}_i) \right] + \sum_{i=1}^{q} M_i \left[ (\tilde{A}_i' + K_f \tilde{C}_f - \lambda_i'I_{n,m}) \tilde{\Pi}_i \mu_i \right]
\]

where \( \{ M_i, i = 1, \ldots, q \} \) are \( (1 \times r) \) Lagrange multiplier vectors, which are real if they correspond to a real eigenvalue or complex if they correspond to a complex eigenvalue. So far, we have concentrated on the \( q \) closed-loop eigenvalues that we wish to preserve with the procedure outlined above. Although we have no control upon the remaining \( (n-q) \) eigenvalues of the closed-loop system, we need to ascertain that they remain stable. Therefore, the output feedback gain needs to be such that the closed-loop system \( \tilde{A}_f + \tilde{B}_f K_f \tilde{C}_f \) is stable. In other words, it suffices to satisfy the Lyapunov equation

\[
(\tilde{A}_f)^T P + P \tilde{A}_f + Q = 0
\]

where

\[
\tilde{A}_f = \tilde{A}_f + \tilde{B}_f K_f \tilde{C}_f
\]

As discussed in [6, 7], we also need to safeguard against possible uncertainties in the state-space matrices of the impaired system. It can be shown, [6, 7], that this can be done by including the term \( \text{Tr}(P^2) \) in the minimizing quantity. Therefore, the overall minimizing quantity is finally given by

\[
J = \text{Tr} \left[ \sum_{i=1}^{q} (\tilde{\Pi}_i \mu_i - \tilde{e}_i)^H (\tilde{\Pi}_i \mu_i - \tilde{e}_i) \right] + L_1 \left[ \tilde{A}_f^T P + P \tilde{A}_f + Q \right] + \sum_{i=1}^{q} M_i \left[ (\tilde{A}_i' + K_f \tilde{C}_f - \lambda_i'I_{n,m}) \tilde{\Pi}_i \mu_i \right] + P^2
\]

where \( L_1 \in \mathbb{R}^{n \times n} \) is another Lagrange multiplier matrix. To summarize the approach outlined above, we should state that with the minimization of the quantity in (24) above we seek an output feedback matrix \( K_f \) such that

- The \( q \) most dominant eigenvalues of the nominal closed-loop system belong to the set of the eigenvalues of the impaired closed-loop system \( \tilde{A}_f + \tilde{B}_f K_f \tilde{C}_f \).
- The eigenvectors of the impaired system that correspond to the above set of closed-loop eigenvalues are as close to the corresponding eigenvalues of the nominal system as possible.
- The remaining \( (n-q) \) closed-loop eigenvalues are stable.
- Possible uncertainties in the state-space matrices of the impaired system are taken care of by maximizing the stability margin allowed to the closed-loop system.

### 2.2. Algorithmic approach

Without loss of generality, we assume that the set of desired eigenvalues, that is the set of \( q \) most dominant eigenvalues of the nominal closed-loop system consists of a complex conjugate pair, that is \( \lambda_i^* = (\lambda_i)^* \in C \), and \( (q-2) \) real eigenvalues, that is \( \lambda_i \in C, i = 3, \ldots, q \). Then, \( \tilde{e}_i' = (\lambda_i)^* \). The generalization to the case of more complex conjugate pairs of eigenvalues is straightforward.

We need to compute the partial derivatives of the minimizing quantity of (24) with respect to all the matrix parameters entailed. These parameters are the Lagrange multiplier vectors \( \{ M_i, i = 1, \ldots, q \} \), the Lagrange multiplier matrix \( L_1 \), the positive definite matrix \( P \), the output
feedback matrix $K_f$, and the vectors $\{\mu_i, i = 1, ..., q\}$ that specify the closed-loop eigenvectors. Using the properties of [2] we have

$$
\frac{\partial J}{\partial M_i} = \left[ (\bar{A}_i^T + K_f \bar{C}_f - \lambda_i^T \bar{F}_i \bar{v}_i) \bar{P}_{i} \mu_i \right]^T, \quad i = 1, ..., q
$$

(25)

$$
\frac{\partial J}{\partial \bar{L}_f} = \bar{A}_f^T P + P \bar{A}_f + Q
$$

(26)

$$
\frac{\partial J}{\partial \bar{P}} = \bar{A}_f \bar{L}_f^T + \bar{L}_f^T \bar{A}_f^T + 2 \bar{P}
$$

(27)

$$
\frac{\partial J}{\partial \bar{K}_f} = \bar{B}_f^T \bar{P} \bar{L}_f \bar{C}_f^T + \bar{B}_f^T \bar{P} \bar{L}_f \bar{C}_f^T T + \sum_{i=1}^{q} \mu_i \bar{P}_i \bar{C}_f^T T
$$

(28)

$$
\frac{\partial J}{\partial \mu_{2}} = 2 \hat{P}_2 \mu_2 - 2 \hat{P}_2 \bar{v}_2
$$

(29)

$$
\frac{\partial J}{\partial \mu_{i}} = 2 \hat{P}_i \mu_i - 2 \hat{P}_i \bar{v}_i
$$

(30)

$$
\frac{\partial J}{\partial \mu_{i}} = ( \frac{\partial J}{\partial \mu_{i}} )^T
$$

(31)

where $\alpha(t)$ and $\beta(t)$ are the forward and vertical speeds, $\psi(t)$ is the pitch rate and $\theta(t)$ is the pitch angle. The control inputs $\eta(t)$ and $\tau(t)$ are the elevator angle and throttle position respectively. When we consider the static output feedback law of (5), the controller that assigns the closed-loop eigenvalues at $\{-0.5973, -1.5 \pm j2, -2\}$ and their corresponding eigenvectors at

$$
\begin{pmatrix}
A \\
B
\end{pmatrix} =
\begin{pmatrix}
-0.0582 & 0.0651 & 0 & -0.171 \\
-0.303 & -0.685 & 1.109 & 0 \\
-0.0715 & -0.658 & -0.947 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
$$

(32)

$$
C =
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
$$

(33)

$$
x(t) = (\alpha(t) \quad \beta(t) \quad \psi(t) \quad \theta(t))^T
$$

(34)

$$
u(t) = (\eta(t) \quad \tau(t))^T
$$

(35)

The derivation of (29) and the equivalence of (30) are shown in [8, [9]. To minimize (24) we use a version of the BFGS (Broyden-Fletcher-Goldfarb-Shanno) optimisation method of conjugate directions. Note that there are significant changes compared to similar algorithms used in [5], [6], [7], [10]. This is due to the structure of the present problem, since now we update the vectors $\{\mu_i, i = 1, ..., q\}$ instead of the output feedback matrix. On the other hand, the existence of complex eigenvalues/eigenvectors imposes certain modifications to the algorithmic scheme. The proposed algorithm is presented in [8, [9]. Note that the optimal $K_f$ determined by the above approach is the optimal gain for the impaired system in the original state-coordinates as well, whereas the optimal vectors $\{\bar{v}_i, i = 1, ..., q\}$ need to be transformed back to the original state-coordinates using (13). In [8, [9], the cases of $q < r$, state-feedback, and dynamic compensation are also studied.

3. An illustrative example

Consider the aircraft longitudinal control system of [4], whose linearized dynamic model is given by

$$
A_f = \begin{pmatrix}
-0.0582 & 0.10 & 0 & -0.171 \\
-0.103 & -0.685 & 1.109 & 0 \\
-0.0715 & -0.658 & 1.98 & 0 \\
0 & 0 & 1.5 & 0
\end{pmatrix}
$$

(38)

$$
B_f = \begin{pmatrix}
0 & 0 & 0 & 0 \\
-0.09 & 0.0 & -1.11 & 0.0 \\
0 & 0 & 0 & 0.7
\end{pmatrix}, \quad C_f = \begin{pmatrix}
0.9 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

(39)

The algorithmic approach discussed above is used to find the optimal output feedback matrix $K_f$, that is the controller gain that minimizes $J$ of (24), for the impaired system. Our objective is to preserve the first 3 most dominant eigenvalues of the nominal closed-loop system, that

$$
V = \begin{pmatrix}
v_1 \\
v_2
\end{pmatrix} = \begin{pmatrix}
u_1 \\
u_2
\end{pmatrix}
$$

(40)

is given in [4] by

$$
K = \begin{pmatrix}
-0.00031 & 4.77004 & 1.70457 \\
-0.00505 & -1.13002 & 0.02004
\end{pmatrix}
$$

(37)

Next, we suppose that the system dynamics change due to operating condition variations. The state-space matrices of the impaired model are given below,

$$
K_f = \begin{pmatrix}
-0.0582 & 0.10 & 0 & -0.171 \\
-0.103 & -0.685 & 1.109 & 0 \\
-0.0715 & -0.658 & 1.98 & 0 \\
0 & 0 & 1.5 & 0
\end{pmatrix}
$$

(38)

$$
B_f = \begin{pmatrix}
0 & 0 & 0 & 0 \\
-0.09 & 0.0 & -1.11 & 0.0 \\
0 & 0 & 0 & 0.7
\end{pmatrix}, \quad C_f = \begin{pmatrix}
0.9 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

(39)

The algorithmic approach discussed above is used to find the optimal output feedback matrix $K_f$, that is the controller gain that minimizes $J$ of (24), for the impaired system. Our objective is to preserve the first 3 most dominant eigenvalues of the nominal closed-loop system, that
is \{ -0.5973, -1.5 \pm j2 \}, and achieve closed-loop eigenvectors as close to their corresponding eigenvectors of (36) as possible. First we need to transform the impaired system \( (A_f, B_f, C_f) \) to new state-coordinates. Select

\[
T = \begin{pmatrix}
0 & 0.9 & 0 & 0 \\
-0.09 & 0 & 1 & 0 \\
-1.11 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]  

(40)

The best results with regard to closeness of the closed-loop eigenvectors of the impaired system to the desired eigenvectors specified in (36) are obtained when we assign a weight factor of 0.1 to the term \( \left\{ (P_r^1 \mu_1 - \hat{v}_1)^T (P_r^1 \mu_1 - \hat{v}_1) \right\} \) of the minimizing quantity of (24). This is the term that corresponds to the real eigenvalue -0.5973. By assigning this weight, we are able to emphasize the task of achieving optimal eigenvectors for the complex conjugate pair of eigenvalues, \( (-1.5 \pm j2) \). Note that this task is the most difficult to achieve due to the complex nature of the corresponding eigenvectors. The introduction of this weight factor only affects (31), whose first 2 terms need to be multiplied by this weight factor.

The algorithm yields

\[
| ||v'_1 - \hat{v}_1||^2 = 0.0242 \\
| ||v'_2 - \hat{v}_2||^2 = ||v'_2 - \hat{v}_2||^2 = 0.0290 \\
Tr(P^2) = 0.0788
\]  

(41) \hspace{1cm} (42) \hspace{1cm} (43)

The output feedback gain that achieves these results is

\[
K_f = \begin{pmatrix}
-4.4277 & 5.95419 & 5.50006 \\
-1.5014 & -0.7181 & 0.49365
\end{pmatrix}
\]  

(44)

With the above controller, the fourth closed-loop eigenvalue is placed at -4.7388. Note that the above results concern the impaired system in the new state-coordinates specified by (40). However, the controller remains the same in the original state-coordinates, as discussed before. The obtained eigenvectors transformed back to the original coordinates of the impaired system are given by

\[
V_f = (v'_1, v'_2) = (v'_2)^* = \begin{pmatrix}
-0.0674 + 0.1424j & 0.0945 \\
0.0660 & 0.1834 - 0.01722 \\
-0.0433 & 0.3519 + 0.5067 \\
0.1436 & 0.1453 - 0.3729
\end{pmatrix}
\]  

(45)

where obviously the first column is the eigenvector that corresponds to the real eigenvalue -0.5973, and the sec-

**Figure 1:** Nominal system. Closed-loop state response.

**Figure 2:** Impaired system. Closed-loop state response.
and column of the eigenvector that corresponds to the complex conjugate pair of eigenvalues \((-1.5 \pm j2)\). As we see, the above eigenvectors are indeed very close to the desired eigenvectors of (36), as suggested by (41)-(42) above. This can also be shown by computing:

\[
\begin{align*}
||v_1^\prime - v_1||^2 &= 0.0231 & (46) \\
||v_2^\prime - v_2||^2 &= ||v_3^\prime - v_3||^2 = 0.0210 & (47)
\end{align*}
\]

In Figures 1 to 2, we compare the state response of the nominal system (32)-(35) with the output feedback matrix \(K\) of (37) and the state response of the impaired system of (38)-(39) with the output feedback matrix \(K_f\) of (44). The initial condition vector is chosen as \(v_0 = (0.75, 0.5, 0.3, 1)^T\). As we see, the algorithm is capable of recovering the performance of the nominal system. This should be expected, since the eigenvectors of the impaired closed-loop system are assigned very close to the eigenvectors of the nominal closed-loop system, as shown in (46)-(47) above.

4. Conclusions

An eigensstructure assignment approach to control reconfiguration for systems with output feedback has been presented. The emphasis has been on the recovery of the nominal closed-loop performance, which is determined by the closed-loop eigenvalues and eigenvectors. The overall design is robust with respect to uncertainties in the state-space matrices of the impaired/reconfigured system. The approach has been applied to an aircraft control example.
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