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Abstract—This document describes an application of the supervisory control (SC) methods to
the synthesis of concurrent programs and presents current work on this topic of research. In
particular, special attention is given to the development of software that applies SC to program
synthesis. This work is motivated by the difficulties encountered in writing correct programs in
the context of concurrency. Writing correct programs is essential for the development of software
applications as well as for all other engineering applications in which formal languages are used
for system design. In the context of concurrency, SC can be help by addressing issues such as
mutual exclusion, liveness, and fairness. In the approach proposed here, SC is applied to Petri
net (PN) models of concurrent processes. Then, the resulting control logic is converted to code.
PNs are formal models developed in Computer Science for the modeling of concurrent systems.
In Control Systems, PNs have been used in the context of the SC of discrete event systems
and powerful theoretical results have been developed. However, these results have not yet been
applied to Computer Science problems for which PNs were created. The main objective of this
research work is to apply SC tools to the automatic synthesis of programming code based on a
high-level program specification. The goal is to reduce the programming effort by having more
of the higher level requirements implemented automatically. On one hand, the automatically
generated code is correct by construction and on the other hand, the programmer has only to
manage simpler high-level specifications.



1 Overview

Programming is essential in the design of contemporary engineering system. However, the devel-
opment of correct programs is known to be difficult and expensive, especially in the context of
concurrency. Thus, tools that can automate the programming process to a higher degree are of in-
terest, in order to reduce the programming effort and increase the number of features of the product
that are correct by construction. This document introduces a project dealing with the application
of supervisory control methods to the synthesis of programs that are correct by construction.

The supervisory control (SC) theory has been developed in the context of control systems, for
discrete event systems (DESs). Given a DES model, called the plant, and a specification, SC
methods are applied to design a supervisor that restricts the operation of the plant so that the
specification is enforced. The supervisor ensures that the operation of the plant satisfies at all times
the specification, subject to the constraints imposed by the plant. Typically, these constraints refer
to the events that can be controlled or observed by the supervisor.

Petri nets (PNs) represent a class of DES models, that along with automata have been used in the
context of the SC. PNs are used here as the DES models of the specifications and of the plant.
PNs are a natural choice for the modeling of concurrency and there are numerous results on the
SC of PNs. Moreover, it is also possible to benefit from the SC results obtained for automata, as
automata are a special case of PNs.

The approach of this project is to apply the SC in order to generate automatically segments of
programming code. The approach is illustrated in Figure 1. First, the plant and specification of
the SC are extracted from a higher level specification, written in a high level specification language
(HLL). Next, the SC is applied to generate the supervisor. Finally, the plant and the supervisor are
translated to programming code. All these steps are carried out transparently and automatically,
based on the higher level specification. The benefit of this approach is that the programmer would
focus on concise high level descriptions, instead of the details of the more complex lower level
implementation. Of course, not every type of specifications can be handled by a SC approach.
However, the problem of automating to a higher degree program synthesis raises issues intrinsically
related to SC, since various high level requirements, such as fairness, absence of deadlocks, and
mutual exclusion, can be seen as SC specifications.

Concerning the application of SC methods, we note that many of the problems that SC addresses are
of considerable difficulty. Moreover, sometimes there are no known algorithms that are satisfactory
in every respect. For instance, by searching all states reached by a PN it is possible to design
supervisors that are optimal with respect to various criteria. However, optimality comes to the
expense of high computational complexity, due to the fact that the number of reachable states
could be extremely large, if finite. Thus, it may be of interest to use instead methods that do
not search the reachable states but analyze the structure of PNs. However, such methods may be
suboptimal. Moreover, they may only be applicable to certain special classes of PNs. Thus, one of
the long term objectives of this project is to implement various SC methods and determine criteria
to select between methods depending on context. In spite of such difficulties, in view of the relation
of SC type problems to program synthesis, this work appears to be necessary in order to achieve a
high degree of automation in the development of software.

The paper is organized as follows. Related literature results are discussed in section 2. The PN
representation of programs is described in section 3. Issues related to the design of the high level
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Figure 1: A DES plant and an SC specification are extracted from the user specification. The
SC specification describes the objective of the supervision. After the SC tools are applied, the
resulting closed-loop DES can be transformed into programming code. While focusing here on
program synthesis, the same approach could also be used in other contexts, such as to generate
code for hardware implementation or ladder logic for manufacturing applications.

specification language are addressed in section 4. An example is given in section 5. Supervisory
control methods are discussed in section 6. Finally, an approach to code generation is described in
section 7. Additional information on this project can be found in [1]. The reader is referred to the
appendix for an introduction to PNs.

2 Literature Review

Due to the popularity of multicore microprocessors, concurrent programming is a topic of growing
importance. There are tools that can be used to accelerate code execution on multicore processors,
such as [44]. Nonetheless, the development of concurrent programs is still considered to be difficult.
The application of the SC, as proposed here, could help by automating certain aspects of the
development of concurrent programs, especially the aspects related to the coordination of concurrent
tasks. Note that the development of concurrent specifications remains necessary even when there
are good tools for the efficient execution of sequential code on multiprocessor systems. To illustrate
this necessity, consider the example of the dining philosophers’. A possible sequential solution
would be to implement a token ring protocol in which the philosopher that has the token may eat.
A tool converting sequential code to parallel code could make very efficient implementations of the
processes associated with a philosopher taking the forks or eating or thinking. However, it will
not change the protocol: the generated program would still allow only one philosopher to eat at a
time. In contrast, if a parallel specification is developed, two philosophers may be allowed to eat
at the same time. Further, tools converting sequential code to parallel code would remain very
useful, as they could improve the execution time of the sequential segments of code (such as those
dealing with picking up the forks, eating, and thinking). Note that the our project deals with the
development of concurrent specifications and not with the conversion of sequential code to parallel
code.

In this classic synchronization problem five philosophers sit around a circular table. A philosopher can either
eat, think, or be hungry. There is a fork between each two adjacent philosophers. In order to eat, each philosopher
needs the two forks at his left and right. He may take a fork only if it is not already taken by a neighbor. When
hungry, a philosopher may begin to eat only when he has both forks. When he is done eating, he puts down the forks
to his right and left. The problem is to find a strategy allowing the philosophers to think and eat without reaching
deadlock or starvation.
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In the literature, closely related to the SC theory is the approach for program synthesis for reactive
systems, as in [69, 90] and the references therein. The problem is to synthesize a program based on
a specification described in temporal logic. The specification must be satisfied for all possible inputs
of the environment. In terms of the SC terminology, a program would correspond to a supervisor.
For the most part, this work on program synthesis has not yet been reduced to practice [68]. In
this project we use PNs instead of temporal logic for the SC specifications. However, in the longer
term, other types of methods could also be incorporated, as appropriate, to increase the area of
applicability of this project.

A significant amount of work has been done on the modeling and analysis of concurrent programs
using PNs, such as in [14] and references therein. A software tool PEP has been created for the
development, verification, and simulation of parallel programs [2, 45, 99]. The structure of the
PEP tool has been described at three levels: the development level, the net level, and the analysis
level. At the development level user input is accepted in the form of programs written in one of
the languages B(PN)? [16] and SDL [39] or as a parallel finite automata [46]. At the net level,
specifications are represented as high level nets, Petri box calculus expressions [14], and low-level
PNs. M-nets [15, 17] represent the high level nets and safe? PNs the low-level PNs. At the
analysis level, model checking and other verification methods can be applied to the low-level PNs.
Comparing our approach with the approach of the PEP tool, note that the input is described by
a specification language in our work and by a low-level language in PEP. Our approach could be
used to assist the programmer in writing a low-level specification, while the PEP tool can be used
to verify a low-level specification.

The scheduling problem, dealing with the execution order of tasks based on a concurrent specifica-
tion, has been approached based on PN models in [33, 32, 55, 73, 77, 78, 95, 96, 103, 114]. Typically
the results are on the sequential execution of concurrent programs, as it is the case in platforms
with a single execution resource. However, the parallel execution has also been considered [33, 73].
There are also results for real-time specifications, based on an approach for hybrid controller syn-
thesis [7] and heuristics [55]. Typically reachability analysis is used for synthesis, though there
are also structural results, such as in [78]. Note that a schedule can be seen as the supervisory
policy enforced by a DES supervisor, such as in [100]. Thus, these results could be applied in the
SC framework of our project. However, note that in our project SC is to be used to assist the
programmer in writing concurrent programs, not just in solving the scheduling problem based on a
given concurrent program. Further, the intent is to focus on structural SC methods, in an attempt
to avoid the state explosion problem of reachability based methods.

There is also work on the tasking analysis of programs written in the Ada language. Verification
based on PN modeling appears in [13, 20, 82]. There are both structural methods [13] as well as
reachability based approaches [82, 83, 108]. Methods that could be used to model concurrent pro-
grams with PNs appear in [97, 109]. Note that our project is on correct-by-construction synthesis,
not on verification.

Related is also the work on hardware/software codesign of [9, 10]. There, the specification is
written in a language such as Esterel [49], from which a network of codesign finite state machines
(CFSMs) [29] is extracted. It is interesting to notice that networks of CESMs could be modeled by
safe PNs. Compared to our project, while individual processes will be modeled by state machines,
the parallel composition of the process models will be a PN not necessarily safe. Moreover, we intend

2A safe PN is a PN in which all markings are less or equal to one.
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to use specifications at a higher level. In our project, the specification language is to allow some
declarative language features, since part of the lower level code is to be generated automatically.

Recently, research work has been done on detecting and correcting deadlock situations in software
based on PN models and methods for liveness enforcement in PNs [110]. The approach can be
described as follows. Given a program, a PN model is extracted. Then, a liveness enforcing
supervisor is generated. Finally, the liveness enforcement supervisor is implemented by additional
lines of code in the original program. This approach has been implemented in the software tool
GADARA. Just as in our approach, SC methods for liveness enforcement are applied. However, in
our project we deal with program synthesis instead of programs that are already written. Thus, in
our project SC is applied not only for liveness enforcement but also to automate code generation
for other requirements that can be expressed in terms of SC specifications.

While program synthesis is in general a difficult topic, real-time constraints present an additional
challenge for embedded applications. The time issue is perceived as a potential obstacle in the
development of the next generation of networked embedded systems [72]. The SC framework
of our work appears to be suitable for programming with real-time constraints. However, we
currently focus on untimed specifications and postpone real-time specifications for future work. In
the literature, timed PNs have been used for verification [7, 21, 41] and also for SC [27, 42, 94, 93].

Numerous SC methods have been proposed for the supervision of PNs. Survey papers have been
published [52, 61]. The SC methods differ in the assumptions they make, the type of specifications
they consider, and the complexity of the computations. Thus, the context determines which are
the most appropriate methods. Therefore, in order to better exploit the power of the SC results,
the SC step in our approach (Figure 1) will not be limited to only one SC approach. While our
current focus is on the SC approaches of [62], incorporating also other SC methods is of interest
for the future.

To some extent, the application of SC methods to software engineering has been considered for
some time [74, 75]. Some of the methods proposed in CS, such as predicate control for distributed
computations [106] and the aforementioned scheduling approaches, can be seen as SC methods [64].
Moreover, some of the approaches used to generate control software are related to the SC. Thus,
an approach for the generation of control software based on condition system models appears
in [8, 51, 98]. Given a condition system model and a specification language describing a sequence
of states that the system should follow, control software is automatically generated [4]. Specific
SC problems in this context are addressed in [48]. Control software can also be generated using
the tool Supremica [65, 5] based on finite automata specifications and methods. Note that in our
project, by using PN models, it is possible to take advantage of both PN methods and automata
methods, as automata represent the reachability space of PNs. Further, compared to [8, 51, 98],
we intend to use more general specifications.

Among the software tools developed for SC, the following could be mentioned. Of special interest
for this project is the SC toolbox [57] developed in Matlab, containing SC methods for PNs. This
toolbox has been converted to C and has been included in the software developed for this project.
There is also other work on software tools for the SC of PNs [3, 40]. Further, the condition system
tool of [51, 4] can also be seen as a PN software tool, due to the relation of condition systems to
P/T nets. Some of the SC tools relying on automata models are TCT [111], UMDES [70], and
Supremica [5]. Controller synthesis based on temporal logic specifications can also be done [47].
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3 Petri Net Representation of Programs

Since this project involves SC methods for PNs, of special interest here is the precise way in which
programs are represented using PNs. Subsection 3.1 describes several ways in which PNs could
represent programs. A comparison of PNs and automata is included in subsection 3.2. Then the
specific way in which programs are represented in our project is described in section 3.3.

3.1 Possible Approaches to PN Modeling

There are several ways in which PN models could be obtained.
1. Extract a PN model of a low-level program.

(a) Extract a complete PN model of a program.

(b) Extract only the structure of the program as a PN structure.
2. Start with a PN model.

(a) Start with a PN structure in which program segments are associated with each place.

(b) Develop a specification language compatible with a PN structure.

The approach 2(b) is the one we intend to follow. The approach 2(a) is also of interest, as will
be seen later. Next, we discuss in more detail these four approaches and their relationship to this
project.

Concerning the approach 1(a), note that finite PNs cannot completely model arbitrary programs,
as they do not have the power of a Turing machine. Programs with a bounded number of states,
as well as some programs with an unbounded number of states, can be modeled by finite PNs.
For certain programming languages, an approach allowing to convert programs to safe PNs is
available [14] and implemented in the PEP tool [2]. The PN is finite if the variables are defined
on a finite domain [16]. The approach 1(a) should not be confused with the approach 2(b), which
deals with a high level specification language (HLL), not with a low-level programming language.
Recalling the distinction between the two, an HLL describes objectives (the what), while a low-level
language describes objective implementations (the how to).

Less complex PN models are obtained if only the structure of the program is extracted. This is the
approach 1(b). In this approach, we deal with a high-level PN (HPN) in which the places and/or
transitions are labeled by the operations they represent. Both sequential and concurrent execution
of programs could be represented, where the latter may be obtained from the precedence graph.
(Precedence graphs are discussed, for instance, in [89].) This modeling approach has been used to
represent concurrent C programs in [77] and the tasking behavior of Ada programs in [13, 82, 97].
An example of an HPN is shown in Figure 2.

Still another possibility is to write from the beginning the program in an HPN format in which the
places are associated with program segments. This is the approach 2(a). For state machines, this
idea has been implemented to some extent in tools such as Stateflow of Matlab and in specification
languages such as SDL and UML. This idea is attractive because some problems are easily solved
by first defining states and transitions between states. For instance, such problems may arise in
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ifi>=n else
calg() O P
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if ...then ... else...
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p, O call p(); i++

Figure 2: Example of an HPN.

the context of communication protocols. Note that not only state machines but also PNs are of
interest in communication protocol problems [34, 105, 87, 18].

This project uses the approach 2(b). Based on a specification written in an HLL, a PN model
and SC specification are extracted (Figure 1). As mentioned in section 4, the HLL may contain
segments of lower-level code. Such segments of code will be associated with places of the extracted
PN. In this sense, the PN model can be seen as one of the HPNs of the approach 2(a). A detailed
description of the PN representation used in this project is given in section 3.3.

3.2 Other DES Models

This project involves using PN models for the SC. Most literature on the SC uses automata for
the DES models. The choice of PNs for this project has several advantages. First, PNs are natural
models of concurrent processes. Further, by using PNs, it is possible to take advantage not only
of efficient automata methods but also of PN methods. A PN model can be converted to an
equivalent automaton by means of the reachability graph. Conversely, automata can be seen as a
particular type of safe PNs. However, PNs typically are considerably more compact representations
of systems than automata. Indeed, for some PNs the equivalent automata are not even finite. Thus,
in principle, it may be possible to have an exponential complexity PN method that is faster than
a polynomial complexity method on the equivalent automaton. It should also be mentioned that
typically PN models are easier to obtain than automata models, as the composition of automata
components could be seen as the generation of the reachability graph of a PN.
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Safe PNs are PNs for which the the marking vector is a binary vector (has only 0 and 1 elements).
Any automata or collection of automata can be seen as a safe PN. Rather than using safe PNs, the
more general P/T nets are used in this project. In this way the marking of the PN could be used
to model nonnegative integer variables, where the variables do not have to be bounded. In safe
PNs the modeling of bounded variables is more complex and the modeling of unbounded variables
is not possible. For instance, a variable that equals the difference between the number of parts
entering a manufacturing system and the number of parts successfully processed is unbounded.
Such a variable cannot be modeled in a safe PN or a finite automaton, though it can be easily
represented by the marking of a place of a PN.

3.3 Internal Representation of Programs

This subsection describes the precise way in which PNs are used to represent programs in this
project. In this project, a program consists of a number of processes running concurrently. The
structure of each process is represented by a PN. The places of the PN correspond to operations
performed by the process. The transitions may be labeled by conditions, indicating which transition
should be taken when there is a choice. Each PN token corresponds to a process and indicates
the current state of the process. As a token moves from one place to another, the execution of
the process progresses from one set of operations to another. Thus, the various places of the PN
correspond to different stages in the execution of the process. Throughout this paper an HPN
(high level PN) will denote a PN in which places are labeled with instructions and transitions with
conditions. An illustration of an HPN is shown in Figure 2.

In general, PN transitions may have multiple input places and multiple output places. The effect
of firing such transitions is made precise by describing the PN structure by means of tuples of the
form (p1,t,p2), (p,t), and (t,p), where py, p2, and p stand for places and ¢ for a transition.

e A (p1,t,p2) tuple indicates that the PN has one arc from p; to ¢ and of one arc from ¢ to ps.
Further, when the transition ¢ is fired, a process in the stage p; continues with the stage ps.

e A (p,t) pair indicates that the PN has one arc from p to t. Further, when the transition ¢ is
fired, a process in the stage p terminates.

e A (t,p) pair indicates that the PN has one arc from ¢ to p. Further, when the transition ¢ is
fired, a new process is created and the process begins in the stage p.

The description above can be applied to PNs with arbitrary weights, since repeated arcs could be
used to indicate weights greater than one. For instance, if a transition ¢ involves the tuples (py,t),
(p1,t,p2), (p1,t,p2), then the arc (p1,t) has the weight 3 and the arc (¢, p2) has the weight 2.

Note that when a place p has multiple output transitions, if the transitions are labeled with con-
ditions, a process in the stage p will select the next transition to be fired based on the conditions
labeling the transitions. On the contrary, if the transitions do not have conditions and there is no
code associated with p to select the next transition, the place p is said to be nondeterministic. For
a nondeterministic place the choice of the next transition is made by the supervisor.

Transitions with a single input place are fired immediately, unless controlled by a supervisor process.
However, transitions controlled by a supervisor or involving more than one input place cannot be
fired immediately. Rather, a process sends a request to fire such a transition and then waits for
permission. After permission is granted, the process goes on with the next stage.
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Figure 3: PNs that represent programs are a composition of state machine components. Note that
the transitions with the same label are composed.

Note that a PN may have more than one token. Each token of the PN corresponds to a different
instance of the program associated with the PN. Note also that multiple tokens in the same place
are allowed. This situation corresponds to multiple processes in the same execution stage.

By examining the way PNs are used to represent programs, it becomes clear that the possible stages
and transitions of any process form a state machine. That is, for any given initial position of a token
in the PN, a state machine will describe the possible stages and transitions of the process associated
with the token. Moreover, the PN can be seen as a parallel composition of state machines. For a
formal definition of parallel composition the reader is referred to the appendix A, at page 29. An
example of composition of state machine components into a PN is shown in Figure 3.

Without loss of generality, it will be assumed that the PNs describing the processes have a state
machine structure. Unlike to the typical definition of state machines, note that here arbitrary
markings and arbitrary arc weights are allowed. Moreover, note that the parallel composition of
state machines can result in an arbitrary PN, which is not necessarily a state machine.

4 The Specification Language

As previously mentioned, in our approach (Figure 1) the specification is given in a high level
specification language (HLL). This section describes objectives, constraints, and work related to
the design of an HLL.

First, note that the result of software synthesis consists of a number of application processes and
a coordinator process (Figure 4). In Figure 4, the coordinator process represents the supervisor
generated by means of SC. Further, the M processes correspond to process definitions given in the
specification. The supervisor (coordinator) exchanges messages with the other processes to ensure
that their operation respects the constraints given in the specification file. The number of processes
is variable. Some processes may terminate and new processes may be created, as described in the
specification. The application is started by starting the supervisor. Then, the supervisor starts
other child processes, as determined by the specification. While Figure 4 shows a single coordinator
process, a decentralized or distributed approach is possible by using the corresponding SC methods.

Note that a distinction is made here between processes and process types. Several processes may
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Figure 4: Implementation of the specification.

have the same process type, that is, the same executable code. The code of the supervisor and the
code of the process types is generated as shown in Figure 5. While the approach proposed here
is not limited to a particular operating system or low level language, the programs are currently
developed for Unix using C for the low level language. Note that the files are generated using the
architecture shown in Figure 6.

As shown in Figure 6, based on the specification, a number of high level PNs (HPNs) and a supervi-
sory control (SC) specification are extracted. Note that using HPNs instead of place transition nets
(P/T nets) is necessary due to the fact that the latter do not have the power of Turing machines.
Thus, processes are represented by PNs in which places are associated with low level code and
transitions with conditions. However, this means that only the part of the specification expressed
by PNs is addressed by the synthesis tools. Thus, the SC tools would only guarantee correctness
for the subproblem associated with the PN structure extracted from the HLL program. This is
because the SC tools do not take in account the low level code sections. The low level code sec-
tions embedded in the specification are simply copied, as appropriate, to the output files. In this
respect our approach resembles the approach taken in other program synthesis tools, such as lexical
analyzer generators and parser generators [6, 76].

While the HLL will allow sections of low level code, the HLL has to provide other ways to specify the
software parts that are difficult to write manually, so that they are generated automatically. Thus,
in the context of concurrent programming, the HLL has to address the various synchronization
constraints that may be needed.

The role of the HLL is to allow for programs that are both compact and very readable. The HLL
should allow users not familiar with PNs to easily generate correct code. Further, a specification
written in the HLL is expected to be considerably more compact than the PN representation of
the specification and much more compact than the result of the SC and code generation steps.
Indeed, the high level specification would not detail how to implement requirements such as mutual
exclusion or liveness. Such details would be handled by the SC tools. Thus, the user would focus
more on what needs to be done and less on how it should be done. Moreover, since the high level
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Figure 5: How the software synthesis tools are applied.

specification is more compact, the programmer would have less code to check for errors.

To describe explicitly the PN representation of a program, a low level specification language (LLS)
was defined. The LLS describes how specification programs are internally represented in our soft-
ware. Moreover, the LLS is important for debugging purposes. It also provides a way to include
low level descriptions in HLL specifications. Compared to the HLL, the LLS provides an explicit
description of the HPNs representing the specification and an explicit description of the constraints.
Thus, an HLL specification should be considerably more compact than an LLS specification. Likely,
HLL specifications will be translated to LLS specifications. The relationship between the HLL and
the LLS is similar to the relationship between a high level language and assembly language.

A simplified description of the LLS is shown in Figure 7. The user defines the process types, where
a process type may be external or internal. Note that code is generated only for internal processes.
External processes describe constraints on the operation of the application, such as constraints
imposed by hardware. Defining all constraints is important. On one hand, this can simplify the
operations performed by the SC methods. On the other hand, it enables SC to provide solutions
that avoid all deadlock possibilities, as it is known that constraints can create deadlock states.

Each process type is described by a high level Petri net (HPN) structure. In this structure, places
are associated with operations (such as function calls). Moreover, when a place has multiple output
transitions, the transitions are associated with conditions (such as conditions in an if-then-else
statement).

The LLS allows processes or process groups to be declared. In a process group, each process shares
the same HPN. Note that each process of a process group is a token in the HPN. Thus, a process
declaration involves an HPN with a single token and a process group declaration involves an HPN
with several tokens. The initial markings of the HPNs are defined explicitly. While threads are
not used in this paper, it is possible to implement a process group as a single process consisting of
several threads.

As previously mentioned, the PN structure of a process type is described by an enumeration of
tuples of the form (p1,¢,p2), (p,t), and (¢,p). An example of a specification described in the low
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Figure 6: Internal structure. HPN stands for high level PN.

level language is given in the Appendix B at page 31. Note that by describing PNs structures as
an enumeration of tuples (p1,t,p2), (p,t), and (t,p), the PN is described as a composition of state
machine components (e.g. Figure 3).

5 Example

Assume that the HLL describes control software for an assembly process in a manufacturing ap-
plication. In this process two components A and B are assembled into a component C, as follows.
A robot takes a part A and places it on a conveyor, if the conveyor is stopped and no other part
A is on the conveyor. Another robot takes a part B and places it on the conveyor at the same
location if the conveyor is stopped and no other part B is there. Then, the two parts A and B are
assembled. Then, after the conveyor is turned on and the assembled product is removed, a new
cycle may begin. The conveyor should not move from the time a part A or B is placed until the
time when the parts are assembled.

Referring to Figure 1, the SC specification corresponds to the re- | ssue Command
quirements that only one part A (B) is placed on the conveyor, that
the parts are placed when the conveyor is stopped, and that the con-
veyor should not move from the time a part A or B is placed until
the time when the parts are assembled. For the rest, the specification
describes the processing sequence and corresponds to the description
of the plant.

Command Executed

Figure 9: A possible way to
The role of the analysis tool is to extract a PN model of the plant and model processing delays.
the SC specification based on a formal description of the specification

above. A possible solution is the PN model of the plant is shown in Figure 8 and the SC specification
given in the inequalities (1)—(4). In the plant model of Figure 8, the processing sequence is shown
to the left and the states of the conveyor to the right. To incorporate the effect of processing delays,
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<specs> ::= <types> <definitions> <processes> <constraints>

<types> ::= <process type> | <types> <process type>

<process type> ::= <external type> | <internal type>
<definitions> ::= <HPN> | <definitions> <HPN>

<HPN> ::= <proc-type name> <places> <transitions> <place code> <arcs>

<arcs> ::= | <arcs> <arc> <condition>
<arc> ::= <place> <tran> | <tran> <place> | <place> <tran> <place>

<constraints> ::= <synchronizations> <group constraints>

<group constraints> ::= |
<group constraints> <process group> <local constraints>

<local constraints> ::= | <local constraints> <constr>
<comnstr> ::= <controllability> | <observability> | <liveness> |
<inequalities>

Figure 7: Simplified BNF of the LLS.

a processing step is modeled by one controllable transition, one uncontrollable transition, and one
place, as shown in Figure 9. The controllable transition is fired when the command is issued and the
uncontrollable transition is fired after the command has been executed. For instance, in Figure 8,
tq is fired when the command to turn on the conveyor is issued and ts is fired when the conveyor

is on.

The following inequalities on the marking of the PN express the remaining requirements of the

specification.

pe + po + p1o < 1
He + po + p2 + ps + pg <1
ps + pg +p1o < 1
ps + fo + p2 4 p3 +pg < 1

The inequality (1) expresses the requirement that only one part A should be placed on the conveyor.
Further, (2) describes the requirement that the conveyor should not move from the time a part A is
placed until the time when the parts A and B are assembled. The inequalities (3) and (4) expresses

the similar requirements for the parts B.
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Figure 8: Plant model.

The inequalities (1)—(4) correspond to the PN specification shown in Figure 10. The PN rep-
resenting the specification has the property that the parallel composition of the plant with the
specification satisfies the desired requirements. Note that the transitions of the specification and
the plant that are marked with the same symbol correspond to the same event.

Note that the inequalities (1)—(4) are not the only way to express the SC specification. The following
system of inequalities is equivalent. However, it is more complex and results in a considerably more
complex PN representation, due to disjunctions [63].

He + po + pio <1 (
ps + po + pio < 1 (
[6 + po < 0] V [u1 > 1] (7
lug + po < 0] V [u1 > 1] (

A long term direction of research in the development of the analysis tool is on how to obtain the
most efficient representation of the SC specifications.

An LLS description of a version of this example is given in Appendix B at page 31. There, the
plant is described as the parallel composition of five state-machine components, each corresponding
to one process.
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Figure 10: PN representing the SC specification.

6 Supervisory Control

In supervisory control (SC), a supervisor is designed based on a plant model and a specification.
The supervisor ensures that the operation of the plant satisfies at all times the specification, subject
to the constraints imposed by the plant. In its simplest form, the supervision of PNs involves a
plant PN, such as the PN of Figure 8, and a specification given in terms of marking inequalities,
such as the inequalities (9)—(12). The specification is written compactly in the form Lu < d, where
L is a matrix, u is the marking vector, and d is a column vector. Then, if D is the incidence matrix
of the PN, the supervisor is a PN of incidence matrix Dy = —LD. For instance, assuming the plant
of Figure 8 and the specification given by the inequalities (9)—(12), the supervisor implementing the
specification is shown in Figure 11, where the supervisor consists of the places C1, Cs, C3, and Cjy.
In general, the SC problem is considerably more difficult due to constraints imposed by the plant
and complex specifications. Typically, the constraints imposed by the plant refer to the events that
can be controlled or observed by the supervisor.

The dining philosophers problem could be used as an example. From the viewpoint of an agent
controlling the access to the forks, a transition between the states “think” and “hungry” is un-
controllable and unobservable. Further, a transition between “eat” and “think” is uncontrollable
but observable. Moreover, a transition modeling access to a “fork” can be seen as controllable
and observable. The specification to the dining philosophers problem could be that “starvation” is
impossible, that is, any hungry philosopher eventually gains access to the forks.

Uncontrollable and /or unobservable transitions may be needed in any of the following contexts:

- A decentralized environment, in which the transitions of one entity are unobservable and
uncontrollable to the other entities.

An embedded system environment in which transitions are controllable when they can be
controlled by actuators and observable when they can be detected based on sensor informa-
tion.

A transition associated with an interrupt can be considered uncontrollable (such as in [31]).

- For certain SC problems (such as liveness enforcement), transitions labeled by conditions have
to be considered uncontrollable.

Various types of specifications may be necessary, such as enforcing liveness or reversibility, ensuring
mutual exclusion, formal language constraints, and others. The SC problem is usually easy to solve
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when all transitions are controllable and observable and no liveness or reversibility requirements
are given. Therefore, most research effort has been directed towards the SC problems involving
liveness specifications and/or partial controllability and partial observability.

6.1 Supervisory Control Methods

Significant effort has been spent in developing methods for the SC of PNs and automata. Note
that finite automata are a special case of PNs and that the reachability graph of a PN is a (not
necessarily finite) equivalent automaton. Thus, methods developed for automata are important for
the reachability analysis of PNs. The reachability graph of a PN may not be finite and when finite
it may have a size that is exponentially related to the size of the PN. For this reason, much work
has been done on SC methods that avoid direct reachability analysis of PNs. Such SC methods are
said to be structural, as they rely on the structure of the PN rather than the reachability graph.
A description of available structural methods can be found in the survey papers [52, 61]. For this
class of methods, there are results on the following types of specifications:

- liveness (at any reachable state any transition should be eventually fireable)

- safety constraints: (generalized) mutual exclusion, language constraints (requiring the words
generated by the plant to belong to the specified language), state-based constraints (a for-
bidden set of states is to be avoided)

- certain types of safety constraints for decentralized/distributed supervision.

Concerning liveness, there is a considerable amount of work on methods for deadlock avoidance,
prevention, and recovery. Several of the main approaches appear in [113]. In the context of PNs,
most methods for liveness enforcement were proposed for special classes of PNs, modeling resource
allocation systems, such as in [71, 104, 11, 112, 37, 85, 86, 107, 92]. Among these, [86] can also be
used for partial controllability. For general PN models and/or partial controllability and partial
observability the method of [62, 58] is of interest. This approach consists of a procedure that
iteratively identifies and removes deadlock situations. However, its termination is not guaranteed.

The research on safety constraints has resulted in methods for the representation of the specifi-
cations by PNs and in methods of enforcement of safety constraints under partial controllability
and partial observability. Many of the methods for the enforcement of safety constraints deal
with generalized mutual exclusion specifications. In such specifications the marking p of a PN
is required to satisfy a number of inequalities (i < b, where b is an integer and [ is an integer
vector. Some methods address the general problem but are suboptimal [79, 80, 26]. Suboptimal
methods may generate supervisors that are not least restrictive. Moreover, suboptimal methods
may not be able to find solutions for certain problems, even when solutions exist. Then, there are
other methods intended for special classes of PNs and specifications, which are optimal, such as
in [28, 25, 35, 43, 54, 67, 101, 102]. Among the methods designed for different types of forbidden
sets we mention [19, 53]. A suboptimal approach for PN language constraints appears in [61, 62].

For decentralized /distributed supervision, the supervision methods of [62, 60] can be used. Based
on the given (centralized) specification, decentralized supervisors are obtained that operate au-
tonomously. The approach can be used for decentralized settings that exclude communication
between supervisors and for distributed settings in which communication is allowed. When the
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supervisors rely on communication to operate correctly, distributed synchronization is necessary.
Nonetheless, a distributed solution may involve less communication than a centralized solution.

6.2 Application of SC methods

Referring to the SC step of our approach (see Figure 1), the implementation work has begun
with the family of structural methods of [62]. This family of methods is general in terms of
both plant description and class of specifications. Further, the synthesis can be carried out under
general settings of uncontrollability and unobservability and many of the results can be adapted
to the decentralized/distributed settings. However, note that a long term goal for this project is
to take advantage of all available methods, including reachability based methods. Therefore, of
special interest for future work is to develop algorithms that identify special cases for which an
optimal approach is available. Future work should address also strategies to select between various
approaches based on their estimated completion time.

Among the specifications considered in the SC of PNs, language type specifications are especially
important, due to their generality. A language specification is represented by a PN that generates
the specified language. The specification PN introduces constraints on the sequence in which the
plant events may occur. These constraints can be described algebraically. It has been shown [59]
that each place of a PN describes a constraint of the form hqg+ cv < b, where b is an integer, h and
¢ are integer vectors, and ¢ and v are parameters related to the transition firings. They are called
firing vector (¢) and Parikh vector (v). It has been shown also that the constraints of the form
I+ hg + cv < b are as expressive as the constraints of the form hqg 4+ cv < b, where [ is another
integer vector and p is the marking of the PN. Note that under some boundedness assumptions,
PN languages can describe disjunctions \/,[lip + hiq + c;v < b;] [63].

In [62], which describes the SC approaches we have focused on, the language enforcement problem
is seen as the problem of enforcing a set of constraints Iy + hg + cv < b. The solution is found
based on the solution to a supervision problem involving a transformed PN and a transformed set
of constraints I’y < b. Thus, the methods for the constraints [p < b discussed in the previous
subsection are very important for general specifications.

Fairness is an important issue in programming applications. Starvation refers to the situation in
which one or more processes may have to wait indefinitely. The constraints {u+hg+cv < b could be
used to describe fairness constraints. Alternatively, fairness could be considered in the lower level
code. In this case a lower level code segment included with the HLL specification would describe
which of the transitions enabled by the SC code should be fired.

Note that DES controllers, as opposed to supervisors, appear to be of greater interest in program-
ming applications. While a supervisor disables events that may lead to unacceptable behavior of
the plant, a controller selects the events that should be fired next, while ensuring the specification
stays satisfied. Thus, controllers can be easily derived from supervisors. In this context the issue
of whether a supervisor design method is optimal or not is not important, as long as the method is
able to find a solution when one exists. Indeed, controllers would enforce a specification regardless
of whether they are derived from least restrictive supervisors or from suboptimal supervisors. Work
on the problem of obtaining DES controllers appears for instance in [12, 23, 24, 38, 56].
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Figure 11: Plant and supervisor.

6.3 Example

Considering the example of section 5, the SC specification of Figure 10 cannot be used as a super-
visor, as it does not account for the partial uncontrollability of the plant. By taking in account
the uncontrollable transitions of the plant, the SC step changes the inequalities (1)—(4) to (9)—(12),
which can be implemented as shown in Figure 11.

s + e + po + p1o < 1 9)
ps + pe + po + po +p3 4+ pa <1 (10)
pr + ps + pg + 1o < 1 (11)
7+ pg g + o+ p3 4 g <1 (12)

7 Code Generation

7.1 Problem Formulation and Possible Approaches

Referring to Figure 1, note that the role of code generation is to implement both the plant and the
supervisor into code. The implementation of the plant involves the following operations.

e Writing the code associated with the places of the HPN and implementing the if-then-else
statements associated with conditions that label transitions.

e Writing code for communication with the supervisor.
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Figure 12: Regular P and V operations represented at (a) and (b). Next, (c) corresponds to
a simultaneous P. Simple extensions are necessary for the operations shown at (d-f). Note the
integer arc weights.

e Writing code for transitions involving multiple input and output places. Such code may
implement synchronization, process creation, and process termination.

The supervisor is used to restrict the operation of a plant PN. The role of the supervisor is to identify
transitions that can be fired without violating the given specification. Note that a supervisor does
not force transition firings. It only indicates which transitions may be fired. Once a transition is
enabled by both plant and supervisor, it can be immediately fired. A software implementation of
the supervisor involves writing the code associated with plant events, such as transition firings or
requests for permission to fire certain transitions.

The implementation in software of the supervisor could be done in more than one way. One possibil-
ity would be to use semaphores or other synchronization mechanisms to implement the supervisory
policy. Another possibility would be to implement the supervisory policy as a coordinating task.

Semaphores are a natural choice for the representation of supervisor places [50, 52, 66, 115]. Since
the code is automatically generated, difficulties arising in programming with semaphores are not
relevant for this application. It should be noticed that some simple extensions of the semaphore
operations are necessary, beyond that of the simultaneous P/AND synchronization [84]. Some
necessary extensions are shown in Figure 12.

Semaphores would allow tasks to decide autonomously which transition to fire and when. However,
a supervisor may involve more than just a number of places connected to plant transitions. Thus,
a more general solution is to use a coordinating process to implement the supervisor. In this case
the supervisor places could be modeled by integer variables. These variables would be tested each
time a decision is made to fire a transition. Currently, this project implements the coordinating
process approach. Future work may consider also a semaphore approach.

The semaphore and coordinating process approaches are illustrated on an example in subsection 7.2.
Then, the details of code generation are considered in subsection 7.3.

7.2 Example

Referring to the example of section 6.3, the code generation step is to generate the programming
code based on the PN plant and supervisor shown in Figure 11. A semaphore implementation could
be done as follows. Four semaphores Sj... 54 are needed, one for each of the four supervisor places
Ci...Cy4. P-type operations on semaphores would be executed before firing any of ¢, t5, and tr,
and V-type operations after firing ¢4, t19, and ¢1;. For instance, P(S7, S2) is executed before firing
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ts and V(S1) and V(S3) after firing ¢;1. Note that the simultaneous P/AND synchronization [84]
is used for the P operation.

Alternatively, a coordinator process could be used to implement the supervisor instead of the
semaphores. The coordinator would use four variables, mj. .. my, each corresponding to the marking
of the supervisor places C...Cy. In this approach the conveyor process notifies the coordinator
each time t4 is fired and the assembly process each time t19 and t1; are fired. The conveyor and
assembly processes request permission to fire tq, t5, and t7 to the coordinator. The coordinator
enables/disables t1, t5, and t; based on the supervisory solution shown in Figure 11. For instance,
t1 is enabled by the coordinator when msy > 1 and my4 > 1. Further, if permission to fire ¢ is
granted, mo and my are decremented. Similarly, if the firing of ¢4 or ¢19 is announced, mo and my
are incremented.

7.3 A Coordinator Based Approach

Here we present a possible code generation approach involving a coordinator process. Recall that in
this project the specification describes a number of processes as well as constraints on the operation
of the processes. The processes defined in the specification are called application processes. PNs are
used to model the operation sequence of application processes, where a process is represented by
a PN token and stages in the operation of the process are represented by PN places. Further, the
operation of application processes is controlled by a supervisor process, which may inhibit or enable
various PN transitions. The objective of code generation is to obtain the programs implementing
the application processes as well as the coordination code.

The code generation algorithms described here are developed under the following assumptions.
While these assumptions do not seem to be restrictive for practical applications, they can simplify
the code generation algorithms.

Al. The PNs associated with application processes are state machines. (However, their parallel
composition does not have to be a state machine.)

A2. The PNs associated with application processes have distinct labels. (However, PNs of different
processes may have common labels and the supervisor process does not have to have distinct
labels.)

As mentioned in the first assumption, the PNs used to represent the structure of a program are a
composition of state machine (SM) components. Each SM component corresponds to the possible
stages of a process. For an example, consider Figure 3. In the figure, by composing the transitions
with the same label of the SMs (a), (b), and (c), the PN (d) is obtained. Each SM component
represents a process type, where the number of tokens of an SM component equals the number
of processes of that type. Transitions are used to move a process from one stage to another, to
terminate a process, or to begin a process. For instance, when the transition of label b is fired, a
new process of type (c) is created. Moreover, when the transition of label d is fired, a process of
type (c¢) terminates.

In code generation, special attention is given to transition synchronization. Synchronization is
implemented by a coordinator process. When an application process is ready to fire a transition ¢
that is synchronized with other transitions, the process requests the coordinator permission to fire
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t. Permission is granted when all other processes involved in the synchronization are ready. Each
synchronization involves two or more processes, where one of the processes may be the supervisor
process.

Transitions that are not synchronized can be fired immediately. However, it may still be necessary
to notify the supervisor process when they occur. Depending on their relationship to the supervisor,
transitions are classified as follows.

e A transition is controlled if the supervisor may inhibit its firing. A process cannot fire a
controlled transition without permission from the supervisor.

e A transition is observed if the supervisor monitors its firings in order to update internal
variables. A process will notify the supervisor after firing an observed transition.

Note that the two properties defined above are independent. However, most often a controlled
transition will be also observed. In terms of the PN representation of supervisors, the controlled
transitions have one or more supervisor places as inputs and the observed transitions are connected
to one or more supervisor places. However, a transition with input supervisor places is not neces-
sarily controlled. This happens when for all reachable states it is never the case that the transition
is plant enabled and supervisor disabled. Moreover, a transition connected to supervisor places may
not be observed. This may happen when the supervisor places are controlled by means of self-loops.
A reachability based algorithm could be used to determine the transitions that are controlled and
observed. However, this would be rather computationally expensive. By overapproximating the
sets of controlled and observed transitions, the performance of the resulting code might be some-
what affected, since the amount of communication between processes and supervisor is increased.
However, since no significant performance degradation is expected, Algorithm 7.1 will be used to
overapproximate the sets of controlled and observed transition. The algorithm is correct because a
supervisor would never attempt to control an uncontrolled transition or to observe an unobservable
transition.

The following PN notation is convenient for the further developments. If x is a place or a transition,
let ze be the set of output places or output transitions of x and let ex be the set of input places
or input transitions of . Moreover, let | X| denote the number of elements of the set X. Since the
PNs representing processes are state machines, for all transitions |e¢| < 1 and |te| < 1. Note that
while state machines are usually represented by ordinary PNs (PNs in which all arcs have unity
weight), here we do allow arbitrary integer weights.

In addition to controlled and observed transitions, the following classes of transitions are defined.
A transition t of a process type is a synchronization transition if it satisfies at least one of the
following properties.

e { has an input arc of weight greater than one.

e ¢ has an input place and there is a transition ¢’ of a different process type such that ¢’ has an
input place and ¢ and ¢’ have the same label.

Moreover, if two transitions of two application processes have the same label, one of them has one
output place but no input place, and none is a synchronization transition, then they are action
transitions. Note that transitions with one output place and no input place create new processes.
Thus, when an action transition takes place, the coordinator process should be notified in order to
generate the corresponding new processes.
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Algorithm 7.1 Finding Controlled and Observed Transitions

Input: The PNs N; = (Pi,Ti,D;r,Df,pi), 1 = 1...n, associated with each of the n pro-

7

cesses; the supervisor PN N = (P, Ts, D}, D, ps).
Output: T,, the set of controlled transitions, and Ty, the set of observed transitions.

/* P, (Ps) and T; (Ts) denote the sets of places and transitions, respectively; D (DF) and
D; (D3 ) denote the input and output matrices, respectively; p; : T; — X (ps : Ts — X)
denotes the labeling function. */

1. T.=0and T, =10.
2. Fori=1...n
3. For all transitions ¢t € T; {
4. Let Ty(t) = {ts € Ts : ps(ts) = pi(t)}. /* This is the set of supervisor transitions
with the same label as t. */
5. If T5(t) # 0 {
If D7 (-,ts) # 0 for all t5 € T(t) /* D7 (-,ts) # 0 means that the column ts of
D has at least one nonzero element. */
T. =T.U{t}.
If DS (-, ts) = D (- ts) for all t5 € Ty(t)
. To =T, U{t}.
10. }
1.}

An outline of the operations performed when a process (token) enters the stage (place) p is as
follows.

1. The functions associated with p are executed.

2. The next transition t is selected.

3. If applicable, the process requests and waits for permission to fire t.
4. If applicable, the process notifies the supervisor that ¢ is fired.

5. The transition ¢ is fired. There are two possible outcomes:

e The process terminates if ¢ has no output place.

e The process continues with the next stage p’, where p’ is an output place of t.

Note that if a place p has several output transitions, the next transition ¢ can be selected based
on conditions associated with the transitions or based on internal operations performed by the
functions associated with the place p. If permission to fire ¢ is to be obtained from a supervisor, a
function call of the form

RequestToFire(t)
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Figure 13: Examples of synchronization and action transitions. ¢; is a synchronization transition
since it has an input arc of weight 2. t3, t5, and tg are also synchronization transitions. tg, t7, and
tg are action transitions.

is made. After a RequestToFire call, the process has to wait until permission is granted. Now, the
call RequestToFire (t) addresses the case when the process selects only one transition t. However,
it may be that a process could continue by firing any of n transitions ty, to, ..., t,. An example
in which this possibility might arise is when a process may have to complete n operations and the
order in which it performs them is not important. Then, each of the operations might be associated
with a place reached by firing one of t1, to, ..., t,. Thus, the RequestToFire function can be called
with more than one parameter:

RequestToFire(tl, t2, ..., tn)

In a call involving more than one parameter, the transition that is fired is selected by the supervisor
process. Typically, the supervisor will select the first transition in the list that is enabled or, if all
transitions are disabled, the first transition that gets enabled. Note that the order of the parameters
indicates the order of preference of the transitions. Just as in the case with only one parameter,
the process calling RequestToFire will have to wait until the supervisor gives permission to fire
one of the transitions. A nonblocking version of RequestToFire could be

Try(t)

This function would obtain permission to fire ¢ if ¢ is enabled or else report that ¢ is disabled.
While this function would provide additional flexibility for code that is manually written, the
RequestToFire function is sufficient for automatically generated code. By using a call of the form
RequestToFire(tl, t2, ..., tn, t) in which the last transition ¢ is always enabled, the call will
not get blocked. An example of a transition ¢ that is always enabled is a transition implementing
a self-loop.

A nondeterministic place is a place p in which the next transition is selected by means of a call
RequestToFire(tl, t2, ..., tn) in which all output transitions of p are present. Note that a
nondeterministic place is a place in which the process lets the supervisor make the selection of the
next transition. The ability to control the selection of the next transition is important for liveness
enforcing supervisors.

A description of the code structure of an application process is given in Algorithm 7.2. A description
of the coordinator is given in the Algorithm 7.3. For simplicity, all coordination functions are
assigned to the supervisor process. Thus, the supervisor process and the coordinator process are
the same. For simplicity, implementation details have been omitted from the algorithm descriptions.
Various steps of the algorithms could be done more efficiently.
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Algorithm 7.2 Structure of the Application Process

Input: p — the place where the token is located initially.

- Go to stage p. /* There are p1, p2, - .., pm Stages, one for each place of the underlying

10.
11.

state machine. */

/* The code for stage p;. */
Initialize trans_list = p;e.  /* p;e is the set of output transitions of p;. This step is
necessary only if the transitions of p;e do not have conditions. */

Run the code associated with place p;. /* In the LLS, this code is defined with the
p;.code command. */

Select the next transition. /* This operation determines trans_list. The operation is
performed only when the transitions of p;e have conditions. */

Let t be the first transition of trans_list.

Ift € TeUTsyne /* T, Toyne: the sets of controlled and synchronization transitions. */

t = RequestToFire(trans_list); /* Requests and waits for permission to fire. The
function returns the transition in the list that may be fired. */

Else if t € T, U Tyt /*T,, Tyer: the sets of observed and action transitions. */
Notify coordinator that the transition ¢ is fired.

If te == /*te is the set of output places of t. */
Exit. /* The process terminates. */

Go to the stage p’ =te. /* In a state machine te has at most one element. */

The following remarks could be made about the algorithms.

A process type represents the structure of a process. This includes the PN structure, the code
associated with each place, and the conditions associated with the transitions. Note that a
process type does not define the labels of the PN structure.

For any process, the PN representing its structure has distinct labels. However, two different
processes may share common labels. Moreover, the PN associated with a process is a state
machine, that is, a transition may have at most one input place and at most one output place.

The algorithms take in account that the PNs representing processes are state machines and
have distinct labels. An exception is Algorithm 7.6 which supports also PNs that do not have
distinct labels.
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Algorithm 7.3 The Supervisor (Coordinator) Process

Input: The n processes to be controlled, each being described by a PN N; =

(P, T;, D", D7, p;) of initial marking pg;, for i = 1...n; the supervisor PN N

(Ps, Ts, DY, DZS_, ps) and its initial marking g s.
For all PN components N;
For all p € P,
If 10i(p) #0 /* po is the initial marking of N;. */
Start puo;(p) processes of type i in stage p.
While terminate == FALSE {
For all new messages requiring permission to fire a transition
Place request in the queue;
For all new messages notifying the firing of a transition ¢ {
IfteT, /*T, is the set of observed transitions. */
UpdateSupervisorMarking(t); /* Algorithm 7.5. */
Ift € Tuer /* Tuer is the set of action transitions. */
PerformAction(t); /* Algorithm 7.4. */
}
For all queue entries ¢ {

EntryList = IsPermissible(q); /* Algorithm 7.6; identifies processes that are
granted permission to fire. */

If EntryList # NULL {
Grant permission to fire to the processes in EntrylList.
Remove from queue the entries in EntryList.
Let t = q.fireable. /* This is the transition that is fired. */
UpdateSupervisorMarking(t); /* Algorithm 7.5. */
PerformAction(t); /* Algorithm 7.4. */

}

Terminate application processes.
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Algorithm 7.4 The PerformAction Method of the Supervisor Process

PerformAction(t) {
For all PN components N;
For all transitions ¢’ with the same label as ¢
If e £ 0 and o' == 0 {
Let w be the weight of the output arc of ¢'.

Start w processes of type 7 in the stage p = t'e.

© XN oUW

10.
11.

12.
13.
14.
15.
16.

Algorithm 7.5 The UpdateSupervisorMarking Method of the Supervisor Process

UpdateSupervisorMarking(t) {
For all transitions ts € Ts /* Ty is the set of supervisor transitions. */
If t4, and t have the same label
If ¢4 is enabled {
Fire t,.
Break. /* Exit loop. */
}
flag = 1;
While flag==1{
flag = 0;
For all t5 € T
If ¢4 is unlabeled and enabled {

/* A supervisor transition is labeled if and only if it is to be synchronized
with one or more plant transitions. */

Fire t;.
flag = 1;
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10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.

Algorithm 7.6 The IsPermissible Method of the Supervisor Process

IsPermissible(q) {
For all transitions ¢ listed in the queue entry ¢
If ¢ is supervisor enabled {

/* t is supervisor enabled if either no supervisor transition has the same label
as t or a supervisor transition with the same label as t is enabled. */

permissible = 1;
q.fireable = t; /* which transition to fire if permission is granted */
QueueEntryList = {q};
For all process types {
For all transitions ¢’ with the same label as ¢ {
count = 0;
If ' # t and ¢’ and t belong to the same process type
continue; /* go to the next iteration of the loop */
Ift ==t {
EW(t)==1 /*WI(t) is the weight of the input arc of t */
break; /* exit loop */
count = 1;
}
QL = SearchQueue(t', count, Queue EntryList); /* Algorithm 7.7 */
IfQL#0{
QueueEntryList = QL;
permissible = 1;
break; /* exit loop */
}
permissible = 0; /* the line is reached if QL =0 */
}
If permissible == 0
break; /* exit loop: no process of this process type allows firing t */
}
If permissible ==
Return QueueEntryList;

}

Return NULL; /* that is, request not permissible. */
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Algorithm 7.7 The SearchQueue Procedure of IsPermissible

SearchQueue(t', count, QueueEntryList) {
If of! #0 {
QL = QueueEntryList;
For all queue entries ¢’ ¢ QueueEntryList
If ¢ listed in ¢ {
q.fireable = t';
QL ={¢} UQL.
count = count + 1;
If count > W (t') /* W (') is the weight of the input arc of t' */
Return QL;

}
Return NULL;

}

Return QueueEntrylList;
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8 Conclusion

Notoriously difficult [22], the development of concurrent programs could be simplified by using
tools that generate automatically part of the required code. This paper proposes the application
of supervisory control (SC) for the automatic synthesis of concurrent programs. SC is of interest
because various high level requirements can be seen as supervisory control (SC) specifications. Thus,
SC methods or similar methods from related areas of research have to be applied in order to achieve
a high degree of automation of the programming process. The SC problem, in its general form,
is of considerable difficulty. Nonetheless, significant progress has been made and powerful results
are already available. The project described in this paper aims to develop software for program
synthesis that exploits available SC methods. In this project, based on a specification written in
a high level specification language (HLL), an SC problem is formulated and then solved using SC
methods. The result of the SC step is then converted to low level code. The project involves
work on the HLL, the translation of HLL specifications to SC specifications, the translation of
supervisory policies to low level code, and the SC methods.

Three of the novel features of this project are as follows. First, we propose to apply SC results
developed for Petri net (PN) models to program synthesis. Note that by using PN models it is
possible to resort also to automata results. Second, the translation of a high level programming
specification into a SC specification is also a new topic. Third, for the SC we propose a framework
in which multiple methods can be used, based on the context, in an effort to exploit the strengths
of each method.
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A Appendix A: Basic Petri Net Concepts

A Petri net structure is a tuple N = (P, T, F, W) where P is the set of places, T the set of
transitions, F' C (P xT)U(T x P) is the set of transition arcs and W : F' — N\ {0} is a weight
function. Note that N is the set of nonnegative integers. A marking u of the Petri net structure
isamap p: P — N. A Petri net structure N with initial marking p is called a Petri net, and
will be denoted by (N, ). Often, a Petri net structure is also called a Petri net. Further, there
are many classes of nets generically called Petri nets. In fact, in the general context of Petri nets,
the nets defined above are known as P/T nets [91]. However, since their definition is sufficient to
represent the most common varieties of Petri nets, following the survey paper of Murata [81], we
simply call them Petri nets.

The marking represents the state of a Petri net. The marking is often represented as a vector
[1(p1), p(p2), ... w(pn)]T, where p1,po,...p, are the places of the net enumerated in a chosen (but
fixed) order. The same symbol p is used to denote this vector.

Petri nets have a convenient graphical representation, useful for tutorial purposes. This repre-
sentation is illustrated in Figure 14. Places are represented by circles, transitions by thick lines
and transition arcs by arrows. Arc weights greater than one are indicated close to the arcs. For
instance, in Figure 14(c) W(ps,t1) = 2 and W (t2,p2) = 4. The figures also show a marking for
each Petri net. The marking of each place consists of the number of tokens inside the circle. (A
token is represented by a small dark filled circle.) For instance, the marking vector in Figure 14(c)
is [0,1,1]7.

@ (b) © @

Figure 14: Petri net examples.

The preset of a transition ¢ is the set of input places of t: ot = {p € P : (p,t) € F'}. The postset
of a transition ¢ is the set of output places of t: te = {p € P: (t,p) € F'}. Note that ep and pe are
similarly defined. For instance, in Figure 14(c): oto = {p1,p3}, t3e = {ps}, and eps = {t2}.

The marking 1 enables the transition t if Vp € ot: u(p) > W(p,t). When p enables t and ¢ fires,

the marking is changed. Let p be the next reached marking; we formally express this by u b, .
The marking y/ satisfies:

w(p) if pdetUte

(p) = u(p) + W (t,p) ifpcte\et
: n(p) — W(p,t) if p€eot)te
w(p) — Wip,t) + W(t, p) if p cotnte
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For instance, firing ¢ in Figure 14(a) produces the marking shown in Figure 14(b). A sequence of
transitions ¢ = tits...% is enabled at the marking p if 1 enables ¢t and p BN 11, (1 enables to
and g L, (2, and so on. The marking 1/ is reachable from p if there is a sequence of markings

Wi, .- fik, pi = i/, and a sequence of transitions o = t;,,...t;, such that p T, W - tl—k> u'. This
is also written as u — /. The set of reachable markings of a Petri net (N, po) is the set
of markings reachable from the initial marking pg. It is denoted by R(N, po). The reachability
graph of a Petri net is obtained by associating a node with each marking p € R(N, up); there
is an arc from the node of u; to the node of us, if s is reached from py by firing a transition ¢:

t
H1 — H2.

In a Petri net NV = (P,T,F,W) with m places and n transitions, the incidence matrix is an
m x n matrix defined by D = DT — D™, where the elements d;-; and di_j of DT and D~ are

di; = W(tj,pi) if (tj,pi) € F and dj; = 0 otherwise;

di; = W(pi,t;) if (pi,tj) € F and d;; = 0 otherwise.

The matrices DT and D~ are called the input matrix and the output matrix, respectively.

The incidence matrix allows an algebraic description of the marking change of a Petri net:

i = pg—1 + Dy, (13)

where gy, is called firing vector, and its elements are all zero excepting g ; = 1, where i corresponds
to the transition ¢; that fired. Note that when multiple transitions are allowed to fire at the same
time, g, is an integer vector in which for all 4, g;; indicates how many times the transition ¢; fires
at the instant k. Further, g is enabled (may be fired) when

He—1 = D™ gy (14)

We will also denote by Parikh vector a vector v associated with a sequence of transitions that
have fired, whose entries record how many times each transition appears in the sequence. If v is
the Parikh vector of the transition sequence that led the Petri net from the marking vector pg to
M

pr = po + Dv (15)

A Petri net is a state machine if all transitions ¢ have at most one input place and at most one
output place (that is, Vt € T : [et| < 1 and |t e | < 1). Just as automata can have transitions
labeled by events, the transitions of Petri nets can also be labeled by events. A labeled Petri net
is a Petri net enhanced with a labeling function p : T — 2 U {\}, where ¥ is the set of events, p
the labeling function, and A the null event. There are several ways in which Petri net languages
can be defined [88]. The P-type languages of labeled Petri nets are of special interest in the context
of the structural methods of supervision. The P-type language of a labeled Petri net (N p, uo)
consists of all sequences of events w = p(o) generated by the firing sequences o enabled at 9. Note
that for o = titats. .., p(o) denotes the sequence p(t1)p(t2)p(ts) .. ..

Note that the labeling function can also be defined as p : 7' — ¥ U {\A}, since a transition with
n labels can be replaced by n identical transition, each labeled with one of the n labels. We will
use this definition of the labeling function in order to introduce the parallel composition of two
labeled Petri nets. Let N; = (P;, T;, F;, Wi, pi), i = 1,2, be two Petri nets, where p; : T; — X, U{\}
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Figure 15: Parallel composition example. The letters a, b, ¢, and d, denote the labels.

and 3J; is defined such that for all e € 3; there is a transition ¢ € T; labeled by e. The parallel
composition of N; and N5 is a Petri net N' = (P, T, F, W, p) obtained as follows.

1. P=PUP;.

2. For all t; € Ty and ty € T, such that pi(t1) = p2(t2) # {A}, create a transition ¢; o such that
p(ti2) = pi(t1), ot12 = ety U ety, and t) g0 = t; @ Utge.

3. For all t € Ty with p1(t) € (31 \ X2) U{A}, create a transition ¢’ of A/ such that p(t') = p1(¢),
t'e = te, and et’ = et.

4. For all t € Ty with pa(t) € (3 \ X1) U{A}, create a transition ¢’ of A/ such that p(t') = pa(t),
t'e = te, and et’ = et.

Note that when the parallel composition is performed, each transition of one Petri net is synchro-
nized with each transition of the other Petri net that has the same label. The remaining transitions
are copied without change. Two examples are shown in Figures 15 and 16.

B Appendix B: A Specification Written in the Low Level Specifi-
cation Language

The following is a description of the manufacturing example presented in this report.

// Manufacturing example

// 1. PROCESS-TYPE DECLARATIONS
process CONVEYOR;

build: {make -f conveyor.mak};

include: {#include "conveyor.h"};

process MANFLINE_A;
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Figure 16: Parallel composition example. The letters a, b, ¢, and d, denote the labels.

build: {make -f manfline_A.mak};
include: {

#include "manfline.h"

};

process MANFLINE_B;
build: {make -f manfline_B.mak};
include: {

#include "manfline.h"

};

process FETCH_A;
build: {make -f fetch_a.mak};
include: {

#include "fetch_a.h"
}s
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process FETCH_B;

build: {make -f fetch_b.mak};

include: {

#include "fetch_b.h"

s

// 2. DEFINITIONS

CONVEYOR.PN:

places: pl p2 p3 p4;

transitions: tl1 t2 t3 t4;

pl.code: { wait_run_command(); };

p2.code: { start_conv();

wait_until_conv_ready();

s

p3.code: { wait_stop_command(); };

p4.code: { stop_conv();

wait_until_stopped();

s

(p1, t1, p2);

(p2, t2, p3);

(p3, t3, pd);

(p4, t4, pl);

MANFLINE_A.PN:

places: p5 p6 p9 pl0;

transitions: t5 t6 t9 t10 ti11;

p6.code: { begin_assemblel();};

p9.code: { end_assemble(); };

A-33
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pl0.code: { request_move();
wait_until_removed();

};

(t5, p5);

(p5, t6, p6);

(p6, t9, p9);

(p9, t10, p10);

(p10, t11);

MANFLINE_B.PN:

places: p7 p8;

transitions: t7 t8 t9;

p8.code: { begin_assemble2();};

7, p7);

(p7, t8, p8);
(p8, t9);

FETCH_A.PN:

places: p_a;

transitions: t_a;

p_a.code: { fetch_part_AQ); };

(p_a, t_a, p_a);

FETCH_B.PN:

places: p_b;

transitions: t_b;

p_b.code: {fetch_part_B(); };

(p_b, t_b, p_b);

A-34
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// 3. PROCESS DECLARATIONS

FETCH_A fpa(p_a:1); // initial marking = 1

FETCH_B fpb(p_b:1); // initial marking = 1
MANFLINE_A manf1i; // initial marking = [0 O ... O]
MANFLINE_B manf2; // initial marking = [0 O ... O]

CONVEYOR conv(pl:1);// initial marking = [1 0 0 0]
// DEPENDENCIES

sync fpa.t_a manfl.t5;

sync fpb.t_b manf2.t7;

sync manfl.t9 manf2.t9;

// 4. INSTRUCTIONS ON THE DESIGN OF THE SUPERVISOR
conv.constraints:

uncontrollable: t2 t4;

manfl.constraints:

uncontrollable: t6 t10 ti11;

live: ti11;

manf2.constraints:

uncontrollable: t8;

global.constraints:

manfl.p6 + manfl.pl0 + manfl.p9 <= 1;

manfl.p6 + manfl.p9 + conv.p2 + conv.p3 + conv.pd <= 1;
manf2.p8 + manfl.p9 + manfl.pl0 <= 1;

manf2.p8 + manfl.p9 + conv.p2 + conv.p3d + conv.pd <= 1;

A-35
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