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Abstract

Event-triggered control has been recently proposed as an alternative to the traditional periodic

implementation of control tasks. The possibility of reducing the number of executions while guar-

anteeing stability makes event-triggered control very appealing in the context of sensor/actuator

networks. In this paper, we revisit the event-triggered control from an input-to-output perspective

and we propose a simple event-triggered control strategy for stabilization of passive/output feedback

passive systems. The triggering condition is derived basedon the output information of the control

system and an estimate of the lower bound of inter-event times is also provided.

I. INTRODUCTION

The majority of feedback control laws nowadays are implemented on digital platforms since

microprocessors offer many advantages of running real-time operating systems. This creates the

possibility of sharing the computational resources among control and other kinds of applications

thus reducing the deployment costs of complex control systems [11]. Since we are dealing with

resource-limited microprocessors, it becomes important to assess to what extent we can increase the

functionality of these embedded devices through novel real-time scheduling algorithms.

In traditional implementations of the control tasks, one designs the controllers under the assumption

of no-delayed actuation update and then determines the maximum admissible interval between two

consecutive actuation updates. However, the control strategy obtained based on this approach is conser-

vative in the sense that resource usage(i.e., sampling rate, CPU time) is more frequent than necessary

to assure a specified performance level, since stability is guaranteed under sufficiently fast periodic

execution of control action. To overcome the drawback of periodic paradigm, several researchers

suggested the idea of event-based control. The terminologyrefers to the triggering mechanism as

event-based-sampling[13], to event-driven sampling[14], Lebesgue sampling[6], deadband control[15],
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level-crossing sampling[16], state-triggered sampling[7] and self-triggered sampling[10] with slight

different meaning. However in all cases control signals arekept constant until the violation of a

condition on certain signals of the plant triggers the re-computation of the control signals. In event-

triggered real-time scheduling algorithms, the control tasks are executed whenever a certain error

becomes large when compared with the states’ norm of the plant[7] (so the triggering condition

is based on the full-state information of the plant). The possibility of reducing the number of re-

computations, and thus of transmissions, while guaranteeing desired levels of performance makes

event-triggered control very appealing in networked control systems(NCSs). One should be aware that

the event-triggered technique reduces resource usage while providing a high degree of robustness,

since embedded hardware is used to monitor the state of the plant.

Most of results on event-triggered control are obtained under the assumption that the feedback law

provides input-to-state stability(ISS) in the sense of [17] with respect to the measurement errors, see

[7]-[11]. While the ISS framework provides insight into thetriggering condition by exploring the

relationship between the demand of stabilizing the system and the current full-state information, it is

still a quite restrictive requirement in general, althoughsome results on designing such control laws

are available[18]-[21].

In this paper, we explore alternative ways to obtain the triggering condition. We are particularly

interested in the class of passive/output feedback passivesystems because it is easy to design

stabilization controller for these systems, i.e., we can simply stabilize an output feedback passive

system via a properly chosen output feedback gain without resorting to the full-state information if

additional detectability condition is satisfied. Also notethat passive/output feedback passive systems

capture a large class of control systems studied in the literature, see [2]-[4]. Here, we propose a

simple event-triggered control strategy for stabilization of passive/output feedback passive systems

which applies to both linear and nonlinear systems. We take explicitly into account the actuation

update delay of the control action and show that the proposedscheduling policy guarantees that the

closed-loop system is asymptotically stable. We also provide a lower bound of the inter-sampling time

under the proposed scheduling strategy. Based on the work shown in the current paper, we further

propose an event-triggered communication strategy for cooperative control of multi-agent systems,

see our companion paper [22]. The rest of this paper is organized as follows: we introduce some

background on passive/output feedback passive systems in section II; the problem is stated in section

III; our main results are provided in section IV and followedby the examples provided in section V;

concluding remarks are given in section VI.

II. BACKGROUND MATERIAL

We first introduce some basic concepts on passive systems andoutput feedback passive systems.
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Consider the following control system, which could be linear or nonlinear:

H :











ẋ = f(x, u)

y = h(x, u)

(1)

wherex ∈ X ⊂ R
n, u ∈ U ⊂ R

m and y ∈ Y ⊂ R
m are the state, input and output variables,

respectively, andX, U andY are the state, input and output spaces, respectively. The representation

φ(t, t0, x0, u) is used to denote the state at timet reached from the initial statex0 at t0.

Definition 1(Supply Rate)[1]: The supply rateω(t) = ω(u(t), y(t)) is a real valued function defined

on U × Y , such that for anyu(t) ∈ U andx0 ∈ X andy(t) = h(φ(t, t0, x0, u)), ω(t) satisfies
∫ t1

t0

|ω(τ)|dτ < ∞. (2)

Definition 2(Dissipative System)[1]: SystemH with supply rateω(t) is said to bedissipative if

there exists a nonnegative real functionV (x) : X → R
+, called the storage function, such that, for

all t1 ≥ t0 ≥ 0, x0 ∈ X andu ∈ U ,

V (x1)− V (x0) ≤

∫ t1

t0

ω(τ)dτ, (3)

wherex1 = φ(t1, t0, x0, u) andR+ is a set of nonnegative real numbers.

Definition 3(Passive System)[1]:SystemH is said to bepassiveif there exists a storage function

V (x) ≥ 0 such that

V (x1)− V (x0) ≤

∫ t1

t0

u(τ)T y(τ)dτ, (4)

if V (x) is C1, then we have

V̇ (x) ≤ u(t)T y(t), ∀t ≥ 0. (5)

One can see that passive system is a special case of dissipative system with supply rateω(t) =

u(t)T y(t).

Definition 4(Output Feedback Passive System)[2]:SystemH is said to beOutput Feedback

Passive(OFP) if it is dissipative with respect to the supply rate

ω(u, y) = uT y − ρyT y, (6)

for someρ ∈ R.

Remark 1: Note that if ρ > 0, thenH is strictly output passive, andH is said to have excessive

output feedback passivity ofρ, we denote it as OFP(ρ); if ρ < 0, H is said to lack output feedback

passivity, and we denote it as OFP(−|ρ|). One can verify that a OFP(−|ρ|) system can be rendered

passive by a negative feedback|ρ|I. And clearly, if a system is OFP(ρ), then it is also OFP(ρ− ε),

∀ε > 0. �

Definition 5[2]: Consider the systemH with zero input, that isẋ = f(x, 0), y = h(x, 0), and let

Z ⊂ R
n be its largest positively invariant set contained in{x ∈ R

n|y = h(x, 0) = 0}. We sayH is
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Zero-State Detectable(ZSD) if x = 0 is asymptotically stable conditionally toZ. If Z = {0}, we

say thatH is Zero-State Observable(ZSO).

III. PROBLEM STATEMENT

We consider the control system given in (1). We first assumeH is a passive system, and there

exists a nonnegative storage functionV (x) : Rn → R
+, such that (5) is satisfied. We know that ifH

is ZSD, then under the feedback control law

u(t) = −Ky(t), (7)

whereK > 0 could be a scalar or anm×m positive definite matrix, the origin ofH is asymptotically

stable. For the rest of this paper, we assume for simplicity thatK > 0 is scalar.

In real time, the implementation of the feedback control law(7) on an embedded processor is

typically done by sampling the outputy(t) at time instantst0, t1, t2, t3, t4, . . . , computing the

control actionu(t) = −Ky(ti) and updating the actuator at time instantst0 + ∆0, t1 + ∆1, t2 +

∆2, t3 +∆3, t4 +∆4, . . . , where∆i ≥ 0, for i = 0, 1, 2, . . . represents the actuation update delay,

which includes the time required to read the output from the sensor, compute the control action and

update the actuators. This means a sequence of measurementsy(t0), y(t1), y(t2), y(t3), y(t4), . . . ,

corresponds to a sequence of actuation updatesu(t0+∆0), u(t1+∆1), u(t2+∆2), u(t3+∆3), u(t4+

∆4), . . . . Thus between actuator updates, the control actionu(t) is held constant according to

u(t) = u(ti +∆i), t ∈ [ti +∆i, ti+1 +∆i+1), ∀i. (8)

Fig. 1: Implementation of the Feedback Control Action(we assume that the actuator and the controller are

collocated with the plant)

If we define the output novelty error at the sensor to be

ẽ(t) = y(t)− y(ti), t ∈ [ti, ti+1), ∀t ≥ 0, ∀i, (9)

and the output novelty error at the actuator to be

e(t) = y(t)− y(ti), t ∈ [ti +∆i, ti+1 +∆i+1), ∀t ≥ 0, ∀i, (10)
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then one can see that fort ∈ [ti, ti + ∆i), we havee(t) = y(t) − y(ti−1) and ẽ(t) = y(t) − y(ti);

for t ∈ [ti + ∆i, ti+1), we havee(t) = y(t) − y(ti) = ẽ(t); for t ∈ [ti+1, ti+1 + ∆i+1), we have

e(t) = y(t)− y(ti) while ẽ(t) = y(t)− y(ti+1).

Let’s first consider the case when there is no actuation update delay in the loop, in this case since

∆i = 0, ∀i, we have

e(t) = ẽ(t) = y(t)− y(ti), t ∈ [ti, ti+1), ∀i. (11)

Since the control systemH is passive, based on (5),(7),(11), we can obtain

V̇ (x) ≤ u(t)T y(t) = −K(y(t)− e(t))T y(t)

= −Ky(t)T y(t) +Ke(t)T y(t)

≤ K‖e(t)‖2‖y(t)‖2 −K‖y(t)‖22, t ∈ [ti, ti+1), ∀i.

(12)

So if ‖e(t)‖2 ≤ ‖y(t)‖2, ∀t ≥ 0, we will haveV̇ (x) ≤ 0, ∀t ≥ 0, and stability of the origin follows

from LaSalle’s invariance principle[12] and the assumption that systemH is ZSD[2].

The above discussion gives us an idea as to when the new sampled output informationy(ti) should

be sent to the actuator at timeti for an output feedback control action update when there is no

actuation delay in the loop. If we denote a new sampled information update as anevent, we can see

that for the case when there is no network induced delay in theloop, the “event” time is implicitly

defined by the following event triggering condition

‖ẽ(t)‖2 = ‖y(t)‖2. (13)

The remaining of this paper addresses the following problems:

• Since the event times are implicitly defined by the triggering condition, can we guarantee that

they will not becomes arbitrarily close and result in an accumulation-point?

• In the absence of an accumulation-point, can we get an estimate of the time elapsed between

any two consecutive updates of the control action?

• If we consider the actuation update delay in the loop, can we get an estimate of the lower

bound of the admissible delay in addition to the estimate of the time elapsed between any two

consecutive updates of the control action?

• If the plant is not passive but output feedback passive with some negative constantρ, what could

be done?

IV. M AIN RESULTS

In this section, we present the main results of this paper which show that under certain conditions

between the output and the state of the system, our proposed event-triggering condition will assure

stability of the closed-loop system while avoiding zeno-sampling. Our results also consider nontrivial
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actuation update delays. The main results are stated in Theorem 1 which is followed by remarks to

show that the assumptions in Theorem 1 can be relaxed in some cases.

For notation convenience, we lete(t) denote the output novelty error at the actuator, and letẽ(t)

denote the output novelty error at the sensor, as we have mentioned before; letti denote theevent

time at which a new sampled output information is obtained by the sensor; let∆i denote the actuation

update delay for theith event; let[ti+1− ti] denote theith inter-event time; letL denote the Lipschitz

constant of functionf ; let ‖ · ‖2 denote the 2-norm of a vector.

Theorem 1.Consider the control systemH given by (1) and assume thatH is a passive system with

statex ∈ R
m, control inputu ∈ R

m and outputy ∈ R
m. Let the following assumptions be satisfied:

1) f : Rm × R
m → R

m is Lipschitz continuous on compacts;

2) h : Rm → R
m is Lipschitz continuous on compacts and it is also a static nonlinear function of

x, which belongs to a sector[α, β] such thatαxTx ≤ xTh(x) ≤ βxTx, whereα ∈ R, β ∈ R

and0 < αβ < ∞;

3) ‖∂h(x)
∂x

‖2 ≤ γ, where0 < γ < ∞;

4) systemH is ZSD.

Let S ⊆ R
m be any compact set containing the origin. Then for any initial condition isS, there exist

εi > 0 andη > 0, such that for∆i ∈ [0, εi] and with control actionu(t) = −Ky(ti)(K > 0), t ∈

[ti +∆i, ti+1 +∆i+1), the inter-event time[ti+1 − ti] implicitly decided by the triggering condition

‖ẽ(t)‖2 = σ̂‖y(ti)‖2, σ̂ ∈ (0, 0.5), ∀i,∀t ≥ 0 (14)

is lower bounded byη +∆i and the origin of systemH is asymptotically stable.

Fig. 2: Implementation of event-triggered real-time scheduling strategy(we assume that the actuator is collocated

with the controller)

Proof. The implementation of event-triggered real-time scheduling strategy proposed in Theorem 1

can be illustrated in Fig.2, where we have an “event-detector” located at the plant side to monitor

the output of the plant and determine when an “event” should be triggered, this could be done by
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sampling the output of the plant very fast and we need some sort of buffer to store the last and the

latest output information sent to the controller. When there is no actuation update delay in the loop,

the triggering condition is simply defined by (13); when there is non-trivial actuation update delay

in the loop, the triggering condition is defined by (14).

We will first examine the case when there is no actuation update delay in the loop(∆i = 0,∀i).

Since the output measurement errore(t) induced by the network at the actuator is defined in (10),

based on (12), if we can guarantee that‖e(t)‖2 ≤ ‖y(t)‖2, ∀t ≥ 0, then V̇ (x) ≤ 0, ∀t ≥ 0,

and stability of the origin follows by the assumption that systemH is ZSD, as we have discussed

before. Consider the triggering condition given by (13), ifthere is no actuation update delay in the

loop(∆i = 0,∀i), then as soon as the sensor gets the new sampled informationof the output at event

time ti, a new control actionu(ti) = −Ky(ti) is applied to the plant, ande(t) is reset to zero at

t = ti. In this case, sincee(t) is reset to zero at each event time,‖e(t)‖2 ≤ ‖y(t)‖2 is enforced

for ∀t ≥ 0, and thus we can conclude that the closed-loop system is asymptotically stable. We still

need to show that in this case, the inter-event time[ti+1 − ti] is lower bounded by a strictly positive

constant.

Let us look at the dynamics of‖e(t)‖2

‖y(t)‖2

for t ∈ [ti, ti+1),

d‖e‖2
dt‖y‖2

=
d(eT e)

1

2

dt(yT y)
1

2

=
(eT e)−

1

2 eT ė(yT y)
1

2 − (yT y)−
1

2 yT ẏ(eT e)
1

2

yT y

=
eT ė

‖e‖2‖y‖2
−

yT ẏ

‖y‖2‖y‖2

‖e‖2
‖y‖2

,

(15)

sincee(t) = y(t)− y(ti) andy(ti) is kept constant fort ∈ [ti, ti+1),∀i, we haveė(t) = ẏ(t), and we

can further get
d

dt

‖e‖2
‖y‖2

≤
‖e‖2‖ẏ‖2
‖e‖2‖y‖2

+
‖y‖2‖ẏ‖2‖e‖2
‖y‖2‖y‖2‖y‖2

= (1 +
‖e‖2
‖y‖2

)
‖ẏ‖2
‖y‖2

.

(16)

From Lipschitz continuity on compacts off(x, u) andh(x), we can conclude thatf
(

x,−K(y− e)
)

is also Lipschitz continuous on compacts, that is there exists a constantL such that

‖f(x,−K(y − e))‖2 ≤ L‖(x, (y − e))‖2 ≤ L‖x‖2 + L‖y − e‖2

≤ L‖x‖2 + L‖y‖2 + L‖e‖2,

(17)

thus

‖ẏ‖2 = ‖
∂h(x)

x
ẋ‖2 ≤ ‖

∂h(x)

x
‖2‖ẋ‖2

≤ γL
(

‖x‖2 + ‖y‖2 + ‖e‖2
)

.

(18)

Moreover, sincey = h(x) is static nonlinearity belongs to a sector[α, β] such thatαxTx ≤ xTh(x) ≤

βxTx, where0 < αβ < ∞, one can show that

‖x‖2 ≤ max{
1

|α|
,
1

|β|
}‖y‖2 = ζ‖y‖2, (19)
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so we can obtain
d

dt

‖e‖2
‖y‖2

≤
(

1 +
‖e‖2
‖y‖2

)‖ẏ‖2
‖y‖2

≤ γL
(

1 +
‖e‖2
‖y‖2

)(‖x‖2
‖y‖2

+
‖e‖2
‖y‖2

+ 1
)

≤ γL
(

1 +
‖e‖2
‖y‖2

)(

1 + ζ +
‖e‖2
‖y‖2

)

.

(20)

If we denote‖e‖2

‖y‖2

by p, then (20) can be rewritten as

ṗ ≤ γL(1 + p)(1 + ζ + p). (21)

Consider the differential equation given by

ξ̇ = γL(1 + ξ)(1 + ζ + ξ), (22)

and letξ(t, t0, ξ0) be the solution to (22) defined at timet with the initial conditionξ0. One can see

that for any initial conditionp0 = ξ0, we havep(t, t0, p0) ≤ ξ(t, t0, ξ0). Since the inter-event time

[ti+1− ti] is bounded by the time interval it takes forp to evolve from 0 to 1, we can get an estimate

of the lower bound of the inter-event time based on (22), which is obtained by the solutionτ ∈ R
+

of ξ(τ, t0, 0) = 1, and we get

τ =
1

γLζ
ln
(2 + 2ζ

2 + ζ

)

, (23)

one can see thatτ > 0 for any ζ > 0.

However, when the actuation update delay in the loop is nontrivial (∆i > 0,∀i), the control action

is actually updated at timeti +∆i,∀i, and notice that att = ti +∆i, e(t) = y(ti +∆i)− y(ti) 6= 0,

and ‖e(t)‖2 maybe not less than or equal to‖y(t)‖2 to enforceV̇ (x) ≤ 0, ∀t ≥ 0, so we need to

design the triggering condition carefully for this case. Since for t ∈ [ti +∆i, ti+1 +∆i+1), we have

‖e(t)‖2 = ‖y(t)− y(ti)‖2 ≥ ‖y(ti)‖2 − ‖y(t)‖2, (24)

so one could find that a sufficient condition for‖e(t)‖2 ≤ ‖y(t)‖2,∀t ≥ 0 is given by

‖e(t)‖2 ≤ 0.5‖y(ti)‖2, t ∈ [ti +∆i, ti+1 +∆i+1),∀i. (25)

For t ∈ [ti, ti +∆i), we havee(t) = y(t)− y(ti−1) and ẽ(t) = y(t)− y(ti), at t = ti +∆i, we have

e(t) = ẽ(t) = y(ti +∆i)− y(ti). At t = ti +∆i, we need

‖e(t)‖2 ≤ σ̃‖y(ti)‖2, σ̃ ∈ [0, 0.5) (26)

to enforce the stabilization condition (25).



9

Let’s examine the dynamics of‖ẽ(t)‖2 during the time[ti, ti +∆i), since

d

dt
‖ẽ(t)‖2 ≤ ‖ ˙̃e(t)‖2 = ‖ẏ(t)‖2 = ‖

∂y

∂x
ẋ‖2

≤ ‖
∂y

∂x
‖2‖ẋ‖2 ≤ γL

[

‖x(t)‖2 + ‖y(t)‖2 + ‖e(t)‖2]

≤ γL[(1 + ζ)‖y(t)‖2 + ‖e(t)‖2
]

= γL
[

(1 + ζ)‖ẽ(t) + y(ti)‖2 + ‖e(t)‖2
]

= γL
[

(1 + ζ)‖ẽ(t) + y(ti)‖2 + ‖ẽ(t) + y(ti)− y(ti−1)‖2
]

≤ γL
[

(2 + ζ)‖ẽ(t)‖2 + (1 + ζ)‖y(ti)‖2

+ ‖y(ti)− y(ti−1)‖2
]

,

(27)

so the evolution of‖ẽ(t)‖2 during the time[ti, ti +∆i) is bounded by the solution of

ξ̇(t) = γL
[

(2 + ζ)ξ(t) + (1 + ζ)‖y(ti)‖2 + ‖y(ti)− y(ti−1)‖2
]

, (28)

with initial condition ξ(t0) = 0. We could get an estimate of the time interval for‖ẽ(t)‖2 to evolve

from 0 to σ̃‖y(ti)‖2 based on (28), which is given by

ε−i =
1

(2 + ζ)γL
ln
[ (2 + ζ)σ̃

(1 + ζ) + ‖y(ti)−y(ti−1)‖2

‖y(ti)‖2

+ 1
]

. (29)

One should notice that if we choosẽσ ∈ [0, 0.5), then the stabilizing condition (25) is enforced,

which guarantees that‖e(t)‖2 ≤ ‖y(t)‖2, for t ∈ [ti, ti +∆i), and we can conclude that att = ti we

have‖e(ti)‖2 = ‖y(ti)− y(ti−1)‖2 ≤ ‖y(ti)‖2, thus we can further obtain

ε−i ≥
1

(2 + ζ)γL
ln(σ̃ + 1), (30)

and one can see thatε−i > 0 for any σ̃ > 0. So if the control action is applied to the plant at the

time t = ti+ ε−i , then we can guarantee that‖e(t)‖2 ≤ ‖y(t)‖2 at t = ti+ ε−i with ε−i given in (30).

For t ∈ [ti + ε−i , ti+1), we havee(t) = ẽ(t) = y(t)− y(ti), and

d

dt
‖e(t)‖2 ≤ ‖ė(t)‖2 = ‖ẏ(t)‖2 = ‖

∂y

∂x
ẋ‖

≤ ‖
∂y

∂x
‖2‖ẋ‖2 ≤ γL

[

‖x(t)‖2 + ‖y(t)‖2 + ‖e(t)‖2
]

≤ γL
[

(1 + ζ)‖y‖2 + ‖e‖2
]

≤ γL
[

(1 + ζ)‖e(t) + y(ti)‖2 + ‖e‖2
]

≤ γL
[

(2 + ζ)‖e(t)‖2 + (1 + ζ)‖y(ti)‖2
]

,

(31)

so the evolution of‖e(t)‖2 during [ti + ε−i , ti+1] is bounded by the solution of

ξ̇(t) = γL
[

(2 + ζ)ξ(t) + (1 + ζ)‖y(ti)‖2
]

, (32)
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with ξ(ti + ε−i ) = ‖y(ti + ε−i )− y(ti)‖2 = σ̃‖y(ti)‖2. Chooseσ̂ ∈ (σ̃, 0.5), then an estimate of the

time it takes for‖e(t)‖2 to evolve fromσ̃‖y(ti)‖2 to σ̂‖y(ti)‖2 is given by

η =
1

γL(2 + ζ)
ln
(

1+ζ
2+ζ

+ σ̂

1+ζ
2+ζ

+ σ̃

)

, (33)

and notice that for anŷσ > σ̃ > 0, we haveη > 0.

Assuming att = (ti+1 +∆i+1)
−, we have‖e(t)‖2 = 0.5‖y(ti)‖2, then we could get an estimate

of the time it takes for‖e(t)‖2 to evolve fromσ̂‖y(ti)‖2 to 0.5‖y(ti)‖2 based on (32) with initial

conditionξ(ti+1) = σ̂‖y(ti)‖2, and the estimate of the time interval is given by

ε+i =
1

γL(2 + ζ)
ln
(

1+ζ
2+ζ

+ 0.5

1+ζ
2+ζ

+ σ̂

)

. (34)

If ∆i ∈
[

0,min{ε−i , ε
+
i }

]

, then we can conclude that‖e(t)‖2 ≤ ‖y(t)‖2 is enforced for∀t ≥ 0, and

the inter-event time[ti+1 − ti] is lower bounded byτ = η +∆i. The proof is completed.�

Remark 2: From the above analysis, one can see that when there is no actuation update delay in

the loop, the inter-event time is lower bounded by (23), which is strictly positive; when there is

nontrivial actuation update delay in the loop, we use a more tight triggering condition (14); to assure

the stability of the closed-loop, the actuation update delay for each event should be properly bounded,

and one can see that a lower bound of the delay is related to twoevent-design parameters:σ̃ and

σ̂. A lower bound of the inter-event timeτ = η + ∆i is also directly related to these two design

parameters.�

Remark 3: For linear systems, consider a linear passive system given by:

H :











ẋ = Ax+Bu

y = Cx

(35)

then we have

‖ẏ‖2 = ‖Cẋ‖2 = ‖C(Ax+Bu)‖2

= ‖CAx− CBK(y − e)‖2 = ‖CAx− CBKy + CBKe‖2,

(36)

⇒
‖ẏ‖2
‖y‖2

=
‖CAx− CBKy + CBKe‖2

‖y‖2

≤
‖CAx‖2
‖y‖2

+
‖CBKy‖2

‖y‖2
+

‖CBKe‖2
‖y‖2

≤
‖CAx‖2
‖y‖2

+
‖CBK‖2‖y‖2

‖y‖2
+

‖CBK‖2‖e‖2
‖y‖2

,

(37)

since ‖CAx‖2

‖y‖2

=
(

xTATCTCAx
xTCTCx

)
1

2 , if
(

xTATCTCAx
xTCTCx

)
1

2 is well bounded, such that

(xTATCTCAx

xTCTCx

)
1

2 ≤ α (38)
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where0 < α < ∞, then we have

‖ẏ‖2
‖y‖2

≤ α+
‖CBK‖2‖y‖2

‖y‖2
+

‖CBK‖2‖e‖2
‖y‖2

≤ ‖C‖2‖BK‖2
( α

‖C‖2‖BK‖2
+ 1 +

‖e‖2
‖y‖2

)

,

(39)

in view of (16), we can get

d

dt

‖e‖2
‖y‖2

≤
(

1 +
‖e‖2
‖y‖2

)‖ẏ‖2
‖y‖2

≤ ‖C‖2‖BK‖2
(

1 +
‖e‖2
‖y‖2

)(

1 +
α

‖C‖2‖BK‖2
+

‖e‖2
‖y‖2

)

.

(40)

So when there is no actuation update delay in the loop, the evolution of ‖e‖2

‖y‖2

is bounded by (40),

and one can show that the inter-event time is strictly positive in this case. We can further get a lower

bound of the inter-event time when there is nontrivial actuation update delay in the loop by following

the similar analysis as shown in the proof of Theorem 1.�

Remark 4: It can be shown that similar event-triggering approach can be applied to stabilization of

output feedback passive systems. Consider an OFP(−|ρ|) systemH with storage functionV (x), the

following dissipative equality is satisfied:

V̇ (x) ≤ uT y − ρyT y, ρ < 0, (41)

notice thatρ is the smallest constant such that (41) is satisfied. In this case,H is non-passive and

unstable. By applying negative output feedbacku = −Ky, whereK > −ρI > 0, we can directly

stabilize the systemH if it is ZSD. And one can show that the stabilization condition in this case is

given by:

‖e(t)‖2 ≤ ‖K−1(K − |ρ|I)‖2‖y(t)‖2, ∀t ≥ 0, (42)

and based on this one can derive the triggering condition andthe rest of the analysis should be the

same as shown in the proof of Theorem 1.�

Remark 5: One may remark that assumptions 1) and 2) in Theorem 1 are conservative, and by

assuming that the output of systemH belongs to a bounded sector of the state, we restrict the output

to have the same dimension as the state. However, in many cases, those assumptions can be relaxed

as long as

‖ẏ‖2
‖y‖2

≤ C1(C2 +
‖e‖2
‖y‖2

) (43)

is satisfied for some constantC1, C2, where0 < C1 < ∞ and0 ≤ C2 < ∞, and one can check how

this works from the examples provided in the next section.�
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V. EXAMPLE

In this section, instead of coming up with examples to verifyour main results shown in Theorem

1, we would like to show two examples based on our discussionsprovided in Remark 3-Remark 5.

Example 1. Consider the linear passive system given by

ẋ1(t) = −5x1(t)− x2(t)

ẋ2(t) = −x2(t) + u(t)

y(t) = x2(t),

(44)

we can see that the system is stable and ZSD. With

A =





−5 −1

0 −1



 , B =





0

1



 , C =
[

0 1
]

, (45)

we can see that‖CAx‖2

‖y‖2

=
(

xTATCTCAx
xTCTCx

)
1

2 = 1. So if we choose K=0.2, based on the discussion

shown in Remark 3 and assume that there is no actuation updatedelay in the loop, we can obtain

d

dt

‖e(t)‖2
‖y(t)‖2

≤
(

1 +
‖e‖2
‖y‖2

)‖ẏ‖2
‖y‖2

≤ ‖C‖2‖BK‖2
(

1 +
‖e‖2
‖y‖2

)(

1 +
1

‖C‖2‖BK‖2
+

‖e‖2
‖y‖2

)

= 0.2
(

1 +
‖e‖2
‖y‖2

)(

6 +
‖e‖2
‖y‖2

)

,

(46)

so we could get an estimate of the lower bound of the inter-event time τ , and in this case we have

τ ≥ 0.5390s. Notice that in this example, the output dose not belong to a bounded sector of the full

state, but it belongs to a bounded sector of the observable statex2, and the unobservable statex1 is

ZSD. The simulation results is shown in Fig.3, whereσ(t) shows the evolution of‖e(t)‖2

‖y(t)‖2

, [tik+1− tik]

shows the evolution of the inter-event time, and we can see that whenever the triggering condition

is satisfied (whenσ(t) = 1, depicted by the dashed red line), a new event is generated (marked by

a dot, with x-axis showing the event timetik and with y-axis showing the time interval from the last

event time). The inter-event time is larger than 0.5390s andthe system is asymptotically stable.

For the case when there is actuation update delay in the loop,we use the more conservative

triggering condition‖e(t)‖2 = σ̂‖y(ti)‖2, t ∈ [ti + ∆i, ti+1 + ∆i+1], where we havêσ ∈ (0, 0.5)

. The bound on the actuation update delay and the bound on the inter-event time are depended on

two event design parametersσ̂ and σ̃, as we have discussed in Remark 2. For this case, if we choose

σ̃ = 0.05 and σ̂ = 0.48, one can show that a tight bound on the actuation update delayis 0.0118s,

and the inter-event time is lower bounded by 0.3075s. We get the simulation results shown in Fig.4,

whereσd(t) shows the evolution of‖e(t)‖2

‖y(ti)‖2

. One can see that the actual inter-event time is larger

than 0.3075s.
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Fig. 3: simulation result of Example 1 with no actuation update delay
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Fig. 4: simulation result of Example 1 with nontrivial actuation update delay

Example 2.Consider the output feedback passive system given by

ẋ1(t) = −3x31(t) + x1(t)x2(t)

ẋ2(t) = 3x2(t) + 2u(t)

y(t) = x2(t),

(47)

we can see that the system is ZSD but unstable. If we choose thestorage functionV (x) = 1
4x

2
2(t),

we can get

V̇ (x) = u(t)y(t) + 1.5y2(t), (48)

and in this caseρ = −1.5. Since the outputy = h(x) is only a linear function ofx2, so y does not
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belong to a bounded sector of the full state. However, we have

‖ẏ‖2
‖y‖2

=
‖ẋ2‖2
‖y‖2

=
‖3x2 − 3K(y − e)‖2

‖y‖2

≤ 3
‖x2‖2
‖y‖2

+ 3K + 3K
‖e‖2
‖y‖2

= 3 + 3K + 3K
‖e‖2
‖y‖2

,

(49)

so for no actuation update delay case, we can still bound‖e‖2

‖y‖2

by

d

dt

‖e‖2
‖y‖2

≤
(

1 +
‖e‖2
‖y‖2

)‖ẏ‖2
‖y‖2

≤
(

1 +
‖e‖2
‖y‖2

)(

3 + 3K + 3K
‖e‖2
‖y‖2

)

≤ 3K
(

1 +
‖e‖2
‖y‖2

)(

1 +
1

K
+

‖e‖2
‖y‖2

)

.

(50)

According to Remark 4, we need to chooseK > −ρ > 0 as the stabilization feedback gain. If we

chooseK = 3, then the triggering condition becomes‖e(t)‖2 = K−1(K−|ρ|)‖y(t)‖2 = 0.5‖y(t)‖2,

and one can show that the inter-event time is lower bounded by0.08s. The simulation result is shown

in Fig.5. We also did simulation for the nontrivial actuation update delay case, where we choose

σ̂ = 0.05 and σ̃ = 0.3233, and the simulation results is shown in Fig.6.
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Fig. 5: simulation result of Example 2 with no actuation update delay

VI. CONCLUSION

In this paper, we proposed a very simple event-triggered control strategy for stabilization of

passive/output feedback passive systems. We take explicitly into account the actuation update delay

of the control action and show that the proposed scheduling strategy guarantees that the closed-

loop system is asymptotically stable. Lower bound of the inter-sampling time under the proposed

scheduling strategy is analyzed in detail.
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Fig. 6: simulation result of Example 2 with nontrivial actuation update delay
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