
ISIS Technical Report: Self-Triggered Real-Time Output Feedback Control

Strategy For Stabilization of Passive and Output Feedback Passive Systems

Technical Report of the ISIS Group

at the University of Notre Dame

isis-2010-002

October, 2010

Han Yu and Panos J. Antsaklis

Department of Electrical Engineering

University of Notre Dame

Notre Dame, IN 46556

Interdisciplinary Studies in Intelligent Systems



1

ISIS Technical Report: Self-Triggered Real-Time Output Feedback Control

Strategy For Stabilization of Passive and Output Feedback Passive Systems

Han Yu and Panos J. Antsaklis

Department of Electrical Engineering

University of Notre Dame

Notre Dame, IN 46556

e-mail: hyu@nd.edu

Abstract

In this paper, we propose a robust self-triggered real-timescheduling strategy for stabilization

of passive or output feedback passive systems under unstructured uncertainties and in the presence

of non-trivial actuation update delays. We assume that the unstructured uncertainty is aL2 stable

dynamic system in a feedback or feedforward interconnection with the model of the plant, we took

the structure uncertainty into account to design the outputfeedback controller and we derived the self-

triggered real-time scheduling strategy for both cases. Stability and expected inter-sampling time of

the system under the proposed scheduling strategy is analyzed in detail. Simulations are also provided

to validate these results.

I. INTRODUCTION

In traditional implementations of the control tasks, one first designs the controllers under the

assumption of no-delayed actuation updates and then determines the maximum admissible interval

between two consecutive actuation updates. However, the control strategy obtained based on this

approach is conservative in the sense that resource usage(i.e., sampling rate, CPU time) is more

frequent than necessary to assure a specified performance level, since stability is guaranteed under

sufficiently fast periodic execution of control action. To overcome the drawback of periodic paradigm,

several researchers suggested the idea of event-based control, although the heterogeneous termi-

nology refers to the triggering mechanism as event-based-sampling[10], event-driven sampling[11],

Lebesgue sampling[4], deadband control[12], level-crossing sampling[13], state-triggered sampling[6]

with slightly different meaning, all refer to the situationwhere the control signals are kept constant

until the violation of a condition on certain signals of the plant triggers the re-computation of the

control signals. One should be aware that event-triggered technique reduces resource usage while

providing a high degree of robustness, since embedded hardware is used to monitor the state of the

plant and examine the triggering conditions continuously.
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Self-triggered real-time scheduling strategy is studied in [5], [7],[8], [9]. It takes the advantage

of the event-triggered technique without resorting to extra hardware. The key idea of self-triggered

control is to compute the next instants of time at which the control action is to be recomputed based

on the current or the last state’ measurements of the plant. Afirst attempt to explore self-triggered

paradigm for linear systems was developed in [5], by discretizing the plant, and in [8] for linear full-

state informationH∞ controllers. A study on self-triggered scheduling for nonlinear dynamic systems

is shown in [7] and [9], where a simple self-triggering condition based on the norm of the current

states is proposed by exploiting the properties of the trajectories of homogeneous control systems.

However, most of these results on self-triggered control assume that the feedback law provides input-

to-state stability(ISS) in the sense of [15] with respect tomeasurement errors which is quite restrictive

in general, although some results on designing such controllaws are available [16]-[19].

The key complications in applying self-triggered control to the nonlinear context are that the

propagation of the measurement error is not as straightforward to characterize and that a suitable

form of robustness with respect to this error is needed from the controller. In this paper, we propose

a robust self-triggered real-time scheduling strategy forstabilization of passive/output feedback passive

systems. We treat the structure uncertainty as aL2 stable dynamic system in a feedback/feedforward

interconnection with the model of the plant and we derived the self-triggered real-time scheduling

strategies for both cases. We have also taken non-trivial actuation update delays into consideration.

The inter-sampling time under the proposed scheduling strategy is shown to be strictly positive based

on the analysis shown in this paper.

The rest of this paper is organized as follows. We first introduce some background on passive/output

feedback passive systems in section II; the problem statement is made in section III; the self-triggered

scheduling strategy when the uncertainty is in a feedback interconnection with the model of the plant

is proposed in section IV.A and in section IV.B we proposed a self-triggered scheduling strategy

when the uncertainty is in a feed-forward interconnection with the model of the plant; examples are

provided in section V; finally, conclusion is made in sectionVI.

II. N OTATION AND BACKGROUND MATERIAL

We first introduce some basic concepts on passive systems andoutput feedback passive systems.

Consider the following control system, which could be linear or nonlinear:

H :











ẋ = f(x, u)

y = h(x, u)

(1)

wherex ∈ X ⊂ R
n, u ∈ U ⊂ R

m and y ∈ Y ⊂ R
m are the state, input and output variables,

respectively, andX, U andY are the state, input and output spaces, respectively. The representation

x(t) = φ(t, t0, x0, u) is used to denote the state at timet reached from the initial statex0 at t0.
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Definition 1(Supply Rate)[1]: The supply rateω(t) = ω(u(t), y(t)) is a real valued function defined

on U × Y , such that for anyu(t) ∈ U andx0 ∈ X andy(t) = h(φ(t, t0, x0, u)), ω(t) satisfies

∫ t1

t0

|ω(τ)|dτ < ∞. (2)

Definition 2(Dissipative System)[1]: SystemH with supply rateω(t) is said to bedissipative if

there exists a nonnegative real functionV (x) : X → R
+, called the storage function, such that, for

all t1 ≥ t0 ≥ 0, x0 ∈ X andu ∈ U ,

V (x1)− V (x0) ≤

∫ t1

t0

ω(τ)dτ, (3)

wherex1 = φ(t1, t0, x0, u) andR+ is a set of nonnegative real numbers.

Definition 3(Passive System)[1]:SystemH is said to bepassiveif there exists a storage function

V (x) ≥ 0 such that

V (x1)− V (x0) ≤

∫ t1

t0

u(τ)T y(τ)dτ, (4)

if V (x) is C1, then we have

V̇ (x) ≤ u(t)T y(t), ∀t ≥ 0. (5)

One can see that passive system is a special case of dissipative system with supply rateω(t) =

u(t)T y(t).

Definition 4(Output Feedback Passive System)[2]:SystemH is said to beOutput Feedback

Passive(OFP) if it is dissipative with respect to the supply rate

ω(u, y) = uT y − ρyT y, (6)

for someρ ∈ R.

Remark 1: Note that ifρ > 0, thenH is strictly output passive[2], andH is said to have excessive

output feedback passivity ofρ, we denote it as OFP(ρ); if ρ < 0, H is said to lack output feedback

passivity, and we denote it as OFP(−|ρ|). One can verify that a OFP(−|ρ|) system can be rendered

passive by a negative feedback|ρ|I. And clearly, if a system is OFP(ρ), then it is also OFP(ρ− ε),

∀ε > 0. �

Definition 5[2]: Consider the systemH with zero input, that isẋ = f(x, 0), y = h(x, 0), and let

Z ⊂ R
n be its largest positively invariant set contained in{x ∈ R

n|y = h(x, 0) = 0}. We sayH is

Zero-State Detectable(ZSD) if x = 0 is asymptotically stable conditionally toZ. If Z = {0}, we

say thatH is Zero-State Observable(ZSO).
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III. PROBLEM STATEMENT

We first consider a passive control systemH as given in (1), we know that ifH is zero-state

detectable(ZSD), then under the feedback control law

u(t) = −Ky(t) (7)

whereK > 0 could be a scalar or anm×m positive definite matrix, the origin ofH is asymptotically

stable. For the rest of the paper, we will assume thatK > 0 is a scalar for simplicity.

In real time, the implementation of the output feedback control law (7) on an embedded processor is

typically done by sampling the output at time instantst0, t1, t2, t3, t4, . . . , updating the actuator at

time instantst0+∆0, t1+∆1, t2+∆2, t3+∆3, t4+∆4, . . . , where∆i, i = 0, 1, 2, . . . represents

the time required to read the output from the sensor, computethe control action and update the

actuators. Between actuator updates, the control lawu(t) is held constant according to

u(t) = −Ky(ti), t ∈ [ti +∆i, ti+1 +∆i+1). (8)

The implementation of the control action for sensor-actuator network is shown in Fig.1.

Fig. 1: Implementation of the Feedback Control Action (we assume that the actuator and the controller are

collocated with the controller)

If we define the output novelty error induced by the network atthe actuator to be

e(t) = y(t)− y(ti), t ∈ [ti +∆i, ti+1 +∆i+1), ∀t ≥ 0, ∀i, (9)

since systemH is passive, based on (5), (8) and (9) we can obtain

V̇ (x) ≤ u(t)T y(t) = −K(y(t)− e(t))T y(t)

= −Ky(t)T y(t) +Ke(t)T y(t)

≤ K‖e(t)‖2‖y(t)‖2 −K‖y(t)‖22, t ∈ [ti +∆i, ti+1 +∆i+1), ∀i.

(10)

So if ‖e(t)‖2 ≤ ‖y(t)‖2, ∀t ≥ 0, we will haveV̇ (x) ≤ 0, ∀t ≥ 0, and stability of the origin follows

from LaSalle’s invariance principle [14] and the assumption that systemH is ZSD.
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If we denote “sampling” asevent in the loop, the above discussion gives us an idea on when a

new sampled output informationy(ti) should be obtained for re-computation of the control action:

i.e., for the case when there is no network induced delay in the loop(∆i = 0,∀i), the event time is

implicitly defined by the following event triggering condition

‖e(t)‖2 = ‖y(t)‖2. (11)

So when the triggering condition (11) is satisfied at timeti, we need to get a sampled information of

the output, a new control actionu(ti) = −Ky(ti) needs to be generated and applied to the plant, then

e(t) is reset to zero (sincee(ti) = y(ti)−y(ti) = 0), and the stabilization condition‖e(t)‖2 ≤ ‖y(t)‖2

is enforced again.

For event-triggered control, since the event-time is determined by the triggering condition, we

need some sort of “event-detector”(an embedded hardware) to detect when the triggering condition

is satisfied to schedule control task. Self-triggered control was introduced to take the advantage of

the event-triggered technique without resorting to extra hardware. It does not require a dedicated

hardware to monitor the state of the plant and examine when the triggering condition is satisfied,

but it needs some information of the latest sampled information of the plant for scheduling of the

stabilization control tasks. For self-triggered control,the intervals of time in which no attention is

devoted to the plant pose a concern regarding the robustnessof the closed-loop system. The main

result of this paper is trying to address robustness issue ofself-triggered control with respect to model

structural uncertainty. We propose a robust self-triggered real-time scheduling strategy for stabilization

of passive/output feedback systems, and a rigorous examination on the estimated lower bounds of the

inter-sampling time and the admissible actuation update delay is provided.

IV. M AIN RESULTS

In this section, we present the main results of this paper which show that under certain conditions

between the output and the state of the system, our proposed self-triggered scheduling strategy will

guarantee stability of the closed-loop system and the time interval between any two consecutive

actuation updates will be strictly positive. Our results also considered nontrivial actuation update

delays. The main results address two cases: we first present the results when the model of the plant

is subject toOutput Feedback Uncertainty; then we present the results when the model of the plant

is subject toInput Feed-forward Uncertainty. The main results have been stated in Theorem 1 and

Theorem 2 respectively followed by discussions to show thatthe assumptions claimed in these two

theorems can be relaxed in some scenarios.

For notation convenience, we lete(t) denote the output novelty error induced by the network at the

actuator, and let̃e(t) denote the output novelty error at the sensor. One should notice that when there
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is no actuation update delay,ẽ(t) = e(t), ∀t ≥ 0; when the actuation update delay is nontrivial, then

for t ∈ [ti, ti +∆i), we havee(t) = y(t) − y(ti−1) and ẽ(t) = y(t) − y(ti); for t ∈ [ti +∆i, ti+1),

we havee(t) = y(t) − y(ti) = ẽ(t); for t ∈ [ti+1, ti+1 +∆i+1), we havee(t) = y(t) − y(ti) while

ẽ(t) = y(t) − y(ti+1). Let ti denote theith event time at which a new sampled output information

is obtained by the sensor; let∆i denote the actuation update delay for theith event; let[ti+1 − ti]

denote theith inter-sampling time; letL denote the Lipschitz constant of functionf ; let ‖ · ‖2 denote

the 2-norm of a vector.

A. Self-Triggered Real-Time Scheduling In Presence Of Output Feedback Uncertainty

Theorem 1.Consider the control system as shown in Fig.2, where the plant model is given by

Σo :











ẋ = f(x, u)

y = h(x)

(12)

with x ∈ R
n is the state,u ∈ R

n is the control input andy ∈ R
n is the output,Σo is a ZSD passive

system. The model uncertainty is given by

Σ∆ :











˙̃x = f̃(x̃, ũ)

ỹ = h̃(x̃),

(13)

and we assume that the model uncertainty is aL2 stable dynamic system with finiteL2 gainΓ > 0.

Fig. 2: Output Feedback Uncertainty

Let the following conditions be satisfied

1) f : Rn × R
n → R

n is Lipschitz continuous on compacts;

2) h : Rn → R
n is Lipschitz continuous on compacts and it is also a static nonlinear function of

x, which belongs to a sector[α, β] such thatαxTx ≤ xTh(x) ≤ βxTx, whereα ∈ R, β ∈ R

andαβ > 0;
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3) h̃ : Rp → R
q is Lipschitz continuous on compacts;

4) ‖∂h(x)
∂x

‖2 ≤ γ, where0 < γ < ∞;

5) β̃ũT ũ ≤ ũT ỹ ≤ α̃ũT ũ, where−∞ < β̃ < 0 < α̃ < ∞;

if we chooseK > −β̃, then under the following scheduling strategy, the passivesystem under the

control action (8), is asymptotically stable:

• t0 = t0 +∆0;

• t1 = t0 + τ0, τ0 = 1
γL(2+ζ+Γ) ln

(

1 + 2+ζ+Γ
1+ζ+Γ σ̂

)

;

• ti+1 = ti +∆i + τ , i = 1, 2, . . .;

whereζ = max{ 1
|α| ,

1
|β|}; σ̃, σ̂ are design parameters such that0 < σ̃ < σ̂ < K+β̃

2K+β̃
;

τ =
1

γL(2 + ζ + Γ)
ln
(

1+ζ+Γ
2+ζ+Γ + σ̂

1+ζ+Γ
2+ζ+Γ + σ̃

)

; (14)

∆i is the actuation update delay which is given by

∆i = min
[

ε−i , ε
+
i

]

, (15)

where

ε−i =
1

γL(2 + ζ + Γ)
ln
( (2 + ζ + Γ)σ̃‖y(ti)‖2
(1 + ζ + Γ)‖y(ti)‖2 + ‖y(ti)− y(ti−1)‖2

+ 1
)

(16)

and

ε+i =
1

γL(2 + ζ + Γ)
ln
(

K+β̃

2K+β̃
+ 1+ζ+Γ

2+ζ+Γ

σ̂ + 1+ζ+Γ
2+ζ+Γ

)

. (17)

Proof. Since the model of the plantΣo is passive, we havėV (x) ≤ uT y, and fort ∈ [ti +∆i, ti+1 +

∆i+1), we haveu(t) = −Ky(ti)− ỹ(t), so we can obtain

V̇ (x) ≤ [−Ky(ti)− ỹ(t)]T y(t) = −Ky(ti)
T y(t)− ỹ(t)T y(t)

= −K[y(t)− e(t)]T y(t)− ỹ(t)T y(t)

= −Ky(t)Ty(t) +Ke(t)T y(t)− ỹ(t)T y(t),

(18)

then we can get

V̇ (x) ≤ −K‖y‖22 +K‖e‖2‖y‖2 − ỹT y

≤ −K‖y‖22 +K‖e‖2‖y‖2 − β̃‖y‖22

= −(K + β̃)‖y‖22 +K‖e‖2‖y‖2.

(19)

So, if K > −β̃, and ‖e‖2 ≤ K+β̃
K

‖y‖2 for t ∈ [ti + ∆i, ti+1 + ∆i+1], ∀i, then we will have

V̇ (x) ≤ 0, ∀t ≥ 0, and the closed-loop system is asymptotically stable sinceΣo is ZSD. Moreover,

sincee(t) = y(t) − y(ti) for t ∈ [ti + ∆i, ti+1 + ∆i+1], we have‖e‖2 ≥ ‖y(ti)‖2 − ‖y‖2, and we

can obtain a sufficient condition for‖e‖2 ≤
K+β̃
K

‖y‖2 to hold which is given by

‖e‖2 ≤
K + β̃

2K + β̃
‖y(ti)‖2, for t ∈ [ti +∆i, ti+1 +∆i+1]. (20)
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For t ∈ [ti, ti +∆i), we havee(t) = y(t)− y(ti−1) and ẽ(t) = y(t)− y(ti), so we can obtain

d

dt
‖ẽ(t)‖2 ≤ ‖ ˙̃e(t)‖2 = ‖ẏ(t)‖2 = ‖

∂y

∂x
ẋ‖2 ≤ ‖

∂y

∂x
‖2‖ẋ‖2

≤ γ‖f(x, u)‖2 = γ‖f(x,−Ky(ti−1)− ỹ)‖2

= γ‖f(x,−K(y − e)− ỹ)‖2

≤ γL
[

‖x‖2 + ‖y‖2 + ‖e‖2 + ‖ỹ‖2
]

≤ γL
[

ζ‖y‖2 + ‖y‖2 + ‖ẽ+ y(ti)− y(ti−1)‖2 + Γ‖y‖2
]

= γL
[

(1 + ζ + Γ)‖y‖2 + ‖ẽ+ y(ti)− y(ti−1)‖2
]

= γL
[

(1 + ζ + Γ)‖ẽ+ y(ti)‖2 + ‖ẽ+ y(ti)− y(ti−1)‖2
]

≤ γL(2 + ζ + Γ)‖ẽ‖2 + γL(1 + ζ + Γ)‖y(ti)‖2

+ γL‖y(ti)− y(ti−1)‖2,

(21)

whereζ = max{ 1
|α| ,

1
|β|}. So the evolution of‖ẽ(t)‖2 during the time[ti, ti +∆i) is bounded by the

solution of

φ̇(t) = C1φ(t) + C2, (22)

whereC1 = γL(2 + ζ +Γ) andC2 = γL(1 + ζ +Γ)‖y(ti)‖2 + γL‖y(ti)− y(ti−1)‖2. With φ(ti) =

y(ti)− y(ti) = 0, the solution to (22) fort ∈ [ti, ti +∆i) is given by

φ(t) =
C2

C1

[

eC1(t−ti) − 1
]

. (23)

So if we choose0 < σ̃ < K+β̃

2K+β̃
, and letφ(ti + ∆i) = σ̃‖y(ti)‖2, we can get an estimate of∆i, if

we denote it byε−i , thenε−i is given by

ε−i =
1

C1
ln
[

1 +
C1σ̃‖y(ti)‖2

C2

]

. (24)

Assume that the actuator updates the control action att = ti +∆i, and choosêσ such that0 < σ̃ <

σ̂ < K+β̃

2K+β̃
, then for t ∈ [ti +∆i, ti+1), we have

e(t) = ẽ(t) = y(t)− y(ti), (25)
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and we can obtain
d

dt
‖e(t)‖2 ≤ ‖ė(t)‖2 = ‖ẏ(t)‖2 = ‖

∂y

∂x
ẋ‖2

≤ ‖
∂y

∂x
‖2‖ẋ‖2 ≤ γ‖f(x,−K(y − e)− ỹ)‖2

≤ γL
[

‖x‖2 + ‖y‖2 + ‖e‖2 + ‖ỹ‖2
]

≤ γL
[

ζ‖y‖2 + ‖y‖2 + ‖e‖2 + Γ‖y‖2
]

= γL
[

(1 + ζ + Γ)‖y‖2 + ‖e‖2
]

= γL
[

(1 + ζ + Γ)‖e+ y(ti)‖2 + ‖e‖2
]

≤ γL(2 + ζ + Γ)‖e‖2 + γL(1 + ζ + Γ)‖y(ti)‖2,

(26)

so the evolution of‖e(t)‖2 during [ti +∆i, ti+1) is bounded by the solution of

φ̇(t) = γL(2 + ζ + Γ)φ(t) + γL(1 + ζ + Γ)‖y(ti)‖2, (27)

with φ(ti +∆i) = ‖y(ti +∆i)− y(ti)‖2 = σ̃‖y(ti)‖2, we can get the solution to (27) which is given

by

φ(t) =
(C3

C1
+ σ̃‖y(ti)‖2

)

eC1(t−ti−∆i) −
C3

C1
, (28)

whereC3 = γL(1 + ζ + Γ)‖y(ti)‖2.

Assume that att = ti+1, we have‖e(t)‖2 = σ̂‖y(ti)‖2, then an estimate of the time it takes for
‖e(t)‖2

‖y(ti)‖2
to evolve fromσ̃ to σ̂ is given by

τ =
1

γL(2 + ζ + Γ)
ln
(
σ̂ + 1+ζ+Γ

2+ζ+Γ

σ̃ + 1+ζ+Γ
2+ζ+Γ

)

(29)

and notice that for anŷσ > σ̃ > 0, we haveτ > 0.

Next, assume that att = ti+1+∆i+1, we have‖e(t)‖2 = K+β̃

2K+β̃
‖y(ti)‖2. Sincee(t) = y(t)− y(ti)

for t ∈ [ti+1, ti+1+∆i+1), we can still get an estimate of the time it takes for‖e(t)‖2

‖y(ti)‖2
to evolve from

σ̂ to K+β̃

2K+β̃
based on (27). If we denote it byε+i , then we can obtain

ε+i =
1

γL(2 + ζ + Γ)
ln
(

K+β̃

2K+β̃
+ 1+ζ+Γ

2+ζ+Γ

σ̂ + 1+ζ+Γ
2+ζ+Γ

)

. (30)

Now we could give a tight lower bound of∆i which is given by

∆i = min[ε−i , ε
+
i ], (31)

and the corresponding estimate of the time for the sensor to get the next new measurement is given

by

ti+1 = ti +∆i + τ. (32)

Since we choose0 < σ̃ < σ̂ < K+β̃

2K+β̃
, for t ∈ [ti + ∆i, ti+1 + ∆i+1],∀i, we can guarantee that

‖e(t)‖2 ≤ K+β̃
K

‖y(t)‖2,∀t ≥ 0(which also indicates that∆i is strictly positive, sinceε+i > 0,
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and at t = ti, we have‖e(ti)‖2 = ‖y(ti) − y(ti−1)‖2 ≤ K+β̃
K

‖y(ti)‖2, one can conclude that

ε−i ≥ 1
C1

ln
[

1 + (2+ζ+Γ)σ̃

(1+ζ+Γ)+ γL(K+β̃)

K

]

> 0), thus V̇ (x) ≤ 0,∀t ≥ 0. SinceΣo is ZSD, the closed-loop

system under the proposed self-triggered scheduling strategy is asymptotically stable.�

Remark 2: For linear passive system, consider the model of the plant given byΣo

Σo :











ẋ = Ax+Bu

y = Cx,

(33)

and the feedback uncertainty given byΣ∆

Σ∆ :











˙̃x = Ãx̃+ B̃ũ

ỹ = C̃x̃.

(34)

We assume thatΣ∆ is aL2 stable system with finiteL2 gainΓ > 0. For t ∈ [ti, ti +∆i), we have

e(t) = y(t)− y(ti−1) and ẽ(t) = y(t)− y(ti), so we can obtain

d

dt
‖ẽ(t)‖2 ≤ ‖ ˙̃e(t)‖2 = ‖ẏ(t)‖2 = ‖

∂y

∂x
ẋ‖2 = ‖Cẋ‖2

= ‖CAx+ CBu‖2 ≤ ‖CAx‖2 + ‖CBu‖2,

(35)

if ‖CAx‖2

‖y‖2
= (xTATCTCAx)

1
2

(xTCTCx)
1
2

≤ ζ, where0 < ζ < ∞, then we can get

d

dt
‖ẽ(t)‖2 ≤ ‖CAx‖2 + ‖CBu‖2 ≤ ζ‖y‖2 + ‖CBu‖2

= ζ‖ẽ+ y(ti)‖2 + ‖ − CB(Ky(ti−1) + ỹ)‖2

≤ ζ‖ẽ‖2 + ζ‖y(ti)‖2 + ‖CBKy(ti−1)‖2 + ‖CB‖2‖ỹ‖2

≤ ζ‖ẽ‖2 + ζ‖y(ti)‖2 + ‖CBKy(ti−1)‖2 + ‖CB‖2Γ‖y‖2

≤ (ζ + ‖CB‖2Γ)‖ẽ‖2 + (ζ + ‖CB‖2Γ)‖y(ti)‖2

+ ‖CBKy(ti−1)‖2,

(36)

so the evolution of‖ẽ(t)‖2 during the time[ti, ti +∆i) is bounded by the solution of

φ̇(t) = (ζ + ‖CB‖2Γ)φ(t) + ‖CBKy(ti−1)‖2 + (ζ + ‖CB‖2Γ)‖y(ti)‖2 (37)

with φ(t) = ‖y(ti)− y(ti)‖2 = 0, the solution to (37) fort ∈ [ti, ti +∆i) is given by

φ(t) =
C2

C1

[

eC1(t−ti) − 1
]

, (38)

whereC1 = ζ + ‖CB‖2Γ andC2 = ‖CBKy(ti−1)‖2 + (ζ + ‖CB‖2Γ)‖y(ti)‖2. So in this case,ε−i

is given by

ε−i =
1

C1
ln
[

1 +
C1σ̃‖y(ti)‖2

C2

]

. (39)
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For t ∈ [ti +∆i, ti+1 +∆i+1), we havee(t) = y(t)− y(ti), and we can obtain

d

dt
‖e‖2 ≤ ‖ė‖2 = ‖ẏ‖2 = ‖Cẋ‖2 ≤ ‖CAx‖2 + ‖CBu‖2

≤ ζ‖y‖2 + ‖ − CB(Ky(ti) + ỹ)‖2

(40)

and we can further get

d

dt
‖e‖2 ≤ ζ‖y‖2 + ‖CBKy(ti)‖2 + ‖CBỹ‖2

≤ (ζ + ‖CB‖2Γ)‖e‖2 + (ζ + ‖CB‖2Γ + ‖CBK‖2)‖y(ti)‖2,

(41)

so the evolution of‖e(t)‖2 during [ti +∆i, ti+1 +∆i+1) is bounded by the solution of

φ̇(t) = (ζ + ‖CB‖2Γ)φ(t) + (ζ + ‖CB‖2Γ + ‖CBK‖2)‖y(ti)‖2. (42)

Based on this, we can get

ε+i =
1

C1
ln
[

C3 + C1
K+β̃

2K+β̃
‖y(ti)‖2

C3 + C1σ̂‖y(ti)‖2

]

, (43)

where

C3 = (ζ + ‖CB‖2Γ + ‖CBK‖2)‖y(ti)‖2,

and

τ =
1

ζ + ‖CB‖2Γ
ln
[ζ + ‖CB‖2Γ + ‖CBK‖2 + (ζ + ‖CB‖2Γ)σ̂

ζ + ‖CB‖2Γ + ‖CBK‖2 + (ζ + ‖CB‖2Γ)σ̃

]

. (44)

�

Remark 3: If the model of the plant is OFP(-|ρ|) with ρ < 0, then we need chooseK more carefully.

Since fort ∈ [ti +∆i, ti+1 +∆i+1), we haveu = −Ky(ti)− ỹ, we can obtain

V̇ (x) ≤ uT y − ρyT y = [−Ky(ti)− ỹ]T y − ρyT y (45)

thus

V̇ (x) ≤ −KyT (ti)y − ỹT y − ρyT y = −K(y − e)T y − ỹT y − ρyT y

≤ −KyTy +KeT y − ỹT y − ρyT y

= −(K + ρ)yT y +KeT y − ỹT y

≤ −(K + ρ+ β̃)‖y‖22 +K‖e‖2‖y‖2.

(46)

So chooseK > 0 andK > −ρ− β̃, if ‖e‖2 ≤ K+ρ+β̃
K

‖y‖2 for t ∈ [ti +∆i, ti+1 +∆i+1], ∀i, then

V̇ (x) ≤ 0,∀t ≥ 0. One could show that a sufficient condition for‖e‖2 ≤ K+ρ+β̃
K

‖y‖2,∀t ≥ 0 is

given by

‖e‖2 ≤
K + ρ+ β̃

2K + ρ+ β̃
‖y(ti)‖2, for t ∈ [ti +∆i, ti+1 +∆i+1),∀i. (47)
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So in this case, the design parameterσ̃, σ̂ in the proposed self-triggered scheduling strategy in Theorem

1 should be properly chosen such that

0 < σ̃ < σ̂ <
K + ρ+ β̃

2K + ρ+ β̃
. (48)

�

Remark 4: One may remark that assumptions 1)-3) in Theorem 1 are very conservative, and by

assuming that the output of systemH belongs to a bounded sector of the state, we restrict the output

to have the same dimension as the state. However, this assumption can be relaxed as long as we can

get

‖ẏ‖2 ≤ p1‖y‖2 + p2‖e‖2 (49)

for some constant0 ≤ p1 < ∞ and0 < p2 < ∞, and similar self-triggered scheduling strategy can

be obtained. Also in this case, the outputy does not need to have the same dimension as the state

x. One could check the examples shown in Section V to see how it works.�

B. Self-Triggered Real-Time Scheduling In Presence Of Feed-forward Uncertainty

Theorem 2. Consider the control system as shown in Fig.3, where the plant model is given by

Σo :











ẋ = f(x, u)

y0 = h(x)

(50)

x ∈ R
n is the state,u ∈ R

n is the control input andy0 ∈ R
n is the output; we assumeΣo is passive

and ZSD.

The plant model is subject to feed-forward model uncertainty given by

Σ∆ :











˙̃x = f̃(x̃, ũ)

ỹ = h̃(x̃),

(51)

wherex̃ ∈ R
n is the state,̃u ∈ R

n is the control input and̃y ∈ R
n is the output. We assumeΣ∆ is

a L2 stable dynamic system with finiteL2 gainΓ > 0.

Let the following conditions be satisfied:

1) f : Rn × R
n → R

n and f̃ : Rn ×R
n → R

n are Lipschitz continuous on compacts;

2) h : Rn → R
n is Lipschitz continuous on compacts and it is also a static nonlinear function ofx,

which belongs to a sector[βo, αo] such thatβoxTx ≤ xTh(x) ≤ αox
Tx, where0 < αoβo < ∞;

3) h̃ : Rn → R
n is Lipschitz continuous on compacts and it is also a static nonlinear function

of x̃ which belongs to a sector[β∆, α∆] such thatβ∆x̃T x̃ ≤ x̃T h̃(x̃) ≤ α∆x̃
T x̃, where0 <

α∆β∆ < ∞;

4) ‖∂h(x)
∂x

‖2 ≤ γ1, where0 < γ1 < ∞, and‖∂h̃(x̃)
∂x̃

‖2 ≤ γ2, where0 < γ2 < ∞;

5) β̃ũT ũ ≤ ũT ỹ ≤ α̃ũT ũ, where−∞ < β̃ < 0 < α̃ < ∞;



13

Fig. 3: Feed-forward Uncertainty

if we can selectK > 0 andδ > 0 such thatK + β̃K2 − δ > 0 and−β̃K2 + 1
4δ (K + 2β̃K2)2 > 0,

then under the following scheduling strategy, the passive system under the control action (8), is

asymptotically stable:

• t0 = t0 +∆0;

• t1 = t0 + τ0, τ0 = 1
C1

ln
[C3+C1σ̂‖y(t0)‖2

C3

]

;

• ti+1 = ti +∆i + τ , i = 1, 2, . . .;

where we have

σ =

√

K+β̃K2−δ
1

4δ
(K+2β̃K2)2−β̃K2

1 +

√

K+β̃K2−δ
1

4δ
(K+2β̃K2)2−β̃K2

, (52)

σ̃, σ̂ are design parameters such that0 < σ̃ < σ̂ < σ; C1 = γ1L1ζ1 + 2γ1L1 + 2γ2L2, C2 =

(γ1L1ζ1+γ1L1+γ2L2)‖y(ti)‖2+(γ1L1ζ1+γ2L2ζ2)ΓK‖y(ti−1)‖2+(γ1L1+γ2L2)‖y(ti)−y(ti−1)‖2,

andC3 =
[

(γ1L1ζ1 + γ1L1 + γ2L2) + (γ1L1ζ1 + γ2L2ζ2)ΓK
]

‖y(ti)‖2; ζ1 = max{ 1
|αo|

, 1
|βo|

}, ζ2 =

max{ 1
|α∆| ,

1
|β∆|}; L1 is the Lipschitz constant off(x, u) andL2 is the Lipschitz constant of̃f(x̃, ũ);

τ =
1

C1
ln
[C3 + C1σ̂‖y(ti)‖2
C3 + C1σ̃‖y(ti)‖2

]

, (53)

∆i is a tight bound of the actuation update delay given by

∆i = min
[

ε−i , ε
+
i

]

, (54)

where

ε−i =
1

C1
ln
(

1 +
C1σ̃‖y(ti)‖2

C2

)

, (55)

ε+i =
1

C1
ln
(C3 + C1σ‖y(ti)‖2
C3 + C1σ̂‖y(ti)‖2

)

. (56)
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Proof. Since the model of the plant is passive, we have

V̇ (x) ≤ uT y0, (57)

sincey = y0 + ỹ, we haveV̇ (x) ≤ uT (y − ỹ); sinceu = −Ky(ti) = −K(y − e) for t ∈ [ti +

∆i, ti+1 +∆i+1], we have

V̇ ≤ uT (y − ỹ) = uT y − uT ỹ ≤ uT y − β̃uTu

= −K(y − e)T y − β̃K2(y − e)T (y − e)

= −KyTy +KeT y − β̃K2(y − e)T (y − e)

= (−K − β̃K2)yT y + (K + 2β̃K2)eT y − β̃K2eT e

= −[δyT y − (K + 2β̃K2)eT y +
1

4δ
(K + 2β̃K2)2eT e]

+ (−K − β̃K2 + δ)yT y + [−β̃K2 +
1

4δ
(K + 2β̃K2)2]eT e

(58)

whereδ > 0 is a constant. So if we can findK > 0 and δ > 0 such thatK + β̃K2 − δ > 0 and

−β̃K2 + 1
4δ (K + 2β̃K2)2 > 0, and furthermore, if we can guarantee that

‖e‖2 ≤

√

K + β̃K2 − δ
1
4δ (K + 2β̃K2)2 − β̃K2

‖y‖2, ∀t ≥ 0 (59)

then we can geṫV (x) ≤ 0,∀t ≥ 0. It can be shown that a sufficient condition for (59) to hold is

given by

‖e‖2 ≤ σ‖y(ti)‖2, for t ∈ [ti +∆i, ti+1 +∆i+1],∀i, (60)

whereσ is as shown in (52). Fort ∈ [ti, ti+∆i), we havẽe(t) = y(t)−y(ti) ande(t) = y(t)−y(ti−1),

we can get
d

dt
‖ẽ(t)‖2 ≤ ‖ ˙̃e(t)‖2 = ‖ẏ(t)‖2 = ‖ẏ0(t) + ˙̃y(t)‖2

= ‖
∂y0

∂x
ẋ‖2 + ‖

∂ỹ

∂x̃
˙̃x‖2,

(61)

thus we have
d

dt
‖ẽ(t)‖2 ≤ γ1‖ẋ‖2 + γ2‖ ˙̃x‖2

= γ1‖f(x, u)‖2 + γ2‖f̃(x̃, ũ)‖2

= γ1‖f
(

x,−K(y − e)
)

‖2 + γ2‖f̃
(

x̃,−K(y − e)
)

‖2,

(62)

if assumptions 2) and 3) are satisfied, then we have‖x‖2 ≤ ζ1‖y0‖2 and ‖x̃‖2 ≤ ζ2‖ỹ‖2, where

ζ1 = max{ 1
|αo|

, 1
|β0|

} andζ2 = max{ 1
|α∆| ,

1
|β∆|}. Then we can get

d

dt
‖ẽ(t)‖2 ≤ γ1L1

(

‖x‖2 + ‖y‖2 + ‖e‖2
)

+ γ2L2

(

‖x̃‖2 + ‖y‖2 + ‖e‖2
)

≤ C1‖ẽ‖2 + C2,

(63)
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whereC1 = (γ1L1ζ1 + 2γ1L1 + 2γ2L2) andC2 = (γ1L1ζ1 + γ1L1 + γ2L2)‖y(ti)‖2 + (γ1L1ζ1 +

γ2L2ζ2)ΓK‖y(ti−1)‖2 + (γ1L1 + γ2L2)‖y(ti)− y(ti−1)‖2. So the evolution of‖ẽ‖2 during the time

[ti, ti +∆i) is bounded by the solution of

φ̇(t) = C1φ(t) + C2, (64)

with initial conditionφ(ti) = 0. The solution to (64) during[ti, ti +∆i) is given by

φ(t) =
C2

C1

(

eC1(t−ti) − 1
)

. (65)

Assume that att = ti +∆i, we haveφ(ti +∆i) = σ̃‖y(ti)‖2, where0 < σ̃ < σ, then we could get

an estimate of∆i based on (65), if we denote it byε−i , thenε−i is given by (55).

Notice thatε−i > 0 for any σ̃ > 0 and ‖y(ti)‖2 6= 0. Moreover, even as‖y(ti)‖2 goes to zero

asymptotically, we will haveε−i > 0 as long as the scheduling strategy will enforce the stabilization

condition (59) to be satisfied for allt ≥ 0, since att = ti, we have‖e(ti)‖2 = ‖y(ti)− y(ti−1)‖2 ≤

σ‖y(ti)‖2 and this yields

ε−i ≥
1

C1
ln
(

1 +
C1σ̃

Ĉ2

)

> 0, (66)

whereĈ2 = (γ1L1ζ1 + γ1L1 + γ2L2) + (γ1L1ζ1 + γ2L2ζ2)ΓK + (γ1L1 + γ2L2)σ.

Assume that the actuator updates the control action att = ti +∆i, for t ∈ [ti +∆i, ti+1 +∆i+1),

we havee(t) = y(t)− y(ti), and

d

dt
‖e(t)‖2 ≤ ‖ė(t)‖2 = ‖ẏ(t)‖2 = ‖ẏ0(t) + ˙̃y(t)‖2

= ‖
∂y0

∂x
ẋ‖2 + ‖

∂ỹ

∂x̃
˙̃x‖2 ≤ γ1‖ẋ‖2 + γ2‖ ˙̃x‖2

≤ γ1‖f
(

x,−K(y − e)
)

‖2 + γ2‖f̃
(

x̃,−K(y − e)
)

‖2

(67)

thus
d

dt
‖e(t)‖2 ≤ C1‖e‖2 + C3, (68)

whereC3 =
[

(γ1L1ζ1+γ1L1+γ2L2)+(γ1L1ζ1+γ2L2ζ2)ΓK
]

‖y(ti)‖2. So the evolution of‖e(t)‖2

for t ∈ [ti +∆i, ti+1 +∆i+1) is bounded by the solution of

φ̇(t) = C1φ(t) + C3 (69)

with initial conditionφ(ti +∆i) = σ̃‖y(ti)‖2, the solution to (69) is given by

φ(t) =
C3 + C1σ̃‖y(ti)‖2

C1
eC1(t−ti−∆i) −

C3

C1
. (70)

Choose0 < σ̃ < σ̂ < σ, then we can get an estimate of the time for‖e(t)‖2 to evolve fromσ̃‖y(ti)‖2

to σ̂‖y(ti)‖2 and fromσ̂‖y(ti)‖2 to σ‖y(ti)‖2, if we denote them byτ andε+i respectively, then one

could verify thatτ andε+i are given by (53) and (56) respectively. Notice that for any0 < σ̃ < σ̂ < σ,

we haveτ > 0 andε+i > 0.
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So, a tight bound of∆i is given by

∆i = min[ε−i , ε
+
i ], (71)

and the corresponding estimate of the time for the sensor to get the next new measurement is given

by

ti+1 = ti +∆i + τ. (72)

Since we choose0 < σ̃ < σ̂ < σ, then by applying the proposed scheduling strategy in Theorem 2,

we can guarantee (59) is satisfied thusV̇ (x) ≤ 0,∀t ≥ 0. Then we can conclude that the closed-loop

system is asymptotically stable sinceΣo is ZSD andΣ∆ is L2 stable.�

Remark 5: For linear passive system, consider the model of the plant given by Σo and the feed-

forward uncertainty given byΣ∆:

Σo :











ẋ = Ax+Bu

y = Cx,

Σ∆ :











˙̃x = Ãx̃+ B̃ũ

ỹ = C̃x̃.

(73)

We assumeΣ∆ is a L2 stable system with finiteL2 gain Γ. For t ∈ [ti, ti + ∆i), we havee(t) =

y(t)− y(ti−1) and ẽ(t) = y(t)− y(ti), and we can obtain

d

dt
‖ẽ(t)‖2 ≤ ‖ ˙̃e(t)‖2 = ‖ẏ(t)‖2 ≤ ‖ ˙̃y(t)‖2 + ‖ẏ0(t)‖2

= ‖C̃Ãx̃+ C̃B̃u‖2 + ‖CAx+ CBu‖2,

(74)

if ‖CAx‖2

‖y0‖2
= (xTATCTCAx)

1
2

(xTCTCx)
1
2

≤ ζ1 and ‖C̃Ãx̃‖2

‖ỹ‖2
= (x̃T ÃT C̃T C̃Ãx̃)

1
2

(x̃T C̃T C̃x̃)
1
2

≤ ζ2, then we can get fort ∈

[ti, ti +∆i)
d

dt
‖ẽ(t)‖2 ≤ ζ2‖ỹ‖2 + ‖C̃B̃u‖2 + ζ1‖y0‖2 + ‖CBu‖2

≤ ζ2Γ‖u‖2 + ‖C̃B̃u‖2 + ζ1‖y − ỹ‖2 + ‖CBu‖2

≤ C1‖ẽ‖2 +C2,

(75)

whereC1 = ζ1, C2 = K
(

ζ1Γ + ζ2Γ + ‖C̃B̃‖2 + ‖CB‖2
)

‖y(ti−1)‖2 + ζ1‖y(ti)‖2. For t ∈ [ti +

∆i, ti+1 +∆i+1), we havee(t) = y(t)− y(ti), and we can verify that

d

dt
‖e(t)‖2 ≤ C1‖ẽ‖2 + C3. (76)

whereC3 =
[

K(ζ1Γ + ζ2Γ + ‖C̃B̃‖2 + ‖CB‖2) + ζ1
]

‖y(ti)‖2. So in this case, we can still obtain

τ , ε+i andε−i as shown in (53),(55) and (56).�

Remark 6: One may remark that assumptions 1)-3) in Theorem 2 are conservative. However, for some

cases, these assumptions can be relaxed if‖ẏ0‖2 ≤ po1‖y0‖2+po2‖e‖2 and‖ ˙̃y‖2 ≤ p̃1‖ỹ‖2+ p̃2‖e‖2,

for some constant0 < po1, po2 < ∞ and 0 < p̃1, p̃2 < ∞, and similar self-triggered scheduling

strategy can still be obtained. Also in this case,y0 and ỹ do not need to have the same dimension as

x and x̃.�
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V. EXAMPLE

Example 1. Consider the model of the plant which is a linear passive system given by

Σo :























ẋ1(t) = −5x1(t)− x2(t)

ẋ2(t) = −x2(t) + u(t)

y(t) = x2(t),

(77)

assume its feedback uncertainty is given by

Σ∆ :























˙̃x1(t) = x̃2(t)

˙̃x2(t) = −ax̃31(t)− bx̃2(t) + ũ(t), (a > 0, b > 0)

ỹ(t) = x̃2(t).

(78)

If we chooseV (x) = 1
2x

2
2 for the systemΣo, then we have

V̇ (x) = ẋ2x2 = (−x2 + u)x2 = uy − y2, (79)

soΣo is passive, also notice that it is ZSD. If we chooseṼ (x̃) = 1
4ax̃

4
1 +

1
2 x̃

2
2, we have

˙̃
V (x̃) = −bỹ2 + ũỹ, (80)

One could verify that the finiteL2 gain ofΣ∆ is 1
b
.

For t ∈ [ti +∆i, ti+1 +∆i+1], we haveu(t) = −Ky(ti)− ỹ(t), and we can obtain

V̇ (x) ≤ [−Ky(ti)− ỹ(t)]T y(t) = −Ky(ti)
T y(t)− ỹ(t)T y(t)

= −K[y(t)− e(t)]T y(t)− ỹ(t)T y(t)

= −Ky(t)Ty(t) +Ke(t)T y(t)− ỹ(t)T y(t)

≤ −K‖y(t)‖22 +K‖e(t)‖2‖y(t)‖2 + ‖ỹ(t)‖2‖y(t)‖2

≤ −K‖y(t)‖22 +K‖e(t)‖2‖y(t)‖2 +
1

b
‖y(t)‖22,

(81)

so the stabilization condition is given by

‖e(t)‖2 ≤
K − 1

b

K
‖y(t)‖2,∀t ≥ 0. (82)

In this case, we can get fort ∈ [ti, ti +∆i),

d

dt
‖ẽ(t)‖2 ≤ ‖ė(t)‖2 = ‖ẏ(t)‖2 = ‖ẋ2‖2

≤
(

1 +
1

b

)

‖ẽ‖2 +
(

1 +
1

b

)

‖y(ti)‖2 +K‖y(ti−1)‖2,

(83)

and for t ∈ [ti +∆i, ti+1 +∆i+1), we have

d

dt
‖e(t)‖2 ≤ ‖e(t)‖2 = ‖ẏ(t)‖2 = ‖ẋ2‖2

≤
(

1 +
1

b

)

‖e‖2 +
(

1 +
1

b
+K

)

‖y(ti)‖2,

(84)
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thus we can obtain

ε−i =
1

1 + 1
b

ln
[ (1 + 1

b
)σ̃‖y(ti)‖2

(1 + 1
b
)‖y(ti)‖2 +K‖y(ti−1)‖2

+ 1
]

, (85)

ε+i =
1

1 + 1
b

ln
[

(1 + 1
b
)
K− 1

b

2K− 1

b

+ 1 + 1
b
+K

(1 + 1
b
)σ̂ + 1 + 1

b
+K

]

, (86)

and

τ =
1

1 + 1
b

ln
[(1 + 1

b
)σ̂ + 1 + 1

b
+K

(1 + 1
b
)σ̃ + 1 + 1

b
+K

]

. (87)

(Notice that in this example, the outputy dose not belongs to a bounded sector of the full-state,y

belongs to a bounded sector ofx2, while the unobservable statex1 is ZSD. However, we can get

‖ẏ‖2 ≤ p1‖y‖2 + p2‖e‖2 for some constant0 ≤ p1 < ∞ and 0 < p2 < ∞, as what we have

mentioned in Remark 4, so assumptions 1)- 3) in Theorem 1 are relaxed in this case.)

The simulation result forb = 10, K = 3, σ̃ = 0.05, σ̂ = 0.2324 and σ = 0.2824 is shown

in Fig.4, whereσ(t) shows the evolution of‖e(t)‖2

‖y(ti)‖2
, [tik+1 − tik] shows the evolution of the inter-

sampling time,|e(t)| shows the evolution of‖y(t)−y(ti)‖2. Based on (85), (86) and (87), we conclude

that the inter-sampling time should be larger than 0.0908s with admissible actuation update delay

∆i ≥ 0.0121s(in simulation, actuation update delay is generated from the uniform distribution on the

interval [0, 0.0121]), stability of the closed-loop systemis verified from the simulation results.
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Fig. 4: simulation result of Example 1
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Example 2. Consider the model of the plant which is given by

Σo :























ẋ1(t) = −3x31(t) + x1(t)x2(t)

ẋ2(t) = 3x2(t) + 2u(t)

y(t) = x2(t),

(88)

assume its feedback uncertainty is given by

Σ∆ :























˙̃x1(t) = x̃2(t)

˙̃x2(t) = −ax̃31(t)− bx̃2(t) + ũ(t), (a > 0, b > 0)

ỹ(t) = x̃2(t).

(89)

We can see thatΣo is ZSD but unstable. If we choose the storage functionV (x) = 1
4x

2
2 for Σo, we

can get

V̇ (x) = uy + 1.5y2. (90)

From example 1, we know that if we choose the storage functionṼ (x̃) = 1
4ax̃

4
1+

1
2 x̃

2
2 for Σ∆, then

we could verify thatΣ∆ has finiteL2 gain 1
b
. Based on Remark 3 , we need to chooseK > 1.5+ 1

b
,

and0 < σ̃ < σ̂ <
K−1.5− 1

b

2K−1.5− 1

b

.

In this case, we can get fort ∈ [ti, ti +∆i),

d

dt
‖ẽ(t)‖2 ≤ ‖ė(t)‖2 = ‖ẏ(t)‖2 = ‖ẋ2‖2

≤
(

3 +
2

b

)

‖ẽ‖2 +
(

3 +
2

b

)

‖y(ti)‖2 + 2K‖y(ti−1)‖2,

(91)

and for t ∈ [ti +∆i, ti+1 +∆i+1), we have

d

dt
‖e(t)‖2 ≤ ‖e(t)‖2 = ‖ẏ(t)‖2 = ‖ẋ2‖2

≤
(

3 +
2

b

)

‖e‖2 +
(

3 +
2

b
+ 2K

)

‖y(ti)‖2,

(92)

thus we can obtain

ε−i =
1

3 + 2
b

ln
[ (3 + 2

b
)σ̃‖y(ti)‖2

(3 + 2
b
)‖y(ti)‖2 + 2K‖y(ti−1)‖2

+ 1
]

, (93)

ε+i =
1

3 + 2
b

ln
[

(3 + 2
b
)
K−1.5− 1

b

2K−1.5− 1

b

+ 3 + 2
b
+ 2K

(3 + 2
b
)σ̂ + 3 + 2

b
+ 2K

]

, (94)

and

τ =
1

3 + 2
b

ln
[(3 + 2

b
)σ̂ + 3 + 2

b
+ 2K

(3 + 2
b
)σ̃ + 3 + 2

b
+ 2K

]

. (95)

Choosea = 3, b = 10, K = 2.6, σ̃ = 0.05, σ̂ = 0.2278 andσ = 0.2778 is shown in Fig.5. Based

on (93), (94) and (95), we conclude that the inter-sampling time should be larger than 0.0201s with

actuation update delay∆i ≥ 0.0054s(in simulation, actuation update delay is generated from the

uniform distribution on the interval [0, 0.0054]), stability of the closed-loop system is verified from

the simulation results.
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Fig. 5: simulation result of Example 2
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VI. CONCLUSION

In this paper, we propose a robust self-triggered real-timescheduling strategy for stabilization of

passive/output feedback passive systems. We assume that the model of the plant is passive or output

feedback passive, and we assume that the structure uncertainty is a L2 stable dynamic system in

a feedback/feedforward interconnection with the model of the plant. We derived the self-triggered

real-time scheduling strategies for both cases and we have also shown that the inter-sampling time

under the proposed scheduling strategy is strictly positive and the admissible actuation update delay

is nontrivial. Simulation results are also provided.
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