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Abstract— In this paper, distributed control algorithms and
event-based communication strategies are developed to achieve
formation control with connectivity preservation among a group
of networked mobile agents. Each agent transmits its current
state information to its neighbors when its own triggering
condition is satisfied or when the time elapsed from its last
event time is going to exceed the agent’s maximal admissible
inter-event time. We have focused our studies on two types
of systems’ dynamics: agents that can be modeled as first
order integrators and agents that can be modeled as double
integrators. Simulation results are provided to validate our
results.

I. Iɴ�ʀ�����ɪ�ɴ
Existing results on distributed coordination control of

multi-agent systems critically rely on maintaining a con-
nected communication network among the agents, either
for all time (i.e., [6],[5],[8]) or over sequence of bounded
time intervals (i.e., [2],[9]). However, for a given set of
initial conditions, those assumptions on connectivity of the
networks are difficult to verify. In particular, connectivity
of the initial deployment of the multi-agent systems cannot
guarantee connectivity of the systems in future times.

Motivated by the importance of network connectivity in
the control of multi-agent systems, many researchers have
emphasized connectivity preservation in networked dynam-
ical systems. In [11], network connectivity is maintained
by means of potential fields that guarantee that the second
smallest eigenvalue of the graph Laplacian matrix is positive
definite; in [7], a measure of local connectivity of a network
is introduced and under certain conditions it is also sufficient
for global connectivity; distributed maintenance of nearest
neighbor links by means of unbounded “edge tension”
functions is addressed in [3], where a control hysteresis
is introduced to avoid infinite control inputs when new
links are about to be inserted to the network; similarly, in
[1], a system of interconnected unicycles is steered to a
common configuration by means of non-smooth, potential-
based control inputs that turn unbounded when the distance
between adjacent agents approaches a certain threshold; in
[4], a distributed coordination algorithm that allows the
robots to decide whether a desired collective motion breaks
connectivity is proposed, and this procedure is used to
design a second coordination algorithm that allows the robots
to modify a desired collective motion to guarantee that
connectivity is preserved. Other related recent work have
been reported in [12]-[16].
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While connectivity preservation for coordinated control of
mobile agents has been extensively studied in the literature,
one should notice that continuous or frequent communica-
tions between coupled agents are still required in most of
these works; moreover, the control action updates and the
data transmissions between agents are usually assumed to be
implemented in a synchronous fashion. Note that multi-agent
dynamic systems are distributed systems which usually act
in an asynchronous manner and in general, it is difficult to
implement synchronous motions in them. However, analyz-
ing the dynamics of asynchronous systems is more difficult
compared to their synchronous counterparts.

This paper studies formation control of multi-agent sys-
tems with connectivity preservation by using both event-
driven and time-driven communication. We have derived
distributed triggering conditions and whenever an agent
satisfies its triggering condition, it will send its current state
information to its neighbors at that time. Moreover, there
exists an upper bound on the inter-event time of each agent.
Hence, an agent will transmit its current state information
to its neighbors whenever it satisfies its own triggering
condition or if the time elapsed from its last event time is
going to exceed the agent’s maximal admissible inter-event
time. We have derived distributed control actions to achieve
both formation control and connectivity preservation under
the proposed data transmission strategy provided that the
initial deployment of the agents are within the communi-
cation radius of their neighbors. Note that the event-driven
control approach has been extensively studied in the area of
networked control systems, see [18]-[27]. However, to the
best of our knowledge, not much work have been reported on
the formation control problem studied in the present paper.

The rest of this paper is organized as follows. Section II
provides some background material. Section III describes the
problems studied in this paper. The main results are stated
in Section IV and Section V. Simulation studies are included
in Section VI. Finally, concluding remakes are provided in
Section VII.

II. B���ɢʀ��ɴ�M���ʀɪ�ʟ

The information exchange topology between agents can be
modeled by a graph. In the following, we give some basic
terminologies and definitions from graph theory [17].

A directed graph is a graph whose edges have direction
and are called arcs. A bi-directed graph is a graph in which
each edge is given an independent orientation at each end.
Consider a finite weighted directed graph G := (V,E) with no
self-loops and adjacency matrix A, where V denotes the set of
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all vertices, E denotes the set of all edges, and A := [ai j] with
ai j > 0 if there is a directed edge from vertex i into vertex j,
and ai j = 0 otherwise. The in-degree and out-degree of vertex
k are given by di(k) =

�
j a jk and do(k) =

�
j ak j respectively.

The Laplacian matrix of a directed graph is defined as
L = D− A, where D is the diagonal matrix of vertex out-
degrees.

Definition 1: A directed graph is strongly connected if for
any pair of distinct vertices νi and ν j, there is a directed path
from νi to ν j.

Definition 2: A vertex is balanced if its in-degree is equal
to its out-degree. A directed graph is balanced if every vertex
is balanced.

Definition 3: A path of length r in a directed graph is
a sequence ν0, . . . , νr of r+ 1 distinct vertices such that for
every i ∈ {0, . . . ,r− 1}, (νi, νi+1) is an edge. A weak path is
a sequence ν0, . . . , νr of r+ 1 distinct vertices such that for
each i ∈ {0, . . . ,r−1}, either (νi, νi+1) or (νi+1, νi) is an edge.
A directed graph is weakly connected if any two vertices can
be joined by a weak path.

Lemma 1: Let G be a directed graph and assume it is
balanced. Then G is strongly connected if and only if it is
weakly connected.

III. Pʀ�ʙʟ�� S������ɴ�
The evolution of multi-agent systems depends funda-

mentally on their information exchange topology. In this
paper, we have the following assumption with respect to the
underlying information exchange graph:
Assumption A. The underlying communication graph is
bidirectional and balanced, and weakly connected in time.

Definition 4: Let pi(t) denotes the position of agent i at
time t; Ni denotes the set of agents sending information to
agent i; di j ∈ R+ denotes the desired distance between agent
i and agent j; di j = d ji if both i ∈N j and j ∈Ni. For a group
of N agents, the agents are said to establish a distance-based
formation if

lim
t→∞
�p j(t)− pi(t)�2 = di j, ∀ j ∈ Ni,

for i = 1, . . . ,N.
Consider a group of mobile multi-agents, where the agents

may have different communication capabilities (i.e., commu-
nication radius) and different limitations on mobility (i.e.,
maximal allowable speed). The underlying communication
network is modeled by a graph Laplacian. Assume that each
agent has access to its current state information (i.e., current
position or speed), and it can also exchange information
with its neighbors (agents that are within its communication
radius are defined as neighbors in the communication graph).
The problem investigated in the present paper is to achieve
distance-based formation among the networked agents with
event-driven and/or time-driven communication while pre-
serving connectivity of the underlying information exchange
graph.

The fundamental challenges regarding the problem studied
in the current paper are the design of the distributed control
laws and the distributed data transmission strategy to achieve

both formation and connectivity preservation based on the
local information available to each agent. The distributed
data transmission strategy will determine the event-time at
which an agent transmits its current state information to
its neighbors. Since connectivity preservation is required,
intuitively, one may expect that each agent should have some
sort of mechanism to estimate the current maximal distance
from its neighbors based on the last state information it has
received from its neighbors. Moreover, one may also expect
that each agent should be able to update its control actions
and schedule its data transmissions based on this estimate in
order to preserve connectivity with its neighbors(i.e., keep
the distance from its neighbors within its communication
radius).

The connectivity preservation control algorithms reported
in the literature have been mostly devoted to two types
of systems’ dynamics: agents that can be modeled as first
order integrators and agents that can be modeled as double
integrators. In the following sections, we will also focus our
studies on these two types of multi-agent systems.

IV. F�ʀ���ɪ�ɴ C�ɴ�ʀ�ʟ �ɪ�ʜ C�ɴɴ���ɪ�ɪ�ʏ Pʀ���ʀ���ɪ�ɴ:
Fɪʀ�� Oʀ��ʀ Iɴ��ɢʀ���ʀ

The formation control problem studied in the present paper
is focused in the 2D space. We first consider the case when
the dynamics of the agents can be modeled as first order
integrators given by

ṗi(t) = ui(t), pi(t), ui(t) ∈ R2, i = 1,2, . . . ,N. (1)

Define an edge-tension function between agent i and agent
j as

Vi j(δi, pi) =
��pi(t)−�p j�2−di j

�2

δi−�pi(t)−�p j�2−υ j
mτ

j
m
, ∀(i, j) ∈ E(G), (2)

where �p j = p j(t
j
k� ), for t ∈ [t j

k� , t
j
k�+1], {t j

k� }k�=0,1,2,... is the event-
time of agent j; δi ∈ R+/{0} is the communication radius of
agent i; υ j

m ∈ R+/{0} is the maximal allowable magnitude of
the velocity of agent j; τ j

m ∈ R+/{0} is an upper bound on
the admissible inter-event time of agent j; di j ∈R+/{0} is the
desired distance between agent i and agent j, di j+υ

j
mτ

j
m < δi,

∀ j ∈ Ni; if (i, j) ∈ E(G), then di j = d ji.
Let li j = �pi(t)−�p j�2, then one can verify that

∂Vi j

∂pi
=

�
li j−di j

��
2δi− li j−2υ j

mτ
j
m−di j

�

�
δi− li j−υ j

mτ
j
m
�2li j

�
pi−�p j

�
. (3)

Let

ϕi j =

�
li j−di j

��
2δi− li j−2υ j

mτ
j
m−di j

�

�
δi− li j−υ j

mτ
j
m
�2li j

, (4)

our designed control input for agent i is given by

ui(t) =




�

j∈Ni

−ϕi j
�
�pi −�p j

�
if
����
�

j∈Ni

−ϕi j
�
�pi −�p j

�����2 ≤ υ
i
m,

− υ
i
m√
2

sgn
��

j∈Ni

∂Vi j

∂pi

�
if
����
�

j∈Ni

−ϕi j
�
�pi −�p j

�����2 > υ
i
m,

(5)



where �pi = pi(tik), for t ∈ [tik, t
i+1
k ], {tik}k=0,1,2,..., is the event-time of

agent i. Define hi =
����
�

j∈Ni −ϕi j
�
�pi−�p j

�����2−υ
i
m, we can rewrite (5)

as
ui(t) = −

1−�sgn(hi)
2

�

j∈Ni

ϕi j
�
�pi −�p j

�

− 1+�sgn(hi)
2

υi
m√
2

sgn
��

j∈Ni

∂Vi j

∂pi

�
,

(6)

where
�sgn(hi) =

�
1, if hi > 0;
−1, if hi ≤ 0.

Remark 1: One can see that the control law (6) requires that
each agent knows its own communication radius (δi), its current
position (pi(t)), its last transmitted state information (�pi), the latest
received information from its neighbors (�p j, j ∈ Ni), the maximal
magnitude of the velocity of its neighbors (υ j

m, j ∈ Ni) and the
maximal admissible inter-event time of its neighbors (τ j

m, j ∈ Ni).
Based on this information, agent i can estimate the maximal
distance from agent j (which is li j +υ

j
mτ

j
m) before agent i receives

the next state information from agent j, ∀ j ∈ Ni.

A triggering condition to achieve distance-based formation is stated
in Theorem 1.

Theorem 1: Consider a group of N agents with dynamics given
by (1) and control laws given by (6). Assume that at the initial time
(t0), each agent broadcasts the initial state to its neighboring agents
and we have

���pi(t0)−�p j
���2 +υ

j
mτ

j
m =
���pi(t0)− p j(t0)

���2 +υ
j
mτ

j
m < δi, (7)

∀(i, j) ∈ E(G). If each agent transmits its current state information
(pi) to its neighboring agents whenever

���epi(t)
���2 > γ1

���� j∈Ni ϕi j
�
pi(t)−�p j

����2���� j∈Ni ϕi j
���2

, ∀i, (8)

where epi(t) = pi(t)−�pi, γ1 ∈ (0,1), or when

t− tik = τ
i
m, (9)

where tik is the last event-time of agent i, then under assumption
A., the networked agents will achieve distance-based formation
asymptotically.

Proof: The total tension energy of the entire networked system
can be defined as V(δ, p) =

�N
i=1
�

j∈Ni Vi j(δi, pi), and we have

V̇ =
N�

i=1

�

j∈Ni

�
∂Vi j

∂pi

�T
ṗi =

N�

i=1

�

j∈Ni

�
∂Vi j

∂pi

�T
ui

=−
N�

i=1

��

j∈Ni

∂Vi j

∂pi

�T 1−�sgn
�
hi
�

2

�

j∈Ni

ϕi j
�
�pi −�p j

�

−
N�

i=1

��

j∈Ni

∂Vi j

∂pi

�T 1+�sgn
�
hi
�

2
υi

m√
2

sgn
��

j∈Ni

∂Vi j

∂pi

�
,

(10)

which further yields

V̇ =−
N�

i=1

1−�sgn
�
hi
�

2

��

j∈Ni

ϕi j
�
pi −�p j

�
�T �

j∈Ni

ϕi j
�
�pi −�p j

�

−
N�

i=1

1+�sgn
�
hi
�

2
υi

m√
2

��

j∈Ni

∂Vi j

∂pi

�T
sgn
��

j∈Ni

∂Vi j

∂pi

� (11)

thus

V̇ =−
N�

i=1

1−�sgn
�
hi
�

2

��

j∈Ni

ϕi j
�
pi −�p j

�
�T �

j∈Ni

ϕi j
�
�pi −�p j

�

−
N�

i=1

1+�sgn
�
hi
�

2
υi

m√
2

������
�

j∈Ni

∂Vi j

∂pi

������1
.

(12)

With epi = pi −�pi, we can get

ϕi j
�
�pi −�p j

�
= ϕi j

�
pi −�p j − epi

�
= ϕi j

�
pi −�p j

�−ϕi jepi, (13)

and we can rewrite (12) as

V̇ = −
N�

i=1

1+�sgn(hi)
2

υi
m√
2

������
�

j∈Ni

∂Vi j

∂pi

������1

−
N�

i=1

1−�sgn
�
hi
�

2

�

j∈Ni

�
ϕi j
�
pi −�p j

�−ϕi jepi

�T ��

j∈Ni

ϕi j
�
pi −�p j

�
�

= −
N�

i=1

1−�sgn
�
hi
�

2

������
�

j∈Ni

ϕi j
�
pi −�p j

�
������

2

2

+

N�

i=1

1−�sgn
�
hi
�

2

��

j∈Ni

ϕi jepi

�T �

j∈Ni

ϕi j
�
pi −�p j

�

−
N�

i=1

1+�sgn(hi)
2

υi
m√
2

������
�

j∈Ni

∂Vi j

∂pi

������1
,

(14)
which further yields

V̇ ≤
N�

i=1

1−�sgn
�
hi
�

2

���epi
���2

������
�

j∈Ni

ϕi j

������2

������
�

j∈Ni

ϕi j
�
pi −�p j

�
������2

−
N�

i=1

1−�sgn(hi)
2

������
�

j∈Ni

ϕi j
�
pi −�p j

�
������

2

2

−
N�

i=1

1+�sgn(hi)
2

υi
m√
2

������
�

j∈Ni

∂Vi j

∂pi

������1
.

(15)

So if
���epi
���2 ≤

���� j∈Ni ϕi j
�
pi −�p j

����2���� j∈Ni ϕi j
���2

, ∀i, (16)

then V̇ ≤ 0, ∀t ≥ 0. Note that the triggering condition (8) guarantees
that (16) is satisfied. Under the triggering condition (8), we have
V(δ, p) ≤ V(δ, p0), ∀t ≥ t0. This indicates that

����pi −�p j

����2 + υ
j
mτ

j
m

will never approach δi, ∀(i, j) ∈ E(G), otherwise we might have
V(δ, p) � V(δ, p0) since the initial deployment of the agents (7)
guarantees that V(δ, p0) is finite. This further indicates that if the
initial deployment of the agents are within the communication
radius of neighboring agents, then connectivity is preserved over
time because

����pi − p j

����2 ≤
����pi −�p j

����2 +υ
j
mτ

j
m < δi, ∀(i, j) ∈ E(G). (17)

Moreover, since
����pi −�p j

����2 + υ
j
mτ

j
m will never approach δi, with

V(δ, p) ≥ 0 and V̇ ≤ 0, we can conclude that limt→∞V(δ, p) exists
and is finite, and furthermore limt→∞ V̇(δ, p) = 0, thus in view of
(12), we can get limt→∞ϕi j = 0, ∀(i, j) ∈ E(G), which further yields

lim
t→∞

����pi −�p j

����2 = di j, ∀(i, j) ∈ E(G). (18)

In view of the triggering condition (8), limt→∞ϕi j = 0, ∀(i, j) ∈ E(G)
further indicates that



lim
t→∞

����pi −�pi

����2 = lim
t→∞

����epi

����2 = 0, ∀i. (19)

(18) and (19) together imply that

lim
t→∞

����pi − p j

����2 = di j, ∀(i, j) ∈ E(G), (20)

which completes the proof.

V. F�ʀ���ɪ�ɴ C�ɴ�ʀ�ʟ �ɪ�ʜ C�ɴɴ���ɪ�ɪ�ʏ Pʀ���ʀ���ɪ�ɴ:
D��ʙʟ� Iɴ��ɢʀ���ʀ�

We next consider the case when the agents can be modeled as
double integrators with constraints on the second order dynamics
given by

ṗi(t) =




qi(t), if
���qi(t)

���2 ≤ υ
i
m

υi
m√
2

sgn(qi(t)), if
���qi(t)

���2 > υ
i
m

q̇i(t) = ui(t)

(21)

where qi(t), pi(t), ui(t) ∈ R2, i = 1,2, . . . ,N. We can also rewrite
(21) as



ṗi =
1−�sgn

��qi�2 −υi
m
�

2
qi +

1+�sgn
��qi�2 −υi

m
�

2
υi

m√
2

sgn(qi)

q̇i = ui, for i = 1,2, . . . ,N.
(22)

We still use an edge-tension function between agent i and agent j
as defined in (2), the control input to agent i is given by

ui(t) = −Kp
�

j∈Ni

ϕi j
�
pi(t)−�p j

�
�

1−�sgn
��qi�2 −υi

m
�

2

− 1+�sgn
��qi�2 −υi

m
�

2
υi

m√
2

sgn(qi)T sgn(qi)
�qi�1

�

+Kd
�

j∈Ni

�
�q j −�qi

�
,

(23)

where Kp,Kd > 0 are designed control gains, �qi = qi(tik), for t ∈
[tik, t

i
k+1], and �q j = q j(t

j
k� ), for t ∈ [t j

k� , t
j
k�+1]. A triggering condition

to achieve distance-based formation is stated in Theorem 2.
Theorem 2: Consider a group of N agents with dynamics given

by (22) and control laws given by (23). Assume that at the initial
time (t0), each agent broadcasts its initial state information to
the neighboring agents and the initial deployment of the agents
satisfies (7), ∀(i, j) ∈ E(G). If each agent transmits its current state
information (qi(t) and pi(t)) to its neighboring agents whenever

���eqi(t)
���2 > γ2

�
j∈Ni

����q j −�qi
���22���� j∈Ni

�
�q j −�qi

����2
, ∀i, (24)

where eqi(t) = qi(t)−�qi, γ2 ∈ (0,0.5), or when

t− tik = τ
i
m, (25)

where tik is the last event-time of agent i, then under assumption
A., the networked agents will achieve distance-based formation
asymptotically.

Proof: Let the total tension function for the entire networked
system be defined as

Vt(δ, p) =
N�

i=1

�

j∈Ni

Vi j. (26)

Define the energy function for the entire networked system as

V(δ, p,q) = KpVt +

N�

i=1

1
2

����qi(t)
����

2

2
, (27)

then we have

V̇ = KpV̇t +

N�

i=1
qT

i (t)q̇i(t) = Kp

N�

i=1

�

j∈Ni

V̇i j +

N�

i=1
qT

i (t)ui(t)

=

N�

i=1

�

j∈Ni

Kpϕi j
�
pi(t)−�p j

�T
ṗi(t)+

N�

i=1
qT

i (t)ui(t)

=

N�

i=1

�

j∈Ni

Kpϕi j
�
pi(t)−�p j

�T 1−�sgn
��qi(t)�2 −υi

m
�

2
qi(t)

+

N�

i=1

�

j∈Ni

Kpϕi j
�
pi(t)−�p j

�T 1+�sgn
��qi(t)�2 −υi

m
�

2
υi

m√
2

sgn(qi(t))

−
N�

i=1

�

j∈Ni

Kpϕi j
�
pi(t)−�p j

�T 1−�sgn
��qi(t)�2 −υi

m
�

2
qi(t)

−
N�

i=1

�

j∈Ni

Kpϕi j
�
pi(t)−�p j

�T 1+�sgn
��qi(t)�2 −υi

m
�

2
υi

m√
2

sgn(qi(t))

+

N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T
qi(t) =

N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T
qi(t).

=

N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T �
eqi(t)+�qi

�

=

N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T
eqi(t)+

N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T
�qi,

(28)
since the underlying information exchange graph is balanced, we
have

N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T
�qi =

N�

i=1

�

j∈Ni

Kd�qT
j�qi −

N�

i=1

�

j∈Ni

Kd
2
�qT

i �qi

−
N�

i=1

�

j∈Ni

Kd
2
�qT

j�q j = −
N�

i=1

�

j∈Ni

Kd
2

�����q j −�qi

����
2

2
,

(29)

replace (29) into (28), we can get

V̇ =
N�

i=1

�

j∈Ni

Kd
�
�q j −�qi

�T
eqi(t)−

N�

i=1

�

j∈Ni

Kd
2

�����q j −�qi

����
2

2

≤
N�

i=1

����eqi(t)
����2

����
�

j∈Ni

Kd
�
�q j −�qi

�����2 −
N�

i=1

�

j∈Ni

Kd
2

�����q j −�qi

����
2

2
,

(30)

so if
���eqi(t)

���2 ≤
0.5
�

j∈Ni

�����qi −�q j

����
2

2����
�

j∈Ni

�
�q j −�qi

�����2
, ∀i, (31)

then V̇ ≤ 0, ∀t ≥ 0. Note that the triggering condition (24) will
guarantee that (31) holds. Under the triggering condition (24), we
have V(δ, p) ≤ V(δ, p0), ∀t ≥ t0. This indicates that

����pi(t)−�p j

����2 +
υ j

mτ
j
m will never approach δi, ∀(i, j) ∈ E(G), otherwise we might

have V(δ, p)� V(δ, p0) since the initial deployment of the agents
(7) guarantees that V(δ, p0) is finite. This further indicates that if
the initial deployment of the agents are within the communication



radius of neighbors, then connectivity is preserved over time since
����pi(t)− p j(t)

����2 ≤
����pi(t)−�p j

����2 +υ
j
mτ

j
m < δi, ∀(i, j) ∈ E(G). (32)

Moreover, since
���pi(t)−�p j

���2 +υ
j
mτ

j
m will never approach δi, with

V(δ, p) ≥ 0 and V̇ ≤ 0, we can conclude that limt→∞V(δ, p) exists
and is finite, and furthermore limt→∞ V̇(δ, p) = 0. Under the trigger-
ing condition (24), we can get

0 = lim
t→∞

V̇ ≤ − lim
t→∞

N�

i=1

�

j∈Ni

Kd(0.5−γ2)
�����q j −�qi

����
2

2
≤ 0,

thus limt→∞
�N

i=1
�

j∈Ni Kd(0.5−γ2)
�����q j −�qi

����
2

2
= 0, which indicates

that
lim
t→∞
�q j = lim

t→∞
�qi, ∀(i, j) ∈ E(G). (33)

In view of (31), (33) further yields

lim
t→∞

eqi (t) = lim
t→∞
�
qi(t)−�qi

�
= 0, ∀i. (34)

Based on (33) and (34), we can conclude that

lim
t→∞

qi(t) = lim
t→∞
�qi = lim

t→∞
�q j = lim

t→∞
q j(t), ∀(i, j) ∈ E(G). (35)

Furthermore, with limt→∞V exists, V,Vt ≥ 0 and
�N

i=1

���qi(t)
���22 ≥

0, we can conclude that limt→∞Vt and limt→∞
�N

i=1

���qi(t)
���22 exist;

with limt→∞ V̇ = 0 , in view of (28), we can further conclude that
limt→∞

�N
i=1
�

j∈Ni V̇i j = 0 and
�N

i=1 qT
i ui = 0. Thus, the solutions of

the dynamical system should converge to the set

S = {pi(t),qi(t) ∈ Rm| qi(t) = 0∪�q j =�qi∪ϕi j = 0,∀(i, j) ∈ E(G)},
which further implies that

lim
t→∞

q j(t) = lim
t→∞

qi(t) = 0, and lim
t→∞
��p j − pi(t)�2 −di j = 0, (36)

∀(i, j) ∈ E(G). Assume t j
k f

is an event time of agent j at time t→∞,

then at time t j
k f

, based on (36), we have
���p j(t

j
k f

)− pi(t
j
k f

)
���2 = di j, where j ∈ Ni. (37)

Since limt→∞ p j(t)= p j(t
j
k f

)+ limt→∞
� t

t j
k f

q j(τ)dτ and limt→∞ pi(t)=

pi(t
j
k f

)+ limt→∞
� t

t j
k f

qi(τ)dτ, ∀t ≥ t j
k f

, we can further get

lim
t→∞

p j(t)− lim
t→∞

pi(t) = p j(t
j
k f

)− pi(t
j
k f

)

+ lim
t→∞

� t

t j
k f

q j(τ)dτ− lim
t→∞

� t

t j
k f

qi(τ)dτ.
(38)

Since limt→∞ q j(t) = limt→∞ qi(t) = 0, ∀ j ∈ Ni, with t j
k f
→∞, we

have
lim
t→∞

� t

t j
k f

q j(τ)dτ = lim
t→∞

� t

t j
k f

qi(τ)dτ = 0, (39)

thus

lim
t→∞

���p j(t)− pi(t)
���2 =
���p j(t

j
k f

)− pi(t
j
k f

)
���2 = di j, ∀ j ∈ Ni, (40)

which completes the proof.

VI. Sɪ��ʟ��ɪ�ɴ S���ʏ
Example: Consider a group of 3 agents trying to establish a
equilateral triangle formation in a 2D space, with each side length
equal to 10m. Each agent can be modeled as a double integrators
with constraints on the second order dynamics as described in
Section V. Let pix(t) denotes agent i’s position on x-axis and

piy(t) denotes agent i’s position on y-axis; qix(t) denotes agent i’s
velocity on x-axis and qiy(t) denotes agent i’s velocity on y-axis,
the dynamics of each agent are given by




ṗix(t) =
1−�sgn

��qix�2 −υi
m
�

2
qix

+
1+�sgn

��qix�2 −υi
m
�

2
υi

m√
2

sgn(qix)

ṗiy(t) =
1−�sgn

��qiy�2 −υi
m
�

2
qiy

+
1+�sgn

��qiy�2 −υi
m
�

2
υi

m√
2

sgn(qiy)

q̇ix(t) = uix(t)
q̇iy(t) = uiy(t), i = 1,2,3,

(41)

The initial conditions of agents are given by

p1(0) = [−2, −3]T , q1(0) = [1, −2]T ,

p2(0) = [5, −1]T , q2(0) = [2, −4]T ,

p3(0) = [1, −2]T , q3(0) = [3, 2]T .

(42)

The communication radius of agent 1 is δ1 = 80m, the maximal al-
lowable magnitude of the velocity of agent 1 is υ1

m = 10m/s, and the
maximal inter-event time of agent 1 is τ1m = 6s; the communication
radius of agent 2 is δ2 = 100m, the maximal allowable magnitude of
the velocity of agent 2 is υ2

m = 5m/s, and the maximal inter-event
time of agent 2 is τ2m = 10s; the communication radius of agent 3
is δ3 = 90m, the maximal allowable magnitude of the velocity of
agent 3 is υ3

m = 15m/s, and the maximal inter-event time of agent
3 is τ3m = 4s.

The Laplacian matrix of the underlying information exchange
graph is given by

L =




2 −1 −1
−1 2 −1
−1 −1 2


 , (43)

which satisfies assumption A. Choose γ1 = 0.45, by applying the
results in Theorem 2, we get the simulation results shown in Fig.1-
Fig.3.

In Fig.1, the x-axis shows the event-time of each agent (tik) and
the y-axis shows the evolutions of inter-event time [tik+1− tik]; Fig.2
shows the evolution of the distances between agent 1 and agent 2
(d12), agent 2 and agent 3 (d23), and agent 1 and agent 3 (d13),
and one can observe that agents are kept within the communication
radius of their neighboring agents; Fig.3 shows the evolution of
the formation among the three agents, where “squares”denote the
initial positions and “circles”denote the final positions.
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Fig. 1: Event-time of each agent
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VII. C�ɴ�ʟ��ɪ�ɴ
In this paper, distributed control algorithms and event-based

communication strategies to achieve formation control with con-
nectivity preservation among a group of networked mobile agents
are proposed. Each agent transmits its current state information
to its neighbors whenever it satisfies its triggering condition or
whenever the time elapsed from its last event time is going to
exceed the agent’s maximal admissible inter-event time. Distributed
control algorithms and distributed triggering conditions for data
transmissions are derived to establish formation among the mobile
agents with connectivity preservation, provided that the initial
deployment of the agents is within the communication radius of
their neighbors.
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