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Abstract This paper surveys recent results in the field of optimal control of hybrid and
switched systems. We first summarize results that use different problem formulations and
then explore the underlying relations among them. Specifically, based on the type of switch-
ing, we focus on two important classes of problems: internally forced switching (IFS)
problems and externally forced switching (EFS) problems. For IFS problems, we focus on
optimal control techniques for piecewise affine systems. For EFS problems, methodolo-
gies of two-stage optimization, embedding transformation and switching LQR design are
investigated. Detailed optimization methods found in the literature are discussed.
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1 Introduction

Hybrid systems are heterogeneous dynamical systems which involve both continuous mod-
els and discrete event models Antsaklis and Nerode (1998). Continuous models consist of
time-driven continuous variable dynamics, which are usually described by differential or
difference equations; discrete event models contain event-driven discrete dynamics, often
described by finite-state machines or Petri nets. As such, hybrid systems theory combines
ideas originating in the computer science and software engineering disciplines on one hand,
and systems theory and control engineering on the other. This mixed character explains
the terminology “hybrid systems”. Hybrid systems have been identified as important in a
wide variety of applications: in the control of mechanical systems, process control, auto-
motive industry, power systems, aircraft and traffic control, among many other fields. More
detailed historical review of hybrid systems can be found in Antsaklis (2000), Antsaklis
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and Koutsoukos (2002), and Antsaklis et al. (1998), and more recent reviews are given
in Antsaklis and Koutsoukos (2005) and Goebel et al. (2009). Published books on hybrid
systems include Matveev and Savkin (2000), van der Schaft (2000), Sebastain Engell and
Schnieder (2002), Savkin and Evans (2002), Wassim M Haddad and Nersesov (20006),
Lunze and Lamnabhi-Lagarrigue (2009), and Tabuada (2009).

Switched systems are a particular class of hybrid systems consisting of several subsys-
tems and a switching law specifying the active subsystems at each time instant. Although
switched system models are relatively simple and straightforward, this system class exhibits
several typical behaviors of hybrid dynamical systems. For the recent results on stability
and stabilization of switched systems, one can refer to the survey Lin and Antsaklis (2009)
and the references therein.

In addition to stability and stabilization issues, the problem of determining optimal con-
trol laws for hybrid systems and in particular for switched systems, has been extensively
investigated in recent years and it has attracted researchers from various fields in science and
engineering. There are both theoretical and computational results in the open literature. The
available theoretical results usually extend the classical maximum principle or the dynamic
programming approach to switched systems Riedinger et al. (1999), Piccoli (1999), and
Sussmann (2000). The computational results take advantage of various optimization tech-
niques and high-speed computers to develop efficient numerical methods for the optimal
control of switched systems Xu and Antsaklis (2003, 2004a), Bengea and DeCarlo (2005),
Baotic et al. (2006), Seatzu et al. (2006a), Axelsson et al. (2008), Ding et al. (2009b), Zhang
et al. (2009b), and Gorges et al. (2011).

This paper surveys recent progress in computational methods for optimal control
problems of switched systems. Such problems are difficult to solve due to switching of
subsystem dynamics. The past decade has seen some breakthroughs in theory as well
as the development of efficient computational methods. However there are no theoreti-
cal or computational results applicable to general optimal control problems for all types
of switched systems. The existing literature results are often based on different mod-
els and differ in problem formulation and approaches. Here, we focus on summarizing
recent results that have been used in different problem formulations and then exploring the
underlying relations among them. Note that some problem formulations focus on guaran-
teeing the decrease of the cost function using various computational techniques and thus the
(local or global) optimality of the solution is not of primary concern.

The present paper is organized as follows. In Section 2, a brief overview of theoretical
results on optimal control of hybrid systems is presented and the general optimal control
problem formulation of switched systems is given. Section 3 reviews existing optimal con-
trol methodologies for switched systems with internally forced switching (IFS). Optimal
control problems of piecewise affine systems are discussed. Section 4 focuses on the results
on optimal control of switched systems with externally forced switching (EFS). The two-
stage optimization, embedding transformation and switching LQR design are discussed. A
brief summary in Section 5 concludes the paper.

2 Optimal control problems in hybrid and switched dynamical systems
2.1 Hybrid systems

Several approaches to determine control laws for hybrid systems have been reported in
the control and computer science literature. Numerous results on necessary conditions for
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optimality have appeared for a variety of models of hybrid systems Branicky and Mitter
(1995), Branicky et al. (1998), Piccoli (1999), Riedinger et al. (1999), Sussmann (2000),
and Rantzer and Johansson (2000), Hedlund and Rantze (1999b, 2002), Shaikh and Caines
(2002, 2003), Caines and Shaikh (2005, 2006). However, most of the results consider
general problem settings and it is not always possible to develop tractable algorithms to
numerically compute the optimal solution.

For continuous-time hybrid systems, Branicky and Mitter (1995) compared several
algorithms for optimal control, while Branicky et al. (1998) discussed general necessary
conditions for the existence of optimal control laws for hybrid systems by using dynamic
programming. They established a general hybrid framework for the optimal control prob-
lem, proved the existence of optimal (relaxed or chattering) controls and near-optimal
(precise or nonchattering) controls, and derived generalized quasi-variational inequalities
(GQVT’s) that the associated value function is expected to satisfy.

Necessary optimality conditions for trajectories of hybrid systems were derived using
the maximum principle by Sussmann (2000) and Piccoli (1999), who considered a fixed
sequence of finite length. Several versions of hybrid maximum principles were proposed.
A similar approach was used by Riedinger et al. (1999), who considered both autonomous
and controlled switchings with linear quadratic cost functionals.

Hedlund and Rantzer (1999b, 2002) used convex dynamic programming (CDP) to
approximate hybrid optimal control laws and to compute lower and upper bounds of the
optimal costs. The case of piecewise-affine systems was discussed by Rantzer and Johanson
(2000). For determining the optimal feedback control law these techniques require the
discretization of the state space in order to solve the corresponding Hamilton-Jacobi-
Bellman equations.

Shaikh and Caines (2002) considered a finite-time hybrid optimal control problem and
gave necessary optimality conditions for a fixed sequence of modes using the maximum
principle. In Shaikh and Caines (2003) these results were extended to non-fixed sequences
by using a suboptimal result based on the Hamming distance permutations of an initial given
sequence. Finally, in Caines and Shaikh (2005, 2006), a feedback law for a finite time LQR
problem was derived by integrating the computation of the optimality zones into the hybrid
maximum principle algorithms class.

A special class of hybrid systems motivated by the structure of manufacturing
systems was considered by Cassandras et al. (1998, 2001), Cho et al. (2000), Gokbayrak
and Cassandras (2000b, a), Zhang and Cassandras (2001). The hybrid system model consid-
ered extends event-driven models to include time-driven dynamics where the event-driven
dynamics follow a queueing theory model. Due to the non-differentiability in event-driven
processes, the problem to find the optimal control input is a non-smooth optimization prob-
lem. The results showed the necessary condition for an optimal control input and properties
of the optimal sample paths, which can be used to identity the non-smooth part in the
solution.

2.2 Switched systems

In order to find ways to numerically compute the optimal control in hybrid systems,
many researchers have been focusing on switched systems. A switched system may
be obtained from a hybrid system by simplifying the details of the discrete behavior to
switching patterns from a certain class, which usually represent discontinuity in vector
fields. For simplicity, it is often assumed that all subsystems are in the same state space,
e.g. R".
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The mathematical representation of switched systems is based on the state-space model.

Definition 1 A switched system is described by a collection of indexed differential (or
difference) equations

x()
y(@®)

Jiay (x (@), u(®)), x(0) = xo ey
&i(n)(x (1), u(1)). 2

where the input is u € R”™ , x € R" is the continuous state vector and i(t) €
{1725"' 5M}é Q'

The discrete event dynamics are modeled by a switching signal, which is usually
described as a timed sequence, s = ((7o, io), (t1,01), -, (Tn,in)) where 0 < N <
00,tg =1 <1 <--- <1ty =tf,andiy € Qfor0 <k < N.tand ¢y are the given intial
time and final time, respectively. It can be seen that a switching signal s consists of two
components: a switching sequence (of indices) o = {ik}f{\/:0 and a sequence of switching
instants T = {7 },1{\7:0.

According to the nature of switching signals, switched systems may be classified into
two classes: switched systems with internally forced switching (IFS) or externally forced
switching (EFS). As shown in Fig. 1, the switching signal s of IFS is based on the informa-
tion of the state x and the current mode i. In general, the switching law can be a function
of ¢, x, u and i. The switching signal s of EFS is an exogenous input to the system, as is
the continuous input u, as shown in Fig. 2. Hence one has freedom to choose a specific
switching signal or a class of switching signals of interests to study the behavior of systems.

Remark 1 For a switched system with EFS, the exogenous control input is a pair (s, u). For
a switched system with IFS, the exogenous control input is #. The switching sequence s is
generated implicitly based on the evolution of x and u.

Remark 2 A variety of switched system models can be derived from Eqs. 1-2. Based on
the different dynamics of subsystems (characterized by indexed differential or difference
equations), we have continuous-time (discrete-time) switched systems, if the subsystems are
continuous (discrete) time systems, or linear (nonlinear) switched systems, if subsystems
are linear (nonlinear) systems. If the continuous control input « is absent from the model,
we call it an autonomous switched system. The continuous state x usually does not exhibit
jumps at switching instants (i.e. x(ri+) # x(t;")). However, we note that some methods
reported here can be extended to problems with jumps.

Fig. 1 Switched system with
internally forced switching(IFS) EEEm— x=f(x,u) >

> y=gl(x,u)

s(t7)=8(t,x,i) |
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Fig. 2 Switched systems with

externally forced switching (EFS) —u> = -.(x u) —y>
S X
— ™ y=glyu) >

2.3 Two optimal control problems of switched systems

Although in general optimal control problems could be formulated for switched systems
with both EFS and IFS, results would be difficult to obtain. Therefore we focus on two
important classes of problems which can be solved individually, namely, optimal control
problem with EFS only (EFS Problems), and problems for systems with IFS only (IFS
problem). Most of the literature in this paper addresses one of these problems.

Problem 1 (Internally Forced Switching Problem) Xu and Antsaklis (2003) Consider a
switched system with IFS. Find an admissible control u(¢) such that x departs from a given
initial state x(f9) = xo at the given initial time 7o and meets he terminal manifold defined
by ¥ (x(ty)) = 0 where v is a vector function and

t

s
J = w(X(tf))-i-/ Lee(), u@®)dt + Y y @), ic-1, ix) 3

fo 1<k<K

is minimized (here K is the number of switchings).

Problem 2 (Externally Forced Switching Problem) Xu and Antsaklis (2003) Consider a
switched system with EFS. Find an admissible control pair (s, ) (u is piecewise continu-
ous) such that x departs from a given initial state x(fp) = xo at the given initial time 7o and
meets the terminal manifold defined by ¥ (x(¢y)) = O where V¥ is a vector function and

t

S
J = y(x(p) + / L@ u@)di+ > y (@), ig-1. i) @)

fo 1<k<K
is minimized (here K is the number of switchings).

Remark 3 Problem (1) and (2) are formulated as general optimal control problems with ter-
minal cost ¥, running cost ft;f Ldt, and switching cost function y. Subject to applicability
and solvability, different problems may adopt specific forms for the terminal, running and
switching costs or drop certain cost terms.

Remark 4 The main difference between the two problems is whether switching is an exoge-
nous input or autonomously generated. For EFS problem, one needs to optimize both the
continuous control input # and the switching signal s, which are strongly coupled in the
optimization process. On the other hand, the difficulty in IFS problem is that the switching
depends on the specific initial state xo and the control u (e.g. switching surfaces character-
ized by functions of states and input) and cannot be explicitly determined unless a specific
control input is given.
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3 Optimal control for switched systems with IFS

IFS problems concentrate on finding a continuous control input # to minimize the cost
function when switching is IFS. The difficulty in this problem is that the switching instants
may depend on the continuous control input « in a very complicated way. Among the models
of switched systems, piecewise affine system models are suitable for IFS problems since
the switchings are implicitly determined by the partition of the state and input spaces.

A piecewise affine (PWA) system is defined by partitioning the state space into
polyhedral regions, and associating with each region a different linear state-update equation

x(t+1) = Ajx(t) + Biu(t) + f; (@)
if[zgg]eé’(ié{[z]:Hix+Jiu§K,~} )

where x € R x {0, 1}, u € R™ x {0, 1}’™, {/Y,-}f;é is a polyhedral partition of the
sets of state+input space R"*™ n £ n. 4+ n;, m 2 m, + my. f; is a suitable constant
vector. PWA systems can model a large number of physical processes, such as systems with
static nonlinearities, and can approximate nonlinear dynamics via multiple linearizations at
different operating points Sontag (1981) and Sontag (1996). Details and recent results on
PWA can be found in Bemporad et al. (2000c), Imura and van der Schaft (2000), Mignone
et al. (2000), Kerrigan and Mayne (2002), and Roll et al. (2004).
When hard input and state constraints

Ex(t)+ Lu(t) <M 7
are introduced, the constrained PWA system (CPWA) can be described by Egs. 8-9
x(+1) = Aix(@) + Biju(t) + fi (®)
" x(1) e 2 Ax+Ju<k )
u(t) 1 — u . 1 1 — 1

where [z’\?, } is the new polyhedral partition of the sets of state+input space R"*™ by
i=
intersecting the polyhedrons &; in Eq. 6 with the polyhedron described by Eq. 7.

After defining the cost function

T-1
J (Uo“, x(0>) £ U0x®)l, + IRu),) + 1Px(T)],, (10)
k=0
the finite-time optimal control problem (FTCOC) is formulated as in Eqs. 11-12
J*(x(0)) = min J(UOT_I, x(0)) (11)
wrh
x(r+1) = Aix (1) + Biu(t) + fi
s.t. i x(t) c X (12)
u(t)
where the column vector Uonl ) [uT(O), o u(T — I)T]T e R™T is the optimization

vector and T is the time horizon. In Eq. 10, |Qx|, = xT Qx for p =2and |Ox], =
| Qxll1 00 for p = 1,00, where R = RT > 0,0 = QT, P =PT > 0if p=2and Q, R,
P non-singular if p = ococor p = 1.
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The main results on FTCOC can be found in Baotic et al. (2003a, b, 2006), Baric et al.
(2005, 2008), Bemporad et al. (2000b, 2002a, 2000a), Christophersen et al. (2005), Fotiou
et al. (2006a, 2006b), Borrelli et al. (2003, 2005). It has been proved that the closed form
of the state-feedback solution to the finite time optimal control problem based on quadratic
or linear norm performance criteria, is a time-varying piecewise affine feedback control
law. Moreover, two computational methods are provided to numerically find the optimal
solution.

One way is describing the PWA system by a set of inequalities with integer variables as
the system switches between the different dynamics. An appropriate modeling framework
for such class of systems is the mixed logical dynamic framework. Mixed logical dynamical
(MLD) systems are computationally oriented representations of hybrid systems that consist
of a collection of linear difference equations involving both real and Boolean (i.e. 1 or 0)
variables, subject to a set of linear inequalities. Details on MLD can be found in Bemporad
and Morari (1999a) and Ferrari-Trecate et al. (2002).

After transforming the PWA system to its equivalent MLD system, Eqgs. 10-12 can be
rewritten as:

T—1
{ygﬂ(mfhﬂm)é}]m&wwamwmmywpnnu (13)
0 k=0

¢ {x(k—i—l) = Ax(k) + Biu(k) + B28(k) + B3z(t), (14)

E8(k) + Exz(k) < E3u(t) + E4x(1) + Es

where x is a vector of continuous and binary states and u is the input. § and z represent
auxiliary binary and continuous variables, respectively, which are introduced when trans-
forming logic relations into MLD system Bemporad and Morari (1999b). A, B;, B>, B3,
Eq, ..., E5 are matrices of suitable dimensions.

The optimal control problem in Egs. 13-14 can be formulated as a Mixed Integer
Quadratic Program (MIQP) when the squared Euclidean norm p = 2 is used (Bemporad
and Morari 1999a), or as a Mixed Integer Linear Program (MILP), when p = oo or p = 1
(Bemporad et al. 2000b). In addition, multiparametric programming can be used to effi-
ciently compute the explicit form of the optimal state-feedback control law (Bemporad et
al. 2000b, a).

Another method of combining a dynamic programming strategy with a multi-parametric
program solver was proposed in Borrelli et al. (2003, 2005). The optimization is of the
following form

Jix () = %ﬂl 1Qx(DIl, + IRu(HI, + T4 (frwa (), u(j))) 5)

st frwa(x(j), u(j)) € X7+ (16)
for j =T —1,...,0, with boundary conditions
xT =x/ Y]
and
Jr(x(T)) = [I1Px(DH], (18)
where
X/ = {x e R"|Fu, fpwalx,u) € Xf'“} (19)

is the set of all initial states for which the problem Egs. 15-16 is feasible.
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Depending on the norm used in the cost function Eq. 15, the algorithm based on dynamic
programming recursion and multiparametric quadratic solvers was used when p = 2
(Borrelli et al. 2003, 2005). Similarly, when p = 1 or p = oo, the algorithm based on
dynamic programming recursion and multiparametric linear program solvers was shown
in Baotic et al. (2003a, 2006), Borrelli et al. (2005). Compared with the algorithm based
on MIP, the dynamic programming algorithm is more efficient and less complex due to
fewer underlying inequality constraints. Also, the dynamic programming algorithm can be
used to approximate infinite time horizon solutions through finite time horizon solutions.
Recent work Baric et al. (2005, 2008) showed how to exploit the underlying geometric
structure of the optimization problem with a linear performance index in order to signifi-
cantly improve the efficiency of the off-line computations. Fotiou et al. (2006a, b) studied
the constrained finite-time optimal control problem of discrete-time nonlinear systems using
algebraic geometry methods.

4 Optimal control for switched systems with EFS

In order to solve the EFS problem in general, one needs to optimize jointly over both
the continuous input and the switching signal. Recall that a switching signal consists of
both switching instants and ordered indices of systems. Even when the continuous control
input is absent, finding an optimal switching signal can be challenging. Therefore many
researchers decided to start with autonomous switched systems (i.e. u = 0) so that they
only need to focus on deriving the optimal switching signal. Various approaches were pro-
posed to find the optimal switching instants and sequences. Although different approaches
have their specific switched systems models and cost functions, most of them can be
classified into two kinds of methodologies: two-stage optimization and embedding trans-
Jormation. For non-autonomous switched systems the existing approaches, which are
typically extensions or improvements of the methods for autonomous systems, also fall into
the two categories.

In this section, two main methodologies (two-stage optimization and embedding trans-
formation) are discussed respectively. For each methodology, the corresponding literature
results are introduced from non-autonomous nonlinear switched systems to autonomous
linear switched systems. At the end, a special class of EFS problems, switching LOR prob-
lem is presented separately, due to the particular structure in problem formulations and
algorithms.

4.1 Two-stage optimization

A two-stage optimization algorithm consists of two separate levels of optimization. The idea
was first introduced by Xu and Antsaklis (2000b). At the lower level, the algorithm assumes
a fixed switching sequence and minimizes the cost functional with respect to the switching
times and continuous control input. At the upper level, it updates the switching sequence to
minimize the cost function. The whole optimization process is based on alternating between
these two procedures.

Two-stage optimization procedures:

Stage 1 Given a switching sequence o, calculate the optimal switching instants T and the
optimal control input u (for non-autonomous switched systems).
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Stage 2 Calculate a new sequence &, which is the result of updating the original sequence
0. Repeat Stage 1 using &.

It can be seen that Stage 1 and Stage 2 are (relatively) decoupled problems and therefore
can be solved separately. Since Stage 2 can be formulated as another search problem, many
results in the literature assumed the switching sequence to be prefixed and focus on Stage 1
optimization as a starting point.

For non-autonomous switched nonlinear systems, a computational method was proposed
in Xu and Antsaklis (2000b, 2002c, 2003, 2004a) to solve the optimization problem in Stage
1. They formulated the optimization problem in terms of minimizing a cost functional of
the switching instants. Then the gradient-based nonlinear programming algorithms were
used to numerically calculate the switching times. The conceptual algorithm for Stage 1
optimization is as follows.

Stage 1 (a) Fix the switching sequence. Let the minimum value of J with respect to u be a
function of the switching instants, i.e., J = J(t) where t = (11, ..., )T Find
the form of J(7)

Stage 1 (b) Minimize J with respect to t. i.e.

min J (1)
T

subjecttotr € T,where T £{t = (t1,..., 7)o <71 <--- < w3v < ts}

In Stage 1(a), we need to find an optimal continuous input # and the corresponding mini-
mum J. Note that although different subsystems are active in different time intervals, the
problem is conventional since these intervals are fixed. Therefore, most of the available
numerical methods for unconstrained conventional optimal control problems with fixed end-
time can be used. Stage 1(b) is a constrained nonlinear optimization problem, which can
be solved using various gradient-based computational methods such as gradient projection
(using 3J) and constrained Newton’s method (us1ng and ) By combining Stage 1(a)
and Stage 1(b), the following iterative algorithm prov1des a framework for the optimization
methodologies.

Set the iteration index j = 0. Choose an initial t/.
By solving an optimal control problem, find J(t/).

Find gl (and 2 lf second-order method is to be used).

Use somefeaszble direction method to update t/ to be v/t = v/ + a/dt/ (here dt/
is formed by using the gradient information of J, the step-size a’ can be chosen using
some step-size rule, e.g., Armijo’s rule). Set the iteration index j = j + 1.

5. Repeat Steps (2), (3), (4) and (5), until a pre-specified termination condition is satisfied
(e.g., the norm of the projection of on any feasible direction is smaller than a given
small number € > 0).

R

Note that Step 2 hinders the usage of the algorithm because the values of the derivatives
81’ and 3 J are not readily available. In Xu and Antsaklis (2000a, 2002c), a method based
on dlrect dlfferentiations of the value function was proposed to approximate the values of
the derivatives. In Xu and Antsaklis (2004b), based on an equivalent problem formulation,
accurate values of the derivatives were obtained by solving a two point boundary value
differential algebraic equation (DAE).

For autonomous switched nonlinear systems, the controlled parameters to optimize the
cost function are the switching instants only. Egerstedt et al. (2003, 2006b) derived a simpler
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formula for the gradient g—f than the one in Xu and Antsaklis (2002b). Then the formula was
used in a steepest descent algorithm with Armijo’s stepsizes to find the optimal switching
instants. It is noted that Xu and Antsaklis (2002b) considered the autonomous switched
nonlinear systems, which is a special class of non-autonomous switched systems studied by
Xu and Antsaklis (2002¢, 2000a).

Various practical issues were considered later, as extensions to the results in Egerstedt et
al. (2003, 2006b). State estimation and on-line computation were addressed in Azuma et al.
(2006) and Egerstedt et al. (2006a) and Ding et al. (2009a, b), Wardi et al. (2007, 2010).
Azuma et al. (2006) and Egerstedt et al. (2006a) considered the problem when the state of
the system is only partially known through the outputs. A method was presented to guaran-
tee that the current switch-time estimates remain optimal as the state estimates evolve in a
computationally feasible manner. Inspired by this work, more results (Ding et al. 2009a, b;
Wardi et al. 2007, 2010) appeared on the on-line optimization of switched systems. The
need for real-time on-line algorithms typically arises when complete information about the
system is not available but the algorithm can acquire partial information about it in real
time. Notice that the results in on-line computation often assume that the second derivative
% is known.

Recently, Johnson and Murphey (2009, 2011) used a different approach to find the gradi-
ent % , which relies on fundamental principles in calculus instead of constrained Lagrange
multiplier techniques Egerstedt et al. (2003, 2006b), Xu and Antsaklis (2002c, 2000a).
Moreover, the approach was also extended to an explicit derivation of the second deriva-
tive g%. By using both first and second order derivatives in the gradient-based method,
examples showed the significant reduction in iterations needed to converge, compared to
the method using first derivative only in Egerstedt et al. (2003). Caldwell and Murphey
(2010) compared the convergence between the first-order method (steepest descent) and
second-order method (Newton’s method) in the optimization of switching instants. They
emphasized the importance of the second-order method due to its quadratic convergence,
considering the concern of convergence rate for on-line implementation.

Giua et al. (2001a, b) considered switched affine systems with state jumps, defined in
Egs. 20 and 21

x(t) = Aipnx@®) + fiw, (20)

x(th) = M; jx(t7). 1)

Equation 21 models a jump condition: whenever at time ¢ a switch from mode i(t™) = i
to mode i () = j # i occurs, the state jumps from x(t7) to x(+7) = M; jx(t7), where
M; ; € R™" are constant matrices. The cost function is

© N
J =/(; XT(I)Qi(t)x(t)dt+Zl’ik_1,ik (22)

k=1

where Q; are positive semi-definite matrices and y; ; satisfies y; ; > 0 for i # j and
yi.i = 0for Vi. The cost (Eq. 22) consists of two components: a quadratic cost that depends
on the time evolution (the integral) and a cost that depends on the switches (the sum).
Giua et al. (2001a, b) assumed a fixed switching sequence and thus the unknown switching
instants are the optimization parameters. It was shown that the optimal control takes the
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form of a state feedback. A region on the state was numerically calculated so that an optimal
switch should occur if and only if the present state is in this region. It is worth noting that
the switching times are implicitly determined by the regions, instead of being calculated
explicitly as in Xu and Antsaklis (2000b, 2002c, 2003, 2004a) and Egerstedt et al. (2003,
2006b). This method was used as “slave” procedure in Bemporad et al. (2002b, c, d) and
later was generalized as a switching table procedure (STP) in Bemporad et al. (2002d) and
Seatzu et al. (2006a).

For autonomous switched time-varying linear systems, Caldwell and Murphey (2012b,
2011) considered the switching time optimization problem subject to quadratic cost (also
potentially time-varying). By making full use of the linearity of the switched system, the
problem was formulated so that a single set of differential equations could be solved prior
to optimization. Once the equations are solved and the solutions are stored, the problem
may be reformulated as a problem that does not rely on solving any differential equations
during calculation of the descent direction. Compared with the approaches (Egerstedt et al.
2003; Xu and Antsaklis 2002b, a) requiring a constant number of differential equations at
each step of steepest descent, the algorithm in Caldwell and Murphey (2012b, 2011) trades
additional memory demands for the computational advantage of all the integrations being
independent of the switching sequence and switching instants.

As we mentioned earlier, Stage 2 can be formulated as a discrete search problem. How-
ever, the search for all possible switching sequences could grow exponentially after each
iteration. In order to further reduce the value of cost function, a single mode insertion tech-
nique can be used to avoid the “combinatorial explosion”. It updates the switching sequence
by inserting two switching points at some time with a subsystem index between them. The
idea was originally proposed in Axelsson et al. (2005a, 2008).

For non-autonomous switched nonlinear systems, a bi-level hierarchical algorithm was
proposed in Gonzalez et al. (2010b, a). At the lower level, the algorithm assumes a fixed
modal sequence and determines the optimal mode duration and optimal continuous input
(Stage 1). It is pointed out that this stage of optimization can be solved by transforming the
problem into a classical optimal control problem over the switching instants and continuous
control input Gonzalez et al. (2010a). At the higher level, the algorithm employs the mode
insertion method to find either a lower cost or less infeasible switching sequence (Stage
2). It is noted that Gonzalez et al. (2010b, a) considered a “constrained” optimal control
problem. By “constrained”, it is meant that the state x is constrained to a set described by

x() € {x eR"|hj(x) <0, j=1,..,N}. (23)

for all time. The cost function is defined in Eq. 22 but without the switching cost term. An
improved algorithm was presented recently (Gonzalez et al. 2010a), in which new features
are implemented to overcome certain shortcomings of the original algorithm.

For autonomous switched nonlinear systems, Egerstedt et al. (2006b) presented a simple
case of extending the gradient-based nonlinear programming algorithms in Egerstedt et al.
(2003) to obtain derivative information about inserting new modes into a given switching
sequence. A complete problem formulation and algorithm were shown in Axelsson et al.
(2005a, 2008). The resulting algorithm first minimizes the cost functional with respect to the
switching instants (Stage 1) and then updates the switching sequence by adding new modes
to it at each iteration (Stage 2). Since the algorithm is defined on a sequence of spaces with
increasing dimensions, a notion of local optimality and a suitable concept of convergence
were defined in Axelsson et al. (2005b) to prove that the proposed algorithm converges in
that sense.
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Although the single model insertion provides a way of varying switching sequences in
practice, Wardi and Egerstedt (2012) pointed out that the two-stage optimization involv-
ing the single mode insertion technique may be inefficient due to a possible infinite-loop
procedure at each step of the algorithm. Therefore different algorithms were proposed to
solve the two-stage optimization problem by using other optimization techniques for Stage 1
and 2.

Feng et al. (2009) considered the optimal control problem of discrete-time non-
autonomous switched nonlinear systems. The algorithm for Stage 2 searches for the optimal
switching sequence through the discrete filled function method. For autonomous switched
nonlinear systems, Wardi and Egerstedt (2012) developed an alternative that changes any
finite (but possibly unbounded) number of modes at each iteration, and its computational
workload appears to be independent of the number of modes that are being changed. If the
state jumps appear in autonomous switched nonlinear systems, Loxton et al. (2009) showed
that an approximate solution for this optimal control problem can be computed by solv-
ing a sequence of conventional dynamic optimization problem. This approach can reduce
the excessive switching between subsystems by merging two or more switching times
into one.

For autonomous switched linear systems, a master-slave procedure (MSP) is used in
Bemporad et al. (2002¢c, b), Giua et al. (2001a, b). The “slave” procedure, originated
from Giua et al. (2001a, b), is based on the construction of the switching regions which
explicitly determines the optimal switching instants, assuming the switching sequence is
known (Stage 1). The “master” procedure is based on mixed-integer quadratic program-
ming (MIQP) which aims to find an optimal switching sequence assuming the switching
instants are known (Stage 2). Later, a switching table procedure (STP) was presented in
Bemporad et al. (2002d) and Seatzu et al. (2006a) as a generalization of the slave pro-
cedure. STP is based on dynamic programming and allows one to avoid the explosion
of the computational burden as the number of switching sequences increases. It relies
on the construction of switching tables which specify when the switching should occur
and what the next mode should be. Moreover, Bemporad et al. (2003), Bemporad et al.
(2004a, b), Seatzu et al. (2006b) showed that STP can be applied to other hybrid system
frameworks.

Recently, a projection-based method was reported in Caldwell and Murphey (2012c, a).
The optimization problem was first formulated as an infinite dimensional optimal con-
trol problem where the switching control design variables are constrained to be integers.
Then the projection-based techniques were introduced to handle the integer constraint.
A necessary condition for optimality of switched systems, based on this approach,
was derived in Caldwell and Murphey (2012c). Caldwell and Murphey (2012a) was
concerned with the line search step of such projection-based numerical optimization
procedure.

4.2 Embedding transformation

The basic idea of embedding transformation is that one can transform switched systems to a
larger family of systems where the number of switchings, switching sequence, and switch-
ing instants are embedded as decision variables. Then the various conventional optimization
techniques can be utilized. By adopting such problem transformation, there is no need to
make any assumptions about the number of switches nor about the switching sequence at
the beginning of the optimization.
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Bengea and DeCarlo (2005) and Wei et al. (2007) considered non-autonomous switched
nonlinear systems through embedding transformation. The switched system is first embed-
ded into a larger family of continuous systems, as in Eq. 24

N

xX(6) =Y vi0) fi(x(t), u; (1) (24)

i=1

where v; € [0, 1] and Z,N=1 v; (t) = 1. Then the embedded system can be solved using con-
ventional optimal control techniques. As a modification of the theorem in Berkovitz (1974),
the theoretical results in Bengea and DeCarlo (2005) showed that the set of trajectories of
the switching system is dense in the set of trajectories of the embedded system. Furthermore,
the results also imply that if one solves the embedded optimal control problem and obtains
a solution, either the solution is the solution of the original problem, or suboptimal solu-
tions can be constructed. Wei et al. (2007) further explored the possible numerical nonlinear
programming techniques under this framework. It was shown that sequential quadratic pro-
gramming (SQP) can be utilized to reduce the computational complexity; this is an issue that
cannot be tackled by mixed integer programming (MIP). The effectiveness of the proposed
approach was demonstrated through several examples.

The application of embedding transformation to autonomous switched nonlinear systems
was considered in Mojica et al. (2008) and Mojica-Nava et al. (2013). The original switched
system was transformed into a an equivalent polynomial representation, as Eq. 25.

q
=) fih) (25)
k=0
q . q
where [ (v) = ] Ez:g andv € Q = {v eRIT] (v —k)} . Also, the original cost
i=0,i#k k=0
function
Ly
J = p(x(tp) + / Low()dt 26)
fo

was transformed into the equivalent form

t
J =ox(y)) + / ! L(x,v)dt 27
fo

q
where L£(x,v) = Y Li(x)lx(v). Note that the equivalent optimal control problem uses v

as a control variable, which mimics the behavior of the original switched system. Since
the equivalent problem has a constraint which is non-convex with a disjoint feasible set,
traditional optimization solvers have a disadvantaged performance. Then the problem was
further relaxed and convexified using the method of moments so that the existing numerical
methods in convex programming can be used to solve the problem. The necessary and suffi-
cient condition for optimality was also obtained. A more detailed and complete optimization
algorithm based on semi-definite programming can be found in Mojica-Nava et al. (2013).

For autonomous switched linear systems, Das and Mukherjee (2008) used a different
embedding transformation, as shown in Eq. (28).

N-2 N-1
%= Arxuy + Aox(1 —upus + ...+ Ay_1x ]_[ (1 —u)un_1 + Anx ]—[ (1 —u;) (28)
i i=l
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where A; is the state matrix for i-th linear subsystem and u; € {0, 1} fori € {1,2,...N}.
It showed that the optimal solution can be determined by solving the two-point boundary
value problem after applying Pontryagin’s Minimum Principle.

4.3 Switching LQR problem

Gorges et al. (2011) and Zhang and Hu (2008b, a), Zhang et al. (2009a, b) studied the
optimal control and scheduling problem of a special class of switched systems, discrete-time
switched linear systems. The model considered is

x (k+1) = Ajgyx (k) + Bigyu(k). (29)

Switching between subsystems is described by the switching index j (k) which is subject to
control. Further, the cost function is in the quadratic form

N-—1

7= 32 () Qigox () + uT K Rigyue®)) +xT (N)Q (N (30)

k=0

where QO and Q; are symmetric positive semi-definite and R; is symmetric positive def-
inite. The variables to be optimized are the sequence of control inputs {u(k)},lc\’:1 and the
switching sequence {i (k) },ICV: 1

It is noted that Gorges et al. (2011) and Zhang and Hu (2008b) showed that the explicit
feedback form of the optimal control input can be obtained by solving a set of difference
Riccati Equations (DRE). The resulting optimal control input u (k) is in piecewise linear
state feedback form and the switching sequence and times are obtained through dynamic
programming. Moreover, Zhang and Hu (2008b) and Gorges et al. (2011) also realized the
problem that the size of the positive semi-definite matrix set will grow exponentially as the
time evolves, which calls for an efficient computational algorithm in practice.

To reduce the solution space, Gorges et al. (2011) considered a sub-optimal cost function
so that the optimal control problem can be approached by relaxed dynamic programming
(Rantzer 2006; Lincoln and Rantzer 2006). A different approach in Zhang and Hu (2008a)
and Zhang et al. (2009a) finds the minimum equivalent subset of the positive semi-definite
matrix set by removing the redundant matrices. It should be noted that the optimality of the
problem is not jeopardized in Zhang and Hu (2008a) and Zhang et al. (2009a). Zhang et al.
(2009a) also showed that a similar algorithm can be extended to the case when sub-optimal
performance is acceptable.

5 Conclusion

This survey gives a brief overview of the results on optimal control of switched systems,
with emphasis on computational results recently developed. We first presented the gen-
eral formulation of optimal control problems and then introduced two important problem
classes based on the nature of switching. For each class of problems, the main method-
ologies under different assumptions and types of switched systems were summarized. For
internally forced switching problems, the computational results on piecewise affine systems
were explored. For externally forced switching problems, optimization techniques such as
two-stage optimization, embedding transformation and switching LQR design were dis-
cussed. Note that the research on optimal control of switched and hybrid systems is still an
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active area, the survey is not attempting to include all the results in the literature but primar-
ily aims to show the essential ideas and trends in this field. We apologize for any omissions
due to space limitation or because of not being aware of them.

It is worth to note that several software packages are available to compute the optimal
control solutions of switched and hybrid systems. Multi-Parametric Toolbox (MPT) (Kvas-
nica et al. ) is a free MATLAB toolbox for design, analysis and deployment of optimal
controllers for constrained linear, nonlinear and hybrid systems. Efficiency of the code is
guaranteed by the extensive library of algorithms from the field of computational geometry
and multi-parametric optimization. YALMIP (Lofberg 2004) features an intuitive and flexi-
ble modeling language for solving optimization problems. The main emphasis is on convex
conic programming (linear, quadratic, second order cone and semi-definite programming),
but it also supports integer programming and non-convex problems. Moreover, YALMIP
can be used together with the MPT toolbox to setup and solve multiparametric optimization
problems. CDP (Convex Dynamic Programming) Tool is another MATLAB toolbox devel-
oped to solve hybrid optimal control problems. The user manual can be found in Hedlund
and Rantzer (1999a).

Acknowledgments The support of the National Science Foundation under the CPS Large Grant No. CNS-
1035655 is gratefully acknowledged. We also would like to thank the anonymous reviewers for their helpful
comments that have improved the manuscript.

References

Antsaklis PJ (2000) Special issue on hybrid systems: theory and applications. A brief introduction to the
theory and applications of hybrid systems. Proc IEEE 88(7):879-887

Antsaklis PJ, Koutsoukos XD (2002) Hybrid systems control. Encyclopedia of physical science and
technology, 3rd edn 7:445-458

Antsaklis PJ, Koutsoukos XD (2005) Hybrid systems: review and recent progress. Wiley, pp 273-298

Antsaklis PJ, Nerode A (1998) Hybrid control systems: an introductory discussion to the special issue. IEEE
Trans Autom Control 43(4):457-460

Antsaklis PJ, Koutsoukos X, Zaytoon J (1998) On hybrid control of complex systems: a survey. Eur J Autom
32:1023-1045

Axelsson H, Wardi Y, Egerstedt M (2005a) Transition-time optimization for switched systems. In: IFAC
Proceedings volumes, vol 16. pp 453-458

Axelsson H, Wardi Y, Egerstedt M, Verriest E (2005b) A provably convergent algorithm for transition-time
optimization in switched systems. In: Proceedings 44th IEEE conference on decision and control and
European control conference. pp 1397-1402

Axelsson H, Wardi Y, Egerstedt M, Verriest E (2008) Gradient descent approach to optimal mode scheduling
in hybrid dynamical systems. J Optim Theory Appl 136:167-186

Azuma S, Egerstedt M, Wardi Y (2006) Output-based optimal timing control of switched systems. In:
Hybrid systems: computation and control, lecture notes in computer science, vol 3927. Springer, pp 64—
78

Baotic M, Christophersen F, Morari M (2003a) A new algorithm for constrained finite time optimal control
of hybrid systems with a linear performance index. In: European control conference. pp 3335-3340

Baotic M, Christophersen FJ, Morari M (2003b) Infinite time optimal control of hybrid systems with a linear
performance index. In: Proceedings. 42nd IEEE conference on decision and control, vol 3. pp 3191-
3196

Baotic M, Christophersen F, Morari M (2006) Constrained optimal control of hybrid systems with a linear
performance index. IEEE Trans Autom Control 51(12):1903-1919

Baric M, Grieder P, Baotic M, Morari M (2005) Optimal control of pwa systems by exploiting problem
structure. In: IFAC World Congress, vol 16. pp 307-312

Baric M, Grieder P, Baotic M, Morari M (2008) An efficient algorithm for optimal control of pwa systems
with polyhedral performance indices. Automatica 44(1):296-301

@ Springer



360 Discrete Event Dyn Syst (2015) 25:345-364

Bemporad A, Morari M (1999a) Control of systems integrating logic, dynamics, and constraints. Automatica
35:407-427

Bemporad A, Morari M (1999b) Control of systems integrating logic, dynamics, and constraints. Automatica
35(3):407-427

Bemporad A, Borrelli F, Morari M (2000a) Optimal controllers for hybrid systems: stability and piecewise
linear explicit form. In: Proceedings of the 39th IEEE conference on decision and control, vol 2. pp
1810-1815

Bemporad A, Borrelli F, Morari M (2000b) Piecewise linear optimal controllers for hybrid systems. In:
Proceedings of the IEEE American control conference, vol 2. pp 1190-1194

Bemporad A, Ferrari-Trecate G, Morari M (2000c) Observability and controllability of piecewise affine and
hybrid systems. IEEE Trans Autom Control 45(10):1864—-1876

Bemporad A, Borrelli F, Morari M (2002a) On the optimal control law for linear discrete time hybrid systems.
In: International workshop on hybrid systems: computation and control. pp 105-119

Bemporad A, Giua A, Seatzu C (2002b) An iterative algorithm for the optimal control of continuous-time
switched linear systems. In: Proceedings. 6th international workshop on discrete event systems. pp 335—
340

Bemporad A, Giua A, Seatzu C (2002c) A master-slave algorithm for the optimal control of continuous-time
switched affine systems. In: Proceedings of the 41st IEEE conference on decision and control, vol 2. pp
1976-1981

Bemporad A, Giua A, Seatzu C (2002d) Synthesis of state-feedback optimal controllers for continuous-time
switched linear systems. In: Proceedings of the 41st IEEE conference on decision and control, vol 3. pp
3182-3187

Bemporad A, Corona D, Giua A, Seatzu C (2003) Optimal state-feedback quadratic regulation of linear
hybrid automata. In: Proceedings 2003 IFAC conference on analysis and design of hybrid systems. pp
407412

Bengea SC, DeCarlo RA (2005) Optimal control of switching systems. Automatica 41(1):11-27

Berkovitz LD (1974) Optimal control theory. Springer, New York

Borrelli F, Baotic M, Bemporad A, Morari M (2003) An efficient algorithm for computing the state feedback
optimal control law for discrete time hybrid systems. In: Proceedings of the IEEE American control
conference, vol 6. pp 4717-4722

Borrelli F, Baotic M, Bemporad A, Morari M (2005) Dynamic programming for constrained optimal control
of discrete-time linear hybrid systems. Automatica 41(10):1709-1721

Branicky MS, Mitter SK (1995) Algorithms for optimal hybrid control. In: Proceedings of the 34th IEEE
conference on decision and control, vol 3. pp 2661-2666

Branicky MS, Borkar VS, Mitter SK (1998) A unified framework for hybrid control: model and optimal
control theory. IEEE Trans Autom Control 43(1):31-45

Caines P, Shaikh M (2006) Optimality zone algorithms for hybrid systems: efficient algorithms for optimal
location and control computation, vol 3927. Springer Berlin / Heidelberg. pp 123-137

Caines PE, Shaikh MS (2005) Optimality zone algorithms for hybrid systems computation and control: From
exponential to linear complexity. In: Proceedings of the IEEE international symposium on intelligent
control, Mediterrean conference on control and automation. pp 1292-1297

Caldwell T, Murphey T (2012a) Projection-based switched system optimization: Absolute continuity of the
line search. In: IEEE 51st conference on decision and control. pp 699-706

Caldwell T, Murphey T (2012b) Single integration optimization of linear time-varying switched systems.
IEEE Trans Autom Control 57(6)

Caldwell TM, Murphey T (2010) An adjoint method for second-order switching time optimization. In: 49th
IEEE conference on decision and control. pp 2155-2162

Caldwell TM, Murphey T (2011) Single integration optimization of linear timevarying switched systems. In:
American control conference. pp 2024-2030

Caldwell TM, Murphey T (2012c) Projection-based switched system optimization. In: American control
conference. pp 45524557

Cassandras CG, Pepyne DL, Wardi Y (1998) Optimal control of systems with time-driven and event-driven
dynamics. In: Proceedings of the 37th IEEE conference on decision and control, vol 1. pp 7-12

Cassandras CG, Pepyne DL, Wardi Y (2001) Optimal control of a class of hybrid systems. IEEE Trans Autom
Control 46(3):398-415

Cho YC, Cassandras CG, Pepyne DL (2000) Forward algorithms for optimal control of a class of
hybrid systems. In: Proceedings of the 39th IEEE conference on decision and control, vol 1.
pp 975-980

Christophersen FJ, Baoti¢ M, Morari M (2005) Optimal control of piecewise affine systems: a dynamic
programming approach. In: Control and observer design for nonlinear finite and infinite dimensional
systems Meurer T, Graichen K, Gilles ED (eds), vol 322, Springer-Verlag

@ Springer



Discrete Event Dyn Syst (2015) 25:345-364 361

Corona D, Giua A, Seatzu C (2004a) Optimal feedback switching laws for autonomous hybrid automata. In:
Proceedings of the 2004 IEEE international symposium on intelligent control. pp 31-36

Corona D, Seatzu C, Giua A, Gromov D, Mayer E, Raisch J (2004b) Optimal hybrid control for switched
affine systems under safety and liveness constraints. In: IEEE international symposium on computer
aided control systems design. pp 35-40

Das T, Mukherjee R (2008) Optimally switched linear systems. Automatica 44(5):1437-1441

Ding X, Wardi Y, Egerstedt M (2009a) On-line adaptive optimal timing control of switched systems. In:
Proceedings of the 48th IEEE conference on decision and control Chinese control conference. pp 5305—
5310

Ding X, Wardi Y, Egerstedt M (2009b) On-line optimization of switched-mode dynamical systems. IEEE
Trans Autom Control 54(9):2266-2271

Egerstedt M, Wardi Y, Delmotte F (2003) Optimal control of switching times in switched dynamical systems.
In: Proceedings 42nd IEEE conference on decision and control, vol 3. pp 2138-2143

Egerstedt M, Azuma S, Wardi Y (2006a) Optimal timing control of switched linear systems based on partial
information. Nonlinear Anal Theory Methods Appl 65(9):1736—1750

Egerstedt M, Wardi Y, Axelsson H (2006b) Transition-time optimization for switched-mode dynamical
systems. IEEE Trans Autom Control 51(1):110-115

Feng ZG, Teo KL, Rehbock V (2009) A discrete filled function method for the optimal control of switched
systems in discrete time. Optim Control Appl Methods 30(6):585-593

Ferrari-Trecate G, Mignone D, Morari M (2002) Moving horizon estimation for hybrid systems. IEEE Trans
Autom Control 47(10):1663-1676

Fotiou I, Beccuti A, Papafotiou G, Morari M (2006a) Optimal control of piece-wise polynomial hybrid
systems using cylindrical algebraic decomposition. In: Hybrid systems: computation and control. pp
227-241

Fotiou I, Rostalski P, Parrilo P, Morari M (2006b) Parametric optimization and optimal control using
algebraic geometry methods. Int J Control 79(11):1340-1358

Giua A, Seatzu C, der Mee CV (2001a) Optimal control of switched autonomous linear systems. In:
Proceedings of the 40th IEEE conference on decision and control, vol 3. pp 2472-2477

Giua A, Seatzu C, Mee CVD (2001b) Optimal control of autonomous linear systems switched with a pre-
assigned finite sequence. In: Proceedings of the 2001 IEEE international symposium on intelligent
control. pp 144-149

Goebel R, Sanfelice R, Teel A (2009) Hybrid dynamical systems. IEEE Control Syst 29(2):28-93

Gokbayrak K, Cassandras CG (2000a) A hierarchical decomposition method for optimal control of hybrid
systems. In: Proceedings of the 39th IEEE conference on decision and control, vol 2. pp 1816-1821

Gokbayrak K, Cassandras CG (2000b) Hybrid controllers for hierarchically decomposed systems Proceed-
ings of the 3rd international workshop on hybrid systems: computation and control. Springer-Verlag,
London, pp 117-129

Gonzalez H, Vasudevan R, Kamgarpour M, Sastry SS, Bajcsy R, Tomlin C (2010a) A numerical method for
the optimal control of switched systems. In: 49th IEEE conference on decision and control. pp 7519—
7526

Gonzalez H, Vasudevan R, Kamgarpour M, Sastry SS, Bajcsy R, Tomlin CJ (2010b) A descent algorithm for
the optimal control of constrained nonlinear switched dynamical systems. In: Proceedings of the 13th
ACM international conference on hybrid systems: computation and control, HSCC ’10. pp 51-60

Gorges D, Izak M, Liu S (2011) Optimal control and scheduling of switched systems. IEEE Trans Autom
Control 56(1):135-140

Hedlund S, Rantzer A (1999a) CDP Tool, a Matlab tool for optimal control of hybrid systems

Hedlund S, Rantzer A (1999b) Optimal control of hybrid systems. In: Proceedings of the 38th IEEE
conference on decision and control, vol 4. pp 3972-3977

Hedlund S, Rantzer A (2002) Convex dynamic programming for hybrid systems. IEEE Trans Autom Control
47(9):1536-1540

Imura J, van der Schaft A (2000) Characterization of well-posedness of piecewise-linear systems. IEEE Trans
Autom Control 45(9):1600-1619

Johnson E, Murphey T (2009) Second order switching time optimization for time-varying nonlinear systems.
In: IEEE 48th conference on decision and control. pp 5281-5286

Johnson E, Murphey T (2011) Second-order switching time optimization for nonlinear time-varying dynamic
systems. IEEE Trans Autom Control 56(8):1953-1957

Kerrigan E, Mayne D (2002) Optimal control of constrained, piecewise affine systems with bounded dis-
turbances. In: Proceedings of the 41st IEEE conference on decision and control, 2002, vol 2. pp 1552—
1557

Kvasnica M, Grieder P, Baoti¢ M Multi-Parametric Toolbox (MPT). http://control.ee.ethz.ch/mpt/

@ Springer


http://control.ee.ethz.ch/mpt/

362 Discrete Event Dyn Syst (2015) 25:345-364

Lin H, Antsaklis P (2009) Stability and stabilizability of switched linear systems: a survey of recent results.
IEEE Trans Autom Control 54(2):308-322

Lincoln B, Rantzer A (2006) Relaxing dynamic programming. IEEE Trans Autom Control 51(8):1249-1260.
doi:10.1109/TAC.2006.878720

Lofberg J (2004) Yalmip: a toolbox for modeling and optimization in MATLAB. In: Proceedings of the
CACSD conference

Loxton R, Teo K, Rehbock V (2009) Computational method for a class of switched system optimal control
problems. IEEE Trans Autom Control 54(10):2455-2460

Lunze J, Lamnabhi-Lagarrigue F (2009) Handbook of hybrid systems control. Cambridge University Press

Matveev AS, Savkin AV (2000) Qualitative theory of hybrid dynamical systems. Birkhauser, Boston

Mignone D, Ferrari-Trecate G, Morari M (2000) Stability and stabilization of piecewise affine and hybrid
systems: an Imi approach. In: Proceedings of the 39th IEEE conference on decision and control, 2000,
vol 1. pp 504-509

Mojica Nava, E, Meziat R, Quijano N, Gauthier A, Rakoto-Ravalontsalama N (2008) Optimal control of
switched systems: a polynomial approach. In: IFAC Proceedings Volumes, vol 17. pp 7808-7813

Mojica-Nava E, Quijano N, Rakoto-Ravalontsalama N (2013) A polynomial approach for optimal control of
switched nonlinear systems. Int J Robust Nonlinear Control Early Access

Piccoli B (1999) Necessary conditions for hybrid optimization. In: Proceedings of the 38th IEEE conference
on decision and control, vol 1. pp 410415

Rantzer A (2006) Relaxed dynamic programming in switching systems. IEE Proc Control Theory Appl
153(5):567-574

Rantzer A, Johansson M (2000) Piecewise linear quadratic optimal control. IEEE Trans Autom Control
45(4):629-637

Riedinger P, Kratz F, Tung C, Zanne C (1999) Linear quadratic optimization for hybrid systems. In:
Proceedings of the 38th IEEE conference on decision and control, vol 3. pp 3059-3064

Roll J, Bemporad A, Ljung L (2004) Identification of piecewise affine systems via mixed-integer program-
ming. Automatica 40(1):37-50

Savkin AV, Evans RJ (2002) Hybrid dynamical systems. Birkhauser, Boston

van der Schaft S (2000) An introduction to hybrid dynamical systems. Springer-Verlag

Seatzu C, Corona D, Giua A, Bemporad A (2006a) Optimal control of continuous-time switched affine
systems. IEEE Trans Autom Control 51(5):726-741

Seatzu C, Gromov D, Raisch J, Corona D, Giua A (2006b) Optimal control of discrete-time hybrid automata
under safety and liveness constraints. Nonlinear Anal Theory Methods Appl 65(6):1188-1210

Sebastain Engell GF, Schnieder E (2002) Modeling, analysis, and design of hybrid systems. Springer-Verlag

Shaikh M, Caines P (2003) On the optimal control of hybrid systems: optimization of trajectories, switching
times, and location schedules. In: Hybrid systems: computation and control, lecture notes in computer
science, vol 2623. pp 466481

Shaikh MS, Caines PE (2002) On trajectory optimization for hybrid systems: theory and algorithms for
fixed schedules. In: Proceedings of the 41st IEEE conference on decision and control, vol 2. pp 1997—
1998

Sontag E (1981) Nonlinear regulation: the piecewise linear approach. IEEE Trans Autom Control 26(2):346—
358

Sontag ED (1996) Interconnected automata and linear systems: a theoretical framework in discrete-time.
In: Proceedings of the DIMACS/SYCON workshop on Hybrid systems III: verification and control:
verification and control. Springer-Verlag New York, Inc., Secaucus, pp 436-448

Sussmann HJ (2000) Set-valued differentials and the hybrid maximum principle. In: Proceedings of the 39th
IEEE conference on decision and control, vol 1. pp 558-563

Tabuada P (2009) Verification and control of hybrid systems. Springer-Verlag

Wardi Y, Egerstedt M (2012) Algorithm for optimal mode scheduling in switched systems. In: American
control conference. pp 45464551

Wardi Y, Ding X, Egerstedt M, Azuma S (2007) On-line optimization of switched-mode systems: algorithms
and convergence properties. In: 46th IEEE conference on decision and control. pp 5005-5010

Wardi Y, Twu P, Egerstedt M (2010) On-line optimal timing control of switched systems. In: 49th IEEE
conference on decision and control. pp 2137-2142

Wassim M Haddad VC, Nersesov SG (2006) Impulsive and hybrid dynamical systems. Princeton University
Press

Wei S, Uthaichana K, Zefran M, DeCarlo RA, Bengea S (2007) Applications of numerical optimal control
to nonlinear hybrid systems. Nonlinear Anal Hybrid Syst 1(2):264-279

Xu X, Antsaklis P (2000a) A dynamic programming approach for optimal control of switched systems. In:
Proceedings of the 39th IEEE conference on decision and control, vol 2. pp 1822-1827

@ Springer


http://dx.doi.org/10.1109/TAC.2006.878720

Discrete Event Dyn Syst (2015) 25:345-364 363

Xu X, Antsaklis P (2000b) Optimal control of switched systems: new results and open problems. In:
Proceedings of the IEEE American control conference, vol 4. pp 2683-2687

Xu X, Antsaklis P (2002a) An approach to general switched linear quadratic optimal control problems with
state jumps. In: Proceedings 15th international symposium on mathematical theory of networks and
systems (MTNS). pp 1-12

Xu X, Antsaklis P (2002b) Optimal control of switched autonomous systems. In: Proceedings of the 41st
IEEE conference on decision and control, vol 4. pp 44014406

Xu X, Antsaklis P (2002c) Optimal control of switched systems via non-linear optimization based on direct
differentiations of value functions, vol 75

Xu X, Antsaklis P (2003) Results and perspectives on computational methods for optimal control of switched
systems. In: 6th international workshop hybrid systems: computation and control, vol 2623. Springer, pp
540-550

Xu X, Antsaklis P (2004a) Optimal control of switched systems based on parameterization of the switching
instants. IEEE Trans Autom Control 49(1):2-16

Xu X, Antsaklis P (2004b) Optimal control of switched systems based on parameterization of the switching
instants. IEEE Trans Autom Control 49(1):2-16

Zhang P, Cassandras CG (2001) An improved forward algorithm for optimal control of a class of hybrid
systems. In: Proceedings of the 40th IEEE conference on decision and control, vol 2. pp 1235-1236

Zhang W, Hu J (2008a) On optimal quadratic regulation for discrete-time switched linear systems. In: Hybrid
systems: computation and control, lecture notes in computer science Egerstedt M, Mishra B (eds),
vol 4981, Springer, Berlin / Heidelberg

Zhang W, Hu J (2008b) Optimal quadratic regulation for discrete-time switched linear systems: a numerical
approach.In: IEEE Proceedings of American control conference. pp 4615-4620

Zhang W, Abate A, Hu J (2009a) Efficient suboptimal solutions of switched Iqr problems. In: IEEE
Proceedings of American control conference. pp 1084—1091

Zhang W, Hu J, Abate A (2009b) On the value functions of the discrete-time switched Iqr problem. IEEE
Trans Autom Control 54(11):2669-2674

Feng Zhu received the B.S. degree from Harbin Institute of Technology, China, in 2008. He holds the M.S.
degrees in Electrical Engineering and Applied Mathematics from the University of Notre Dame, USA. He is
currently pursuing his doctorate degree under the supervision of Professor Panos J. Antsaklis. His research
interests are hybrid systems, discrete event dynamical systems and optimal controls.

@ Springer



364 Discrete Event Dyn Syst (2015) 25:345-364

Panos J. Antsaklis is the Brosey Professor of Electrical Engineering at the University of Notre Dame. He
is a graduate of the National Technical University of Athens, Greece, and holds M.S. and Ph.D. degrees
from Brown University. His research addresses problems of control and automation and examines ways to
design control systems that will exhibit a high degree of autonomy. His recent research focuses on Cyber-
Physical Systems and addresses problems in the interdisciplinary research area of control, computing and
communication networks, and on hybrid and discrete event dynamical systems. He has co-authored two
research monographs on discrete event systems, two graduate textbooks on Linear Systems and has co-edited
six books on Intelligent Autonomous Control, Hybrid Systems and Networked Embedded Control Systems.
He is an IEEE, IFAC and AAAS Fellow and the 2006 recipient of the Engineering Alumni Medal of Brown
University. He is the Editor-in-Chief of the IEEE Transactions on Automatic Control.

@ Springer



	Optimal control of hybrid switched systems: A brief survey
	Abstract
	Introduction
	Optimal control problems in hybrid and switched dynamical systems
	Hybrid systems
	Switched systems
	Two optimal control problems of switched systems

	Optimal control for switched systems with IFS
	Optimal control for switched systems with EFS
	Two-stage optimization
	Embedding transformation
	Switching LQR problem

	Conclusion
	Acknowledgments
	References


