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Abstract

Discrete event systems (DES) are dynamical systems which evolve in time by the occurrence of events at possibly irregular time intervals. "Logical" DES are a class of discrete time DES with equations of motion that are most often non-linear and discontinuous with respect to event occurrences. Recently, there has been much interest in studying the stability properties of logical DES and several definitions for stability, and methods for stability analysis have been proposed. Here we introduce a logical DES model and define stability in the sense of Lyapunov for logical DES. Then we show that a more conventional analysis of stability which employs appropriate Lyapunov functions can be used for logical DES. This standard approach has the advantage of not requiring high computational complexity (as some of the others) but the difficulty lies in specifying the Lyapunov functions. The approach is illustrated on a manufacturing system that processes batches of different types of parts according to a priority scheme and a load balancing problem in computer networks.

1.0 Introduction

Discrete event systems (DES) are dynamical systems which evolve in time by the occurrence of events at possibly irregular time intervals. Some examples include flexible manufacturing systems, computer networks, logic circuits, and traffic systems. "Logical" DES are a class of discrete time DES with equations of motion that are most often non-linear and discontinuous in the occurrence of the events. Recently, there has been much interest in studying the stability properties of logical DES and several definitions for stability, and methods for stability analysis have been proposed. Here we introduce a logical DES model and define stability in the sense of Lyapunov for logical DES. Then we show that the metric space formulation in [18] can be adapted so that a conventional analysis of stability which employs appropriate Lyapunov functions can be used for logical DES. An important advantage of the Lyapunov approach is that it does not require high computational complexity (as some of the other new approaches) but the difficulty lies in specifying the Lyapunov function. The approach is illustrated on a manufacturing system that processes batches of different types of parts according to a priority scheme and a "load balancing problem" in computer networks. The full version of this paper, which includes the full proofs and other examples is given in [14].

The foundations for the study of stability properties of logical DES lie in the areas of general stability theory (the approach used herein) and theoretical Computer Science (recent DES-theoretic research). The two (related) main areas in theoretical Computer Science that form the foundation for logical DES-theoretic stability studies are temporal logic and automata. Intuitively speaking, in a temporal logic or automata-theoretic framework a system is considered in some sense stable if (i) for some set of initial states the system’s state is
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guaranteed to enter a given set and stay there forever, or (ii) for some set of initial states the system's state is guaranteed to visit a given set of states infinitely often. In temporal logic, stability characteristics of logical DES have been studied in [4,16,5,6,10,13]. The automata theoretic work in Computer Science has also been adapted for the study of stability of DES in [12,11,3]. The construction of stabilizing controllers has also been studied in a Petri net framework in [7]. Certain general formulations for the study of stability are relevant to the study of stability properties of logical DES (e.g., see [17]). For an introduction to general stability theory and an overview of such research see [9]. Finally, in other DES studies, there have recently been significant advances in the study of stability properties of manufacturing systems in [15,8].

In Section 2 we introduce a logical DES model and in Section 3 we define stability in the sense of Lyapunov for DES and give necessary and sufficient conditions for stability of invariant sets of DES in a metric space. The applications are given in Section 4 and Conclusions in Section 5.

2.0 A Discrete Event System Model

We will consider stability properties of discrete event systems that can be accurately modelled with

\[ G = (\mathcal{X}, \mathcal{E}, f_e, g, E_v) \]  

(1)

where \( \mathcal{X} \) is the set of states, \( \mathcal{E} \) is the set of events,

\[ f_e: \mathcal{X} \rightarrow \mathcal{X} \]  

(2)

for \( ee \in \mathcal{E} \) are operators,

\[ g: \mathcal{X} \rightarrow \mathcal{P}(\mathcal{E}) - \{\emptyset\} \]  

(3)

is the enable function, and \( E_v \subset \mathcal{E}^N \) is the set of valid event trajectories. Here, for an arbitrary set \( Z \), \( \mathcal{P}(Z) \) denotes the power set of \( Z \). We only require that \( f_e(x) \) be defined when \( ee \in g(x) \). We associate "time" indices with the states and events so that \( x_k \in \mathcal{X} \) represents the state at time \( k \in N \) and \( e_k \in \mathcal{E} \) represents an enabled event at time \( k \in N \) if \( e_k \in g(x_k) \). If at state \( x_k \in \mathcal{X} \), event \( e_k \in \mathcal{E} \) occurs at time \( k \in N \) (randomly, not necessarily according to any particular statistics) then the next state \( x_{k+1} \) is given by application of the operator \( f_{e_k} \), i.e., \( x_{k+1} = f_{e_k}(x_k) \). Events can only occur if they lie on valid event trajectories as we now discuss.

Any sequence \( \{x_k\} \in \mathcal{X}^N \) such that for all \( k \), \( x_{k+1} = f_{e_k}(x_k) \) where \( e_k \in g(x_k) \), is a state trajectory. The set of all event trajectories denoted with \( E \) is composed of those sequences \( \{e_k\} \in \mathcal{E}^N \) such that there exists a state trajectory \( \{x_k\} \in \mathcal{X}^N \) where for all \( k \), \( e_k \in g(x_k) \). Hence, to each event trajectory, which specifies the order of the application of the operators \( f_e \), there corresponds a unique state trajectory (but, in general, not vice versa). The set of valid event trajectories \( E_v \subset E \) represents the event trajectories that are physically possible in \( G \). Hence, even if \( x_k \in \mathcal{X} \) and \( e_k \in g(x_k) \) it is not the case that \( e_k \) can occur unless it lies on a valid event trajectory that ends at \( x_{k+1} \), where \( x_{k+1} = f_{e_k}(x_k) \). In Section 4 we shall see that the use of \( E_v \)
can facilitate the modelling of many DES and provide flexibility in the study of stability properties. Let $E_v(x_0) \subseteq E_v$ denote the set of all possible valid event trajectories that begin from state $x_0 \in \mathcal{X}$. Below, we shall also utilize a special set of \textit{allowed event trajectories} denoted with $E_a$, where $E_a \subseteq E_v$, and allowed event trajectories that begin at state $x_0 \in \mathcal{X}$ denoted by $E_a(x_0)$.

Let $E_k$, for fixed $k \in \mathbb{N}$, denote an event sequence of $k$ events that have occurred (by definition $E_0 = \emptyset$). If $E_k = e_0, e_1, ..., e_{k-1}$ we let $E_k E_v E_v(x_0)$ denote the \textit{concatenation} of $E_k$ and (the infinite sequence) $E = e_k, e_{k+1}, \ldots$, i.e. $E_k E = e_0, e_1, \ldots, e_{k-1}, e_k, e_{k+1}, \ldots$. The function $X(x_0, E_k, k)$ will be used to denote the state reached from $x_0 \in \mathcal{X}$ by application of event sequence $E_k$ such that $E_k E_v E_v(x_0)$. (By definition, $X(x_0, \emptyset, 0) = x_0$ for all $x_0 \in \mathcal{X}$.) For fixed $x_0$ and $E_k$, $X(x_0, E_k, k)$ shall be called a \textit{motion}. We assume that for all $x_0 \in \mathcal{X}$, if $E_k E_k E_v E_v(x_0)$

$$X(X(x_0, E_k, k), E_k, k') = X(x_0, E_{k+k'}, k+k')$$

for all $k, k' \in \mathbb{N}$, such that $k' \geq k$ where $E_{k+k} = E_k E_k$. This is the standard semi-group property for dynamical systems.

3.0 Necessary and Sufficient Conditions for the Stability of Invariant Sets of DESs in a Metric Space

The following adapts the formulation developed in [18] to the study of stability properties of systems represented by the logical DES model introduced above. Let $\rho : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ denote a \textit{metric} on $\mathcal{X}$, and $(\mathcal{X}; \rho)$ a \textit{metric space}. Let $\mathcal{X}_2 \subseteq \mathcal{X}$ and $\rho(x, \mathcal{X}_2) = \inf \{\rho(x, x') : x' \in \mathcal{X}_2\}$ denote the \textit{distance} from point $x$ to the set $\mathcal{X}_2$. By a \textit{functional} we shall mean a mapping from an arbitrary set to $\mathbb{R}$.

**Definition 1:** The \textit{r-neighborhood} of an arbitrary set $\mathcal{X}_2 \subset \mathcal{X}$ is denoted by the set $S(\mathcal{X}_2, r) = \{x \in \mathcal{X} : 0 < \rho(x, \mathcal{X}_2) < r\}$ where $r > 0$.

**Definition 2:** The set $\mathcal{X}_m \subseteq \mathcal{X}$ is called \textit{invariant} with respect to (w.r.t) $G$ if from $x_0 \in \mathcal{X}_m$ it follows that $X(x_0, E_k, k) \in \mathcal{X}_m$ for all $E_k$ such that $E_k E_v E_v(x_0)$ and $k \in \mathbb{N}$.

**Definition 3:** A closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ is called \textit{stable in the sense of Lyapunov w.r.t.} $E_a$ if for any $\varepsilon > 0$ it is possible to find a quantity $\delta > 0$ such that when $\rho(x_0, \mathcal{X}_m) < \delta$ we have $\rho(X(x_0, E_k, k), \mathcal{X}_m) < \varepsilon$ for all $E_k$ such that $E_k E_v E_v(x_0)$ and $k \in \mathbb{N}$. If furthermore $\rho(X(x_0, E_k, k), \mathcal{X}_m) \rightarrow 0$ for all $E_k$ such that $E_k E_v E_v(x_0)$ as $k \rightarrow \infty$, then the closed invariant set $\mathcal{X}_m$ of $G$ is called \textit{asymptotically stable} w.r.t. $E_a$.

**Definition 4:** A closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ is called \textit{unstable in the sense of Lyapunov w.r.t.} $E_a$ if it is not stable in the sense of Lyapunov w.r.t $E_a$. 

Definition 5: If the closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ is asymptotically stable in the sense of Lyapunov w.r.t. $E_a$, then the set $\mathcal{X}_a$ of all states $x_0 \in \mathcal{X}$ and $x_0 \notin \mathcal{X}_m$ having the property $\rho(X(x_0,E_k,k),\mathcal{X}_m) \rightarrow 0$ for all $E_k$ such that $E_kE_a \in E_a(x_0)$ as $k \rightarrow \infty$ is called the region of asymptotic stability of $\mathcal{X}_m$ w.r.t. $E_a$.

Definition 6: The closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ with region of asymptotic stability $\mathcal{X}_a$ is called asymptotically stable in the large w.r.t. $E_a$ if $\mathcal{X}_a = \mathcal{X}$.

Remark 1: The above definitions provide a conventional characterization of stability for logical DES. Some more recent studies of various types of stability for logical DES are surveyed in the Introduction.

The following Theorem provides necessary and sufficient conditions for stability of the DES defined in (1). The proofs for these results are contained in [14].

Theorem 1: In order for a closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ to be stable in the sense of Lyapunov w.r.t $E_a$ it is necessary and sufficient that in a sufficiently small neighborhood $S(\mathcal{X}_m;r)$ of the set $\mathcal{X}_m$ there exists a specified functional $V$ with the following properties:

(i) For sufficiently small $c_1>0$, it is possible to find a $c_2>0$ such that $V(x)>c_2$ for $x \in S(\mathcal{X}_m;r)$ and $\rho(x,\mathcal{X}_m)>c_1$.

(ii) For any $c_4>0$ as small as desired, it is possible to find a $c_3>0$ so small that when $\rho(x,\mathcal{X}_m)<c_3$ for $x \in S(\mathcal{X}_m;r)$ we have $V(x) \leq c_4$.

(iii) $V(X(x_0,E_k,k))$ is a non-increasing function for $k \in \mathbb{N}$, for $x_0 \in S(\mathcal{X}_m;r)$, for all $k \in \mathbb{N}$, as long as $X(x_0,E_k,k) \in S(\mathcal{X}_m;r)$ for all $E_k$ such that $E_kE_a \in E_a(x_0)$.

Corollary 1: If the closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ is stable in the sense of Lyapunov w.r.t $E_a$ then it is stable in the sense of Lyapunov w.r.t all $E_a$ such that $E_a \subseteq E_a$.

Theorem 2: In order for a closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ to be asymptotically stable in the sense of Lyapunov w.r.t $E_a$ it is necessary and sufficient that in a sufficiently small neighborhood $S(\mathcal{X}_m;r)$, of the set $\mathcal{X}_m$ there exists a specified functional $V$ having properties (i), (ii), and (iii) of Theorem 1 and furthermore $V(X(x_0,E_k,k)) \rightarrow 0$ as $k \rightarrow \infty$ for all $E_k$ such that $E_kE_a \in E_a(x_0)$ and for all $k \in \mathbb{N}$ as long as $X(x_0,E_k,k) \in S(\mathcal{X}_m;r)$.

Corollary 2: If the closed invariant set $\mathcal{X}_m \subseteq \mathcal{X}$ of $G$ is asymptotically stable w.r.t $E_a$ then it is asymptotically stable w.r.t all $E_a$ such that $E_a \subseteq E_a$. 
4.0 Discrete Event System Applications

4.1 Manufacturing System

The first example that we shall consider is the manufacturing system shown in Figure 1 that processes batches of $N$ different types of parts according to a priority scheme. There are $N$ producers $P_i$, where $1 \leq i \leq N$, of parts of different types. The producers $P_i$ place batches of their parts in their respective buffers $B_i$, where $1 \leq i \leq N$. These buffers $B_i$ have safe capacity limits of $b_i$ where $b_i \geq 0$, $1 \leq i \leq N$. Let $x_i$, $1 \leq i \leq N$, denote the number of parts in buffer $B_i$. Let $x_i$ for $N+1 \leq i \leq 2N$ denote the number of $P_{i-N}$ type parts in the machine. The machine can safely process less than or equal to $M$ (where $M > 0$) parts of any type, at any time. As the machine finishes processing batches of $P_i$ type parts they are placed in their respective output bins ($P_i$-bins). The producers $P_i$ can only place batches of parts in their buffers $B_i$ if $x_i < b_i$. Also, there is a priority scheme whereby batches of $P_i$ type parts are only allowed to enter the machine if $x_j = 0$ for all $j$ such that $j < i \leq N$, i.e. only if there are no parts in any buffers to the left of the $B_i$ buffer. Next, we specify the DES model $G$ for the manufacturing system.

![Figure 1. Manufacturing System with Priority Batch Processing](image)

Let $\mathcal{S} = \mathbb{N}^{2N}$ and $x_k \in \mathcal{S}$, where $x_k = [x_1 \ x_2 \ \ldots \ x_N \ x_{N+1} \ x_{N+2} \ \ldots \ x_{2N}]^T$ ($T$ denotes transpose) denote the state at time $k$. Let the set of events $\mathcal{E}$ be composed of events $e_{pi}$ for $1 \leq i \leq N$ (representing the case where producer $P_i$ places a batch of $\alpha_{pi}$ parts in buffer $B_i$), events $e_{ai}$ for $1 \leq i \leq N$ (representing the case where a batch of $\alpha_{ai}$ $P_i$ parts, from buffer $B_i$, arrive at the machine), and events $e_{di}$ for $N+1 \leq i \leq 2N$ (representing the case where a batch of $\alpha_{di}$ $P_i$ parts depart from the machine and are placed in their respective output bins). According to the above specifications the enable function $g$ and event operators $f_e$ for $e \in g(x_k)$ are defined as follows:

(i) If $x_i < b_i$ for any $i$, $1 \leq i \leq N$, then $e_{pi} \in g(x_k)$ and

$$f_{e_{pi}}(x_k) = [x_1 \ x_2 \ \ldots \ x_i + \alpha_{pi} \ \ldots \ x_N \ x_{N+1} \ x_{N+2} \ \ldots \ x_{2N}]^T.$$
where $\alpha_{pi} \in N\{-0\}$, $\alpha_{pi} \leq |x_i - b_i|$.

(ii) If $\sum_{j=N+1}^{2N} x_j < M$, and for some $i$, $1 \leq i \leq N$, $x_i > 0$,

and $x_i = 0$ for all $\ell$, $\ell < i \leq N$, then $e_{ai} \in g(x_k)$ and

$$f_{e_{ai}}(x_k) = [x_1 \ x_2 \ \ldots \ x_i - \alpha_{ai} \ \ldots \ x_N \ x_{N+1} \ x_{N+2} \ \ldots \ x_{N+i} + \alpha_{ai} \ \ldots \ x_{2N}]^T,$$

where $\alpha_{ai} \in N\{-0\}$, $\alpha_{ai} \leq x_i$, and

$$\alpha_{ai} \leq \left| \sum_{j=N+1}^{2N} x_j - M \right|.$$

(iii) If $x_i > 0$ for any $i$, $N+1 \leq i \leq 2N$, then $e_{di} \in g(x_k)$ and

$$f_{e_{di}}(x_k) = [x_1 \ x_2 \ \ldots \ x_N \ x_{N+1} \ x_{N+2} \ \ldots \ x_{N+i} - \alpha_{di} \ \ldots \ x_{2N}]^T,$$

where $\alpha_{di} \in N\{-0\}$ and $\alpha_{di} \leq x_{N+i}$.

We let $E_v = E$, i.e. the set of all event trajectories is defined by $g$ and $f_e$ for $e \in g(x_k)$. The system operates in a standard asynchronous fashion.

This manufacturing system is a generalization of computer systems often used in the study of a simple "mutual exclusion problem" in Computer Science, and similar to several applications studied in the DES literature. For instance, if $\alpha_{pi} = \alpha_{ai} = \alpha_{di} = 1$ then our manufacturing system is similar to the "Two Class Parts Processing" example in [16] (except they allow an arbitrary finite number of parts to enter their machine and consider only two producers), and the manufacturing system example in [5,6] (they also consider only two producers).

Let

$$\mathcal{X}_{m1} = \left\{ x_k \in \mathcal{X} : x_i \leq b_i \ \forall i, \ 1 \leq i \leq N, \text{ and } \sum_{j=N+1}^{2N} x_j \leq M \right\}.$$  \hspace{1cm} \hspace{1cm} (5)

It is easy to see that $\mathcal{X}_{m1}$ is invariant by letting $x_k \in \mathcal{X}_{m1}$ and showing that no matter which event occurs it is the case that the next state $x_{k+1} \in \mathcal{X}_{m1}$. The invariance of $\mathcal{X}_{m1}$ is the property of the manufacturing system that has been studied extensively in similar manufacturing system examples [16,5,6]. Also, if $M = 1$, $N = 2$, $\alpha_{pi} = \alpha_{ai} = \alpha_{di} = 1$, and the priority scheme is removed, then the proof of the invariance of $\mathcal{X}_{m1}$ is equivalent to proving the mutual exclusion property often studied in Computer Science mentioned above.

Here, we provide a new study of the stability properties of the above manufacturing system. Intuitively this will, for instance, show that under certain conditions if the manufacturing system starts in an unsafe operating mode (too many parts in a buffer or in the machine, or both) it will eventually return to a safe operating condition.

**Proposition 1:** For the manufacturing system, the closed invariant set $\mathcal{X}_{m1}$ is stable in the sense of Lyapunov w.r.t $E_a$, where $E_a = E_v$, for any neighborhood of $\mathcal{X}_{m1}$ (i.e., any $\varepsilon > 0$).
Proof: Let \( x_k = [x_1 \ldots x_{2N}]^t \), \( x_{k+1} = [x_1' \ldots x_{2N}']^t \), \( \dot{x} = [\dot{x}_1 \ldots \dot{x}_{2N}]^t \), and \( \dot{x}' = [\dot{x}_1' \ldots \dot{x}_{2N}']^t \). Choose

\[
\rho(x_k, X_{m1}) = \inf \left\{ \frac{2N}{\sum_{j=1}^{2N} |x_j - \tilde{x}_j| ; x \in X_{m1}} \right\}
\]

(6)

and \( V_1(x_k) = \rho(x_k, X_{m1}) \). Conditions (i) and (ii) of Theorem 1 follow directly from the choice of \( V_1(x_k) \). For condition (iii) we show that \( V_1(x_k) \geq V_1(x_{k+1}) \) for all \( x_k \in X_{m1} \) no matter what event \( e \in g(x_k) \) occurs causing \( x_{k+1} = f_e(x_k) \), so long as it lies on an event trajectory in \( E_a \). For \( x_k \in X_{m1} \) if \( e_{pi} \) occurs for some \( i, 1 \leq i \leq N \), then we need to show that

\[
\inf \left\{ \sum_{j=1}^{2N} |x_j - \tilde{x}_j| ; x \in X_{m1} \right\} \geq \inf \left\{ \sum_{j=1}^{2N} |x_j - \tilde{x}_j' + b_{pi} - \tilde{x}_j'| ; \dot{x}' \in X_{m1} \right\}
\]

(7)

It suffices to show that for all \( \dot{x}' \in X_{m1} \) at which the inf is achieved on the left of (7) there exists \( \dot{x}' \in X_{m1} \) such that

\[
\sum_{j=1}^{2N} |x_j - \tilde{x}_j| \geq \sum_{j=1}^{2N} |x_j - \tilde{x}_j'| + |x_i + \alpha_{pi} - \tilde{x}_j'|
\]

(8)

If we choose \( \dot{x}' = \dot{x}_i \) for all \( i \neq i \), then it suffices to show that for all \( \dot{x}_i, 0 \leq \dot{x}_i \leq b_i \), at which the inf on the left side of (7) is achieved there exists \( \dot{x}_i' \), \( 0 \leq \dot{x}_i' \leq b_i \), such that

\[
|x_i - \dot{x}_i| \geq |x_i + \alpha_{pi} - \dot{x}_i'|
\]

(9)

where \( \alpha_{pi} \leq b_i - b_j \). But notice that since \( 0 \leq x_i \leq b_i \) even though \( 0 \leq \dot{x}_i \leq b_i \) the inf on the left of (7) will not be achieved at \( \dot{x}_i = b_i \) so choosing \( \dot{x}_i' = \dot{x}_i + \alpha_{pi} \) results in \( \dot{x}' \in X_{m1} \) and the satisfaction of (9). The case for \( e_{ai} \) and \( e_{di} \) is similar. \( \blacksquare \)

Proposition 2: For the manufacturing system, the closed invariant set \( X_{m1} \) is not asymptotically stable in the large w.r.t. \( E_a \), where \( E_a = E_v \).

Let \( E_d \subset E_a \) denote the set of event trajectories such that each event \( e \in E \) occurs infinitely often on each event trajectory \( E \in E_d \). If we assume for the manufacturing system that only events which lie on event trajectories in \( E_d \) occur, then it is always the case that eventually each type of event \( (e_{pi}, e_{ai}, 1 \leq i \leq N, \text{ and } e_{di}, N + 1 \leq i \leq 2N) \) will occur.

Proposition 3: For the manufacturing system, the closed invariant set \( X_{m1} \) is asymptotically stable in the large w.r.t. \( E_a \).

The use of the set \( E_d \) for the manufacturing system imposes what is called a "fairness" constraint in Computer Science (in our example we require that each producer \( P_i \) get fair use of the machine). Such constraints are used in the study of temporal logic, the mutual exclusion problem in Computer Science, and in [17] when the author studies conditions under which the Lyapunov function can be constructed mechanically for a class of logical DES.
4.2 Computer Network Load Balancing Problem

Consider a network of computers described by an undirected graph \((C, A)\) where \(C=\{1, 2, \ldots, N\}\) represents a set of computers that are numbered with \(i \in C\), and \(A \subseteq C \times C\) is the set of connections between the computers. We require that if \(i \in C\) then there exists \((i, j) \in A\) (or \((j, i) \in A\)) for some \(j \in C\) (i.e., every computer is connected to the network). Also, if \((i, j) \in A\) then \((j, i) \in A\). Each computer has a buffer which holds tasks (load) each of which can be executed by any computer in the network. Let the load of computer \(i \in C\) be given by \(x_i\); hence, \(x_i \geq 0\). Each connection in the network \((i, j) \in A\) allows for computer \(i\) to pass a portion of its load to computer \(j\) and vice-versa. It also allows computer \(i\) and computer \(j\) to sense the size of the load of one another (any two computers \(i\) and \(j\) such that \((i, j) \in A\) may not pass portions of their loads or sense the values of each others loads).

We assume that initially the distribution of the load across the computers is uneven and seek to prove properties relating to the system achieving a more even distribution of tasks so that the computers in the network are more fully utilized. For convenience we assume that the computers will not begin working on any of the tasks or receive any more to process until the load has been balanced (This assumption is easily lifted and our analysis still applies as we discuss below in Remark 2). Next we specify the model \(G\) for the computer network load balancing problem.

Let \(\mathcal{S} = \mathbb{N}^N\) denote the set of states and \(x_k = [x_1, x_2, \ldots, x_N]^T\) and \(x_{k+1} = [x_1', x_2', \ldots, x_N']^T\) denote the state at time \(k\) and \(k+1\) respectively. Let \(\mathcal{E} = \{e_{ij}^\alpha: (i, j) \in A, \alpha \in \mathbb{N} - \{0\}\} \cup \{e_0\}\) be the set of events for \(G\) where \(e_{ij}^\alpha\) represents the case where \(\alpha\) amount of load of computer \(i\) is transferred to computer \(j\) and \(e_0\) represents an null event (i.e., that no load is transferred). Let \(M \in \mathbb{N} - \{0\}\) be the amount of load imbalance tolerated between any two computers \(i\) and \(j\) where \((i, j) \in A\). Next we specify \(g\) and \(f_0\) for \(ee g(x_k)\):

(i) If for any \((i, j) \in A, |x_i-x_j| > M\) then

(a) if \(x_i > x_j\), then \(e_{ij}^\alpha \in g(x_k)\) and \(f_0(x_k) = x_{k+1}\) where \(e = e_{ij}^\alpha\), \(x_i' = x_i - \alpha\), \(x_j' = x_j + \alpha\), \(x_k' = x_k\) for all \(k \neq i, j\), and \(0 < \alpha \leq (1/2)|x_i-x_j|\) for \(\alpha \in \mathbb{N}\).

(b) if \(x_j > x_i\), then \(e_{ij}^\alpha \in g(x_k)\) and \(f_0(x_k) = x_{k+1}\) where \(e = e_{ij}^\alpha\), \(x_j' = x_j - \alpha\), \(x_i' = x_i + \alpha\), \(x_k' = x_k\) for all \(k \neq i, j\), and \(0 < \alpha \leq (1/2)|x_i-x_j|\) for \(\alpha \in \mathbb{N}\).

(ii) If \(|x_i-x_j| \leq M\) for all \((i, j) \in A\) then \(e_0 \in g(x_k)\) and \(f_0(x_k) = x_k\).

Let \(E_v = E\) and \(\mathcal{S}_{m2} = \{x_k \in \mathcal{S} : |x_i-x_j| \leq M\} \text{ for all } (i, j) \in A\) which is clearly invariant.

This load balancing problem is similar to the one in [1] except they require the load of the computers to be represented by a continuous variable, seek a perfect balance of tasks, allow a computer to simultaneously pass load to several neighboring computers, and allow for the possibility that a computer’s information about the load of adjacent computers is outdated. They also require that the system is "partially asynchronous" so that they can achieve load balancing when the computers only have possibly outdated information about neighboring
loads. Various forms of the load balancing problem have also been studied in the DES literature [2] and extensively studied in the Computer Science literature (See [1,2] and the references therein).

The following Proposition provides a new characterization and analysis of the Lyapunov stability of the computer network load balancing problem described above.

**Proposition 4:** For the computer network load balancing problem, the closed invariant set $\mathcal{X}_{m2}$ is asymptotically stable in the large w.r.t. $E_a$, where $E_a=E_v$.

**Proof:** Let $\bar{x}=[\bar{x}_1 \ldots \bar{x}_N]^T$, $\bar{x}'=[\bar{x}'_1 \ldots \bar{x}'_N]^T$, and choose

$$
\rho(x_k,\mathcal{X}_{m2})=\inf\left\{\max\left\{|x_1-\bar{x}_1|,\ldots,|x_N-\bar{x}_N|\right\}: x \in \mathcal{X}_{m2}\right\}
$$

and $V_2(x_k)=\rho(x_k,\mathcal{X}_{m2})$ so that conditions (i) and (ii) of Theorem 1 are satisfied. For condition (iii) of Theorem 1 it is shown in [14] that for all $x_k \in \mathcal{X}_{m2}$ and all $\epsilon_k \in g(x_k)$ when $\epsilon_k$ occurs $V_2(x_k) \geq V_2(x_{k+1})$ and that the invariant set is asymptotically stable in the large w.r.t. $E_a$. ■

**Remark 2:** If tasks enter the computer network or get processed by one of the computers $i \in C$ we let a new initial state $x_0$ reflect the increased or decreased load and the above stability analysis shows that the load will still eventually balance. (This characteristic was also discussed in [1].) In fact, if the total amount of load is finite then it will take a finite amount of time for the load to become balanced.

### 5.0 Conclusions

It has been shown that it is possible to define and study Lyapunov stability of a wide class of logical DES by adapting the metric space formulation in [18]. Hence, logical DES, which have recently received much attention in the literature are amenable to conventional stability analysis via the choosing of appropriate Lyapunov functions. Other notions of stability and more recent stability analysis techniques based on methods from theoretical Computer Science (surveyed in the Introduction) are often prohibitive due to problems with computational complexity. Here, we completely avoid problems with computational complexity but instead rely on the specification of Lyapunov functions that satisfy certain properties. We have shown that it is not difficult to specify such Lyapunov functions for two types of DES applications: a manufacturing system that processes batches of $N$ different types of parts according to a priority scheme and a load balancing problem in computer networks. Our characterization of stability of DES in a traditional stability-theoretic framework will, in the future, allow researchers to use the vast body of concepts from the field of Lyapunov stability theory to study properties of DES.
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