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SHOCK AND DETONATION DYNAMICS IN NON-IDEAL GASES

Abstract

by

Katherine R. Pielemeier

Shock and detonation dynamics in a non-ideal van der Waals gas are studied

in the presence of classical and anomalous waves. Anomalous waves are admissible

in a single gas phase material when isentropes are non-convex, rendering the sound

speed to have the unusual feature of decreasing with increasing temperature. The

second law-satisfying anomalous waves considered include rarefaction shock waves,

continuous compression fans, and composite waves. To study detonations behind

anomalous waves, a foundational understanding of anomalous wave dynamics in inert

flows must be established. Analysis of steady wave dynamics in an inert van der Waals

gas reveals that the viscous shock solution is required to discern which among multiple

second law-satisfying anomalous waves are achieved in an initial value problem. Shock

tube solutions are used for verification of numerical simulations. Highly resolved

viscous solutions are obtained with a simple explicit Euler time advancement scheme

coupled with a second order central spatial discretization. Inviscid simulations are

done with a third order Runge-Kutta method in time and a fifth order Mapped

Weighted Essentially Non-Oscillatory (WENO5M) discretization. The WENO5M

method is supplemented with a novel use of global Lax-Friedrichs flux-splitting in

space, as local flux-splitting methods fail when changes in the sound speed are non-

monotonic. New analysis is done of steady detonation dynamics in a van der Waals

gas for classical and anomalous behavior. Understanding of anomalous steady wave
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dynamics in inert flows is used to identify potential complications with Chapman-

Jouguet and ZND analysis in and around the anomalous region. Non-convexities

of Hugoniot curves in the anomalous region are found to render steady solutions

predicted by CJ and ZND analysis inadmissible. Numerical predictions of stable

unsteady detonations driven by an anomalous wave are presented, and the detonation

dynamics are shown to be consistent with the structure of piston-driven detonations.

The van der Waals model is shown to delay the transition to instability of detonations

in the classical regime.
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CHAPTER 1

INTRODUCTION

This work will explore the relationship between shock and detonation dynamics

in non-ideal gases. Fundamental detonation theories are built upon a foundational

understanding of shock waves. Non-ideal gas equations of state induce physics that

present challenges for mathematical studies of fluid flows and allow for unusual wave

structures that are inadmissible in the ideal gas limit. Such anomalies include discon-

tinuous rarefaction shocks, continuous homeoentropic compressions, and composite

shock waves. These anomalous waves are in contrast to what will here be referred to

as classical waves, including discontinuous compression shocks and continuous home-

oentropic rarefaction fans. It is important for foundational thermodynamics to work

in harmony with analyitical and numerical predictions when unusual behaviors are

encountered in order to confidently determine relevant physical behavior. This is

especially important for detonations behind such unusual shocks, for which founda-

tional understandings are challenged by complicated wave structures.

1.1 Motivation

As described by Davis [38], the first major steps in detonation theory were made

in the study of shock waves. Early studies of explosive gases, such as the work

of Chapman [20] and Jouguet [72] determined that a detonation propagates as a

wave, much like a shock wave. Chapman proposed that detonation waves could be

considered as self-sustaining shock waves with the chemical reaction supplying the

energy to drive the shock wave. Chapman’s predictions of detonation velocities using
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equations for a shock wave with the effects of heat release showed good agreement with

experimental observations. Contemporaneously, Jouguet showed that the minimum

detonation velocity corresponds to the velocity of a sound wave in the detonation

products of a shocked explosive. This theory gave a physical explanation for why

an unsupported detonation wave propagates at the minimum detonation velocity.

Chapman-Jouguet (CJ) theory remains the foundation on which much of detonation

theory is constructed. Although CJ theory lacks details of the structure of detonation

waves, engineering applications still find use for its predictions of a detonation’s final

state. From this state, expansion of detonation products may be calculated, necessary

for applications for which the energy transfer associated with this process is used to

do work.

The first researchers to address the underlying structure of a detonation were

Zel’dovich [128], von Neumann [122], and Döring [40]. They independently extended

the CJ theory, maintaining that across the initial shock wave, no chemical reaction

took place. Between the shock and the equilibrium state, they asserted that the reac-

tion zone covered a continuous sequence of chemical states, each with its own pressure

and particle velocity. Their work formed the Zel’dovich-von Neumann-Döring (ZND)

model for detonations. The ZND model enables description of how a detonation

proceeds as well as the structure of the reaction zone.

Both the CJ and ZND theories are based in the study of shock waves, and rely

upon analysis of the Rankine-Hugoniot shock jump conditions, Rayleigh lines, and

Hugoniot curves. Such shock wave analysis must include the equation of state for

a gas, and often relies on the ideal gas model. The ideal gas model is qualitatively

similar for different gases, admitting classical waves such as compression shocks and

rarefaction fans. Contemporary to the development to of the ZND model, the pos-

sibility of non-classical behaviors associated with non-ideal equations of state was

considered, first by Bethe [12] and Zel’dovich [127], and later by Thompson [119].
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They were interested in what happened when isentropes behaved in such a way that

classical compression shocks and rarefaction fans were no longer admissible. It was

concluded that the waves that would form were anomalous compression fans and

rarefaction shocks, wave types considered inadmissible or unstable in classical gas

dynamics. They theorized that for some materials, a region of state space exists

in the gas phase near the critical point where anomalous waves would form, now

called the Bethe-Zel’dovich-Thompson (BZT) region. In this region, the equation of

state does not behave as expected in classical gas dynamics, affecting the Rankine-

Hugoniot jump conditions and Rayleigh line and Hugoniot curve analysis. For a

reactive system, this anomalous behavior must necessarily affect the fundamental

detonation theories of CJ and ZND.

Modern detonation research continues to address the need for greater understand-

ing of detonation dynamics. Bdzil and Stewart [7] summarized advances in modeling

and constitutive data for numerical and analytical studies of condensed-phase explo-

sive detonation waves. They identified four major challenges in advancing the study

of detonation dynamics: improving equation of state and rate law pairs in engineer-

ing models, advancing high-resolution hydrodynamic codes, understanding better hy-

drodynamic stability characteristics, and understanding basic meso-scale structures.

Short and Quirk [110] summarized the need for understanding complex wave inter-

actions in detonation-confiner systems, using oblique shock wave polar theory to aid

in analysis of these interactions, noting in some cases that the interaction suggested

by the polar analysis was inconsistent with observed flow patterns. They identified

a need for improvements in various aspects of the understanding and modeling of

detonation-confiner interactions, including in fluid mechanics, detonation propaga-

tion, and continuum modeling. Raman, Prakash, and Gamba [102] addressed the

need for fundamental understanding of non-idealities in rotating detonation engines,

including secondary combustion and secondary waves. Such non-idealities influence
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the flow structure, affecting efficiency and operability. Although these works are

concerned with larger engineering applications, they all return to the need for fun-

damental understanding of shock and detonation dynamics.

1.2 Literature Review

1.2.1 Convexity

A short review of convexity is presented, as it is the cornerstone for the admission

of anomalous waves in a single-phase gas. Defined on an interval [v1, v2], a real valued

function is convex if the line segment connecting any two points on the curve lies

entirely above the curve between the two points. This is equivalent to the epigraph

of the function being a convex set, with the epigraph defined as the set of points on

or above the graph of a function. If this condition is not met, the epigraph is not a

convex set, and the function is non-convex. Example isentropes are shown in Fig. 1.1.

The shaded areas represent the epigraphs; the epigraph in Fig. 1.1(a) forms a convex

set, and in Fig. 1.1(b) a non-convex set. The convexity of a function can also be

determined by the second derivative of the function, for which positive and negative

values correspond to convex and non-convex functions, respectively; this will be the

primary method of describing convexity in this work. If the second derivative of

the function everywhere on the domain is positive semi-definite, then the function is

convex. If the second derivative is everywhere negative on the domain, the function is

non-convex. If the second derivative is both positive and negative within the domain,

the function is referred to as having mixed convexity on the domain.

1.2.2 Anomalous Waves

One of the first studies on the admissibility of anomalous waves was done by

Bethe [12]. In a detailed analysis of the second derivative of pressure p with respect
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(a) (b)

pp

Figure 1.1. Example isentropes in the pressure - specific volume plane. The
isentrope in (a) is convex over the domain, as its epigraph is a convex set,
and the second derivative is positive at all points. The isentrope in (b) has
an epigraph that does not form a convex set, and the function has points for
which the second derivative is negative.

to specific volume v at constant entropy s, potential causes of ∂2p/∂v2|s < 0 were

sought. His main focus was on the case of anomalous behavior caused by phase tran-

sitions, ascertaining at the time that single-phase anomalous behavior was unlikely,

or impossible, in a real fluid. Nonetheless, Bethe determined for the van der Waals

equation of state that in order for ∂2p/∂v2|s < 0 to occur in the gas phase, the re-

lation cv/R > 17.5 (or δ < 0.06 where δ ≡ R/cv) must be satisfied, where cv is the

specific heat at constant volume and R is the gas constant of a particular molecule.

Bethe argued that this value was likely higher than any real material would exhibit

in the region of interest, a conclusion that was echoed by Kahl and Mylin [73]. Con-

currently, Zel’dovich [127] theorized that there should, given a high enough value of

cv, be a region of state space where in a single-phase gas rarefactions propagate as

discontinuous shocks and compressions propagate as smooth fans. He also connected

the sign of ∂2p/∂v2|s to the existence of such non-classical waves.

Thompson [119] formally introduced a dimensionless formulation of ∂2p/∂v2|s for
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a general material, called the fundamental derivative of gas dynamics and represented

by G. The fundamental derivative is an indicator of the convexity of isentropes in the

p−v plane. Positive values of the fundamental derivative indicate convex isentropes,

and negative values indicate non-convex isentropes. Lambrakis and Thompson [79]

investigated a number of real fluid classes, namely hydrocarbons and fluorocarbons,

that were determined to meet the criteria to admit anomalous behavior in the gas

phase region. Using tabular data and thermodynamic models, they found limited

regions of state space where G is negative near the saturated vapor curve in the

vicinity of the critical point. The identified region was roughly equivalent to the

predictions of Zel’dovich and Raizer [129]. Further exploration of fluids with potential

to admit anomalous waves in the gas phase has been done with hydrocarbons and

fluorocarbons [31, 50, 51], and later studies included siloxanes [26, 27, 28]. Table 1.1

shows properties of several fluids, including the value of δ near the critical point.

While Bethe’s condition for non-convexity in a van der Waals fluid (δ < 0.06) is

a useful tool to identify BZT fluids, this thermodynamic approach is connected to

a molecular interpretation by Colonna and Guardone [25] and Harinck, et al. [63].

These studies indicated that the minimum value of G for a gas varies inversely with its

molecular complexity, defined as the number of active degrees of freedom and given

by the symbol N. This behavior holds for ideal gases, but only when non-idealities

are accounted for in the equation of state is G < 0 observed. The value of δ is related

to the molecular complexity by using cv = NR̄/(2M), where R̄ is the universal gas

constant and M is the molecular mas, to write δ as

δ =
2

N
. (1.1)

A monatomic gas has three translational degrees of freedom, so N = 3 and δ =

2/3 = 0.667, and a diatomic gas has three translational and two rotational degrees of
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TABLE 1.1

PHYSICAL PARAMETERS OF VARIOUS MATERIALS

Fluid Pc (kPa) Tc (K) M (g/mol) N δ

H2 1300 33.2 2.02 4.6 0.4329

CH4 4610 190.6 16.04 6.0 0.3309

O2 5040 154.6 32.00 4.9 0.4121

CO2 7380 304.2 44.01 7.0 0.2855

Toluene 3990 591.8 92.14 44.3 0.0452

Octane 2430 568.8 114.2 73.3 0.0273

Dodecane 1770 658.2 170.34 121.6 0.0164

D4 1330 586.5 296.62 127.6 0.0157

PP5 1710 565.2 462.00 123.5 0.0156

PP10 1580 632.2 574.00 156.2 0.0128

freedom, so N = 5 and δ = 2/5 = 0.40; both values are much larger than the δ < 0.06

condition for non-convex isentropes in a van der Waals gas. More complex molecules

have more degrees of freedom; it is noted that N may have non-integer values due to

the partial activation of vibrational degrees of freedom at a given temperature. Thus,

it is not necessarily molecular mass M that δ depends on, but the number of active

degrees of freedom of the molecules. It can be seen in Table 1.1 that within the same

class molecular mass and complexity are directly related. Lighter molecules may

be more complex if composed of more atoms. Take methane (CH4) and molecular

oxygen (O2), which have molecular masses of M = 16.04 g/mol and M = 32.00

g/mol, respectively. Methane has more atoms, and its molecular degrees of freedom

N is larger than oxygen. The same is observed with D4 (C8H24O4Si4) and PP10
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(C13F22), both fluids from two different families of materials considered to exhibit

BZT effects. D4 is a siloxane, and PP10 is a fluorocarbon. Although the molecular

mass of PP10 is nearly twice that of D4, their molecular complexity is nearly the

same, and thus their δ values are very close at 0.0128 and 0.0157, respectively.

With the theoretical existence of the BZT region established, and some real fluids

that fulfill the requirements for anomalous behavior in the gas phase determined,

many studies have sought to better understand the anomalous wave structures possi-

ble in such fluids. Cramer and Sen [35] investigated shock formation in an inviscid van

der Waals gas from triangular and periodic wave pulses. They modeled an arbitrary

fluid with large specific heat, demonstrating the formation of composite waves, with

a new shock forming each time the pulse crossed G = 0. Cramer and Crickenberger

[34] studied the structure of expansion shocks. They confirmed that where G changes

sign, the Mach number has a maximum or minimum, no longer increasing mono-

tonically. Cramer [32] presented detailed descriptions of the conditions under which

shock splitting occurs. When shock adiabats cross into and out of G < 0 regions,

they exhibit mixed convexity, and as a result Rayleigh lines may intersect at more

than two points. Additionally, the Rankine-Hugoniot jump conditions have more

than two solutions, but only between neighboring roots are solutions valid. Cramer

concluded that split shock structures evolve dynamically from inadmissible initial

configurations, analogous to the disintegration of expansion shocks to form centered

expansion fans in perfect gases.

More recently, Guardone, et al. [61] and Zamfiresue, et al. [126] investigated

the maximum intensity and admissibility region for rarefaction shock waves. It was

determined that the region where rarefaction shocks are admissible is slightly larger

than the BZT region, as they may occur between two states where G > 0 if the shock

adiabat enters the G < 0 region. The size and shape of this region for a van der

Waals equation of state is influenced by the molecular complexity of the material,
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but the maximum pressure difference in these rarefaction shocks is capped around 1/3

of the critical pressure. Kluwick and Meyer [75] investigated shock/boundary layer

interactions in transonic flows for narrow channels with BZT fluids. They determined

that for a rarefaction shock, the boundary layer flow remained attached to the wall

of the channel, potentially avoiding a source of losses in technical applications. Both

of these studies are of significant interest for industrial applications where a wider

operating range including BZT effects is advantageous.

The primary engineering application with interest in BZT fluids is organic Rank-

ine cycles (ORCs), Rankine cycles which use organic high molecular mass fluids.

ORCs are used for electricity generation in low-power applications, often relying

upon sources such as geothermal, solar, and industrial waste heat. ORCs typically

utilize a single expansion stage operating in the transonic/supersonic regime, where

a major loss mechanism is the generation of shock waves [29]. BZT fluids are often

high molecular mass, and the anomalous behavior of these materials may provide

advantages in efficiency [19]. Multiple authors [22, 23, 29, 36] have investigated the

effects of the BZT region on the aerodynamic performance of turbine blades, includ-

ing lift, drag, and lift-to-drag ratio, as a preliminary step in the design of a Rankine

cycle in a BZT fluid. Studies have focused on variations in turbine blade shape and

location of the flow relative to the BZT region, including flows with mixed convex-

ity. Adjustments to these parameters have been attempted in order to balance losses

caused by wave drag and shock/boundary layer interactions with achieving the larger

temperature jumps needed for adequate power output from the cycle. Because non-

convexity mainly influences inviscid flow behavior, analysis is often restricted to the

Euler equations with the van der Waals equation of state to capture the BZT effects.

Aldo and Argrow [1] studied potential complications of anomalous behavior of dense

gases in supersonic nozzle design. Cinnella and Congedo’s [23] results suggested that

the flow field need not be entirely within the BZT region in order to benefit from
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the effects of this region, increasing turbine performance by reducing losses caused

by drag and shock/boundary-layer interactions.

Some work has been done on the theory and construction of an experimental

shock tube for dense gas flows with the goal of producing experimental evidence of

anomalous waves [48, 49, 50, 51]. A number of problems prevented the observation

of a rarefaction shock, including imperfect bursting of the diaphragm in the shock

tube and thermal decomposition of the working fluid, PP10. At this time the author

is unaware of any experimental evidence of anomalous waves. Early attempts by

Borisof, et al. [15] did report experimental evidence of expansion shocks in Freon-13.

However, other authors later determined that this was likely to be a result of the

affects of the critical point and phase transitions [25, 35, 51, 61].

Studies have been done exploring the application of a variety of numerical meth-

ods to flows with anomalous behavior. Rider and Bates [104] introduced a Godunov

method suited for modeling anomalous behavior. By making adjustments to a pre-

vious Godunov scheme, they ensured that the method would produce the expected

anomalous behavior when the fundamental derivative became negative. This method

was tested on both a fully non-convex as well as a mixed convexity shock tube, pro-

ducing the expected results in these cases. Bates and Montgomery [6] utilized a

flux-corrected transport method in order to predict potential anomalous behavior in

inertial confinement fusion schemes. Numerous studies have employed total varia-

tion diminishing (TVD) schemes in the study of anomalous waves. Argrow [4] used a

TVD-MacCormack predictor-corrector scheme with reflective end wall boundary con-

ditions to calculate shock tube solutions in classical and anomalous regimes. Brown

and Argrow [17, 18] modeled two-dimensional dense gas flows in shock tubes and

over obstacles with a predictor-corrector TVD scheme. These models predicted the

total and partial disintegration of compression shocks. They used the van der Waals

equation of state with constant isochoric specific heat, an assumption which is ad-
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vantageous for modeling qualitative gas structures.

Analytical solution methods have been developed for shock waves with a wide

array of non-ideal equations of state. Sirignano [113] presented a comprehensive

comparison of shock solutions with the ideal gas and Soave-Redlich-Kwong equa-

tions of state. The work addresses many of the ways in which shock solutions are

affected by accounting for real gas effects. Wand and Hickey [123] similarly com-

pared shock solutions with the ideal gas, Redlich-Kwong, Soave-Redlich-Kwong, and

Peng-Robinson equations of state. They proposed a simplification of the Rankine-

Hugoniot jump conditions that results in improved behavior of the Jacobian and

Hessian expressions, which are then utilized in their solution procedure. They ad-

dressed rarefaction waves by implementing a domain mapping to derive the flow

variables. Quartapelle, et al. [100] provided a general solution of the Riemann prob-

lem, with specific solutions presented for a van der Waals and Martin-Hou equations

of state. The van der Waals equation was presented with and without the assumption

of constant specific heats, both at constant pressure and constant specific volume.

The work compared the exact solutions with numerical simulations for the Riemann

problem in the classical gas dynamics regime.

1.2.3 Detonation

Detonations in gaseous mixtures were first recognized by Berthelot and Vielle

[10, 11] and Mallard and Le Chatelier [82], who studied flame propagation. Early

studies of detonations were done to understand the minimum conditions under which

they occur. Chapman and Wheeler’s early work [21] on detonation formation mea-

sured the speed of flame propagation in a methane-air mixture. Oppenheim, et al.

[90] suggested a theory for a subsonic flame leading to a detonation, and first re-

ported such a transition [91], where a laminar flame coalesced to form a shock wave,

which perturbed the trailing laminar flame, leading to a detonation. Independent
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work by Chapman [20] and Jouguet [72] predicted the minimum velocity of a deto-

nation with the inviscid steady one-dimensional jump conditions. At the CJ speed,

a unique solution exists for which the wave is self-propagating, supported only by

the energy supplied by the reaction. It is possible for the detonation speed to be

higher when the wave is supported by additional energy from a piston. Such piston

supported detonations are called overdriven, and the overdrive factor is defined as

f = (D/DCJ)2, where D is the wave speed of the leading shock and DCJ the CJ

speed.

In the ZND model, the dominating physical mechanisms driving the detonation

are piston-driven waves and reaction; typically non-equilibrium effects such as vis-

cosity, radiation, and heat conduction are neglected. The governing equations reduce

to the one-dimensional reactive Euler equations. Traditionally the thermodynamic

model is the calorically perfect ideal gas equation of state. These assumptions result

in solutions that present the basic structure of the reaction zone in one dimension.

Discontinuous jumps in density, pressure, particle velocity, and temperature are in-

duced by the shock, while the reaction’s progress does not change across the shock

discontinuity. The reaction initiates suddenly at the shock, and after an induction

time, the reaction rate dramatically increases, and a large thermal energy release

occurs. At the same time, kinetic energy, pressure, and density decrease. For deto-

nations traveling at the CJ speed, the reaction ends at a sonic point, and the particle

velocity in the wave frame is equal to the local sound speed.

The ZND model is a strictly steady-state approximation. Experimental evidence

shows that many detonations are in fact unstable, with evidence of instability present

in soot tracks lining the interior of a tube in which a detonation has occurred [77].

Detonation stability has been studied utilizing linear stability analysis as well as

numerical simulations of full non-linear systems. Several types of instabilities of det-

onation waves have been observed, and the type of instability is determined by the

12



way the detonation is initiated, the geometry of the configuration, and the intrin-

sic thermodynamic properties of the reactive mixture [62]. The type of instability

this work will be concerned with is longitudinal instabilities, which develop in small

diameter tubes which hinder multidimensional instabilities. Also called galloping

instabilities, they occur in the direction that the detonation wave propagates. The

wave front accelerates and decelerates in a periodic or irregular pattern [116]. Addi-

tionally, experimental evidence was observed by Lehr [78] of longitudinal oscillations

in shock-induced combustion flow around spherical projectiles.

Fickett and Davis [52] presented a comprehensive review of linear analytical sta-

bility results, drawing heavily from the work of Erpenbeck [46, 47]. They presented

stability analysis when parameters were varied, including the activation energy in the

chemical reaction model, the heat release of the chemical reaction, the wave number

of the transverse disturbance, and the overdrive factor of the detonation. One of

the general trends established that at low overdrive values and finite heat release,

increasing the activation energy decreased the threshold for transition to instability;

sufficiently high overdrive values resulted in stability, and for zero activation energy,

all values of heat release and overdrive resulted in stability. Lee and Stewart [76],

with more modern techniques, supported the results of previous studies and expanded

upon them by extending the range of the parameters (activation energy, heat release,

wave number) studied.

Numerical studies of ZND detonations are necessary to determine the nonlinear

behavior of the detonation, and have been used to verify the linear stability analyses.

Fickett and Wood [53] found solutions of pulsating detonations with the method of

characteristics. Unstable detonations were found to oscillate about the steady solu-

tion of the linear analysis. Bourlioux, Majda, and Roytburd [13] compared unstable

detonation simulations to the linear stability results of [76]. They demonstrated

through asymptotic analysis that their numerical method predicted the correct un-
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stable behavior. Sharpe and Falle [109] studied requirements on grid resolution to

achieve converged solutions, as unstable detonations introduce several length scales

to a numerical simulation .

The simple inviscid model with one-step kinetics in ideal gases is well understood.

The following review touches on some aspects of this. Erpenbeck [46, 47] studied sta-

bility of the ZND profile for one-step irreversible kinetics. Kasimov and Stewart [74]

used first-order shock fitting to analyze the linear stability of the ZND profile. Bor-

lioux, et al. [13] studied the manner in which instabilities developed. This work was

continued by He and Lee [64], who used the Euler equations to identify activation en-

ergies at which transitions to instability occur. Bifurcation points based on overdrive

factor were studied by Daimon and Matsuo [37]. Ng, et al. [88] presented a bifur-

cation diagram demonstrating increasing complexity of oscillations with increasing

activation energy. A more detailed bifurcation diagram was presented by Henrick,

et al. [66]. A true fifth order shock fitting method was used, and instabilities were

represented by oscillations in the shock speed.

Predictions of detonation stability with numerical simulations must take into ac-

count complex interactions of chemistry and fluid mechanics, making it a challenging

endeavor. Many length scales must be accounted for, and can span from devices on

the order of meters to chemical reaction scales estimated on the order of the mean

free path [99]. Assumptions are often made to reduce computational requirements,

including neglecting diffusion, reduced kinetic models, and limiting to one dimen-

sion. The simplest kinetic model, composed of a single reaction, is useful in exploring

the relation between chemical kinetics and transport phenomenon. One-dimensional

models limit the types of instabilities that are observed, but provide valuable insights

into detonation structures and the evolution of instabilities. This also allows for high

resolution simulations with moderate computational costs, as multiple dimensions

can easily become computationally prohibitive [101, 108, 124].
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Although the simplest model is useful for tractable analysis of detonation dy-

namics, extending the model to account for additional non-equilibrium effects is also

important so as to understand when an assumption may preclude important physi-

cal effects. Early work studying one-dimensional detonations with one-step kinetics

focused on finding a steady diffusive detonation. Friedrichs [54] included viscous and

thermal dissipation while treating the reaction as a discontinuity. ZND theory with

one-step kinetics was expanded to include diffusion by Hirschfelder and Curtiss [68].

They found that they had to restrict the Lewis and Prandtl numbers, as well as in-

cluding viscous and thermal dissipation in the shock zone. A steady diffusive strong

detonation was shown to exist when limited to weak diffusion by Gasser and Sz-

molyan [55]. In the limit of weak diffusion, Texier and Zumbrun [118] demonstrated

a bifurcation point in a one-step detonation as the overdrive was lowered. More re-

cently, work has been done by Romick, et al. [105, 106] describing the dynamics of

one-dimensional piston-driven detonations with mass, momentum, and energy diffu-

sion. Using numerical simulations, stable and unstable detonations were predicted

and compared with the inviscid limit, and it was found that the inclusion of physical

diffusion delays the transition to instability. Additionally, significant reduction in the

magnitude of instabilities was predicted in some cases.

As discussed previously, CJ, ZND, and unstable detonation analysis is tradition-

ally done with the ideal gas equation of state. However, non-ideal gas effects can

influence the predicted behavior of gas flows in a number of ways. Although the ideal

gas assumption is often a valid and practical choice, factors such as high pressure or

density may render it an inappropriate choice. Schmitt and Butler [107] performed

a comprehensive investigation of predicted detonation properties at high initial pres-

sures, computing results of equilibrium CJ solutions with ideal gas, van der Waals,

Redlich-Kwong, Soave, and Peng-Robinson equations of state for various materials,

including hydrogen, methane, ethylene, ethane, and propane. By comparing these
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predictions with experimental results, they concluded that the ideal gas equation of

state was inadequate at pressures over 10 bars, incorrectly predicting the thermody-

namic states in this regime. The other equations of state provided a more accurate

prediction of the corresponding thermodynamic states, while suffering minimal effects

related to uncertainty in the respective equation of state constants. Dumazer, et al.

[42] presented a study of steady wave fronts in a van der Waals fluid with a Fisher-

Kolmogorov-Petrovsky-Piskunov (F-KPP) type exothermic, autocatalytic reaction.

Propagating waves initiated by nonuniform reactant concentrations were considered.

They found that the stationary wave front speeds were decreased at low densities

and increased at high densities.

1.3 Novelty

The novel contributions of the work in this dissertation are summarized here. In

order to study detonations associated with anomalous waves, a foundational under-

standing of anomalous wave dynamics in inert flows must be established. Analysis of

steady wave dynamics in an inert van der Waals gas reveals that the viscous shock

solution is required to discern which among multiple second law-satisfying anoma-

lous waves are achieved in an initial value problem. Investigation of the second law of

thermodynamics and irreversibility generation for viscous shocks in non-ideal gases

shows that the entropy and irreversibility production rate across anomalous waves is

consistent with expected behavior. An existing solution for homeoentropic waves in

an inert van der Waals gas is shown to apply to anomalous compression fans. Numer-

ical methods for shock tubes with inert inviscid flows containing anomalous waves

are verified. The WENO5M method is shown to require implementation of a global

flux splitting approach in order to obtain numerically stable solutions for anomalous

waves.

New analysis is done of steady detonation dynamics in an inviscid van der Waals
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gas for classical and anomalous behavior. Understanding of anomalous steady wave

dynamics in inert flows is used to identify potential complications with CJ and ZND

analysis in and around the anomalous region. Non-convexities of Hugoniot curves in

the anomalous region are found to render steady solutions predicted by CJ and ZND

analysis inadmissible. Stable unsteady detonations driven by an anomalous wave

are presented. It is found that when an anomalous composite compression wave is

driven into a reactive medium, the resulting detonation structure behind the trailing

discontinuous shock is qualitatively consistent with traditional detonation dynamics.

The leading wave remains a composite compression wave with a continuous compres-

sion fan immediately followed by a compression shock; the fan is not overtaken by

the detonation. Unsteady detonation dynamics in a van der Waals gas are verified

with analysis of Discrete Fourier Transformations for varying grid sizes. Analysis is

done on the van der Waals model’s effect on stability limits and unstable unsteady

detonations in the classical regime. The intermolecular forces captured in the van der

Waals model are found to delay the transition to instability with increasing activation

energy.

1.4 Outline of the Dissertation

The plan of this dissertation is as follows: In Chapter 2 the mathematical model

is presented; it encompasses inviscid and viscous inert models and the inviscid reac-

tive model. Useful forms of the governing equations are included, and the inviscid

reactive system is transformed to a piston-attached coordinate system. The pri-

mary thermodynamic model used is the van der Waals equation of state. Chapter 3

presents the numerical methods used. Various useful algebraic numerical methods are

discussed. For the viscous case, a first-order Euler in time and second-order central

difference scheme in space is used. The inviscid case is performed with a third-order

Runge-Kutta in time and a fifth order Weighted Essentially Non-Oscillatory method
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with modified weights (WENO5M), originally presented by Henrick, et al. [65]. The

choice of flux splitting scheme required for WENO5M is discussed in the context of

anomalous waves.

Steady wave dynamics in inert gases are analyzed in Chapter 4. The second law

of thermodynamics is discussed, along with the irreverisibility production rate for

the viscous case. The fundamental derivative of gas dynamics is introduced as an

important quantity in the study of anomalous waves. Rayleigh line and Hugoniot

curve analysis is presented in classical and anomalous regions, demonstrating non-

convex regions of the Hugoniot curve in the anomalous region. Rankine-Hugoniot

jump analysis reveals the need to account for the viscous shock solutions to discern

which among multiple second law-satisfying anomalous waves are achieved in an

initial value problem. Chapter 5 considers unsteady inert wave dynamics. First,

exact solutions of inviscid continuous waves are presented for classical and anomalous

waves. These solutions are combined with shock jump analysis to calculate analytical

solutions of classical and anomalous shock tubes with inviscid van der Waals gases,

which are compared with numerical simulations of shock tubes with viscous van der

Waals gases. This chapter concludes with verification of the numerical methods.

Chapter 6 changes focus to the inviscid reactive system. In this chapter, the

ideal gas and van der Waals models are compared in the classical regime, and the

effect of anomalous behavior is explored with the van der Waals model. Rayleigh

line and Hugoniot curve analysis is repeated for the reactive system. CJ solutions

are discussed, and potential complications due to the nature of the anomalous region

are explored. Without accounting for anomalous wave behavior, CJ analysis may

predict solutions that are inadmissible. The same is true for predictions of the steady

reaction zone with ZND analysis, which is intended to solve for the structure of the

reaction zone behind a discontinuous compression shock. In the anomalous region it

is possible for there to be no admissible compression shock, but instead an anomalous
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composite shock wave consisting of a continuous compression fan followed by a shock

discontinuity.

Unsteady detonation dynamics are explored in Chapter 7. First, numerical sim-

ulations of stable unsteady detonations are presented with initial conditions in the

anomalous region. The first case presented is a shock of sufficient strength to drive

the flow out of the anomalous region entirely to achieve a classical compression shock.

The shock in the second case is an anomalous composite compression; the inert shock

structure is compared with the structure in the reactive system. Next, unstable deto-

nations in ideal and van der Waals gases are compared. Unsteady detonation dynam-

ics are verified with analysis of DFTs, and the length scale requirements introduced

by unsteady dynamics are discussed. Finally, the effect of the van der Waals model

on the stability limit in the classical region is compared relative to the ideal gas. The

overall work is summarized in Chapter 8, and suggestions for continuation of this

work are given.
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CHAPTER 2

MATHEMATICAL MODEL

In this chapter the mathematical model is presented. In the continuum limit,

gaseous, compressible, viscous, reactive flows can be described by a system of partial

differential equations (PDEs). Constitutive relations must be specified for the caloric

and thermal equations of state, as well as the viscous stress and diffusive heat transfer.

The van der Waals model has been chosen for this work, and is described here.

The reaction rate model is chosen as simple one-step Arrhenius kinetics. Initial

and boundary conditions must also be specified, and are described for two model

problems, the Sod shock tube and a piston-driven wave.

2.1 System of Equations

2.1.1 Reactive Navier-Stokes

The governing equations are the one-dimensional reactive Navier-Stokes equation

for a van der Waals gas with one-step irreversible Arrhenius kinetics are:

∂ρ

∂t
+

∂

∂x
(ρu) = 0, (2.1)

∂

∂t
(ρu) +

∂

∂x
(ρu2 + p− τ) = 0, (2.2)

∂

∂t

(
ρ

(
e+

1

2
u2

))
+

∂

∂x

(
ρu

(
e+

1

2
u2 +

p

ρ

)
+ q− τu

)
= 0, (2.3)

∂

∂t
(ρλ) +

∂

∂x
(ρuλ) +

∂j

∂x
= ρr, (2.4)
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r(T, λ) = A(1− λ) exp

(
− Θ

RT

)
, (2.5)

p(T, v) =
RT

v − b
− a

v2
, (2.6)

e(T, v, λ) = cvT −
a

v
− λq, (2.7)

τ =
4

3
µ
∂u

∂x
, (2.8)

q = −k∂T
∂x

+ ρDq∂λ
∂x
, (2.9)

j = −ρD∂λ
∂x

(2.10)

where the independent variables are the Cartesian coordinate x and time t. The

dependent variables are density ρ, particle velocity in the lab frame u, pressure p,

specific internal energy e, reaction progress λ, reaction rate r, temperature T , viscous

stress τ , and diffusive heat flux q. Constant parameters are collision frequency factor

A, activation energy Θ, gas constant for a particular gas R, heat release per unit mass

q, van der Waals constants a and b, specific heat at constant volume cv, dynamic

viscosity µ and thermal conductivity k, and mass diffusivity D. Equations (2.1-2.3)

describe the conservation of mass, momentum, and energy. Equation (2.4) describes

the evolution of the reaction progress. Equation (2.5) is the reaction rate model

for one-step irreversible Arrhenius kinetics [5]. Equations (2.6) and (2.7) are the

constitutive relations, the thermal and caloric equations of state for the van der Waals

model; additional details on the van der Waals model are given in the next section.

Equations (2.8) and (2.9) define the viscous stress and heat flux for a Newtonian fluid

satisfying Stokes’ assumption and Fourier’s law. Equation 2.10 is Fick’s law for mass

diffusion.

The reaction rate model that has been chosen is one-step irreversible kinetics. For

this model, a single reaction occurs where

A → B, (2.11)
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and it is assumed that both A and B have identical properties, including molecular

mass, specific heats, gas constant, and van der Waals parameters. The reaction

progress variable λ ranges from 0 to 1, with λ = 0 indicates unreacted and λ = 1 fully

reacted. This simple kinetics model has been chosen to enable qualitative analysis of

reactive flows in non-ideal gases.

Initial and boundary conditions are required for the two model problems that will

be used throughout this work: shock tubes and piston-driven shocks. The shock tube

requires a no-penetration boundary condition at both ends, and a particle velocity of

u = 0 is enforced at the end points. The initial conditions are those of the Riemann

problem; a contact discontinuity separates distinct constant states on the right and

left of the shock tube, as shown in Fig. 2.1(a). The initial velocity is zero everywhere.

In the piston-driven system, particle velocity at the piston face must be equal to the

velocity of the piston vp . For our purposes, the opposite end of the domain is treated

as infinite, and only limits the system in so far as the time must not be allowed to

run long enough for the wave to reach the end of the domain. Initial conditions are

an ambient state at rest everywhere, as shown in Fig. 2.1(b).

2.1.2 van der Waals Equation of State

Many non-ideal equations of state exist for which anomalous behavior is admissi-

ble in the gas phase, and while a variety are often used [60], a common choice is the

van der Waals equation of state. The van der Waals model is likewise utilized here,

as it admits anomalous behavior as well as is useful in illustrating the challenges of

non-ideal state equations. The van der Waals correction is often most important near

the vapor dome. Much of this work will utilize states near the vapor dome, but will

not enter the vapor dome and is confined to the gas phase. The thermal and caloric

equations of state are given in Eqs. 2.6 and 2.7, respectively. The van der Waals

equation of state is a correction to the ideal gas model with two parameters a and b
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Figure 2.1. Initial conditions for two model problems. (a) The shock tube,
with initial velocity of zero everywhere and two distinct constant states on
the left and right separated by a contact discontinuity. (b) The piston-driven
shock, with initial velocity of zero everywhere and a constant initial ambient
state.

defined by

a =
27

64

R2T 2
c

Pc
, (2.12)

and

b =
1

8

RTc
Pc

. (2.13)

These parameters are based on the fluid properties, including the critical temperature

and pressure Tc and Pc. The critical density is then predicted by the van der Waals

model. Setting both a and b to zero reduces the van der Waals model to the ideal

gas model.

The van der Waals model makes corrections on the ideal gas model by accounting

for real gas effects resulting from physical interactions of molecules. The ideal gas
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model assumes that molecules are point masses in space with no volume. The van

der Waals model attempts to approximate the volume that the molecules occupy;

this effect is captured by the quantity b. Thus, the volume that molecules occupy in

the van der Waals model is equal to the volume occupied in the ideal gas model, plus

the volume of the molecules themselves. The second parameter a accounts for inter-

molecular attraction. Even in the gas phase, the inter-molecular attraction leads to

clumping of molecules tending to reduce the volume occupied by those molecules.

However, when the volume of the gas is dictated by its container, this tendency

towards attraction is expressed as a decrease in the pressure relative to the ideal

gas. In the region of state space near the vapor dome, intermolecular forces become

stronger as the gas nears a phase transition.

For this work, the specific heat at constant volume cv is assumed to be constant.

However, the anomalous region in the gas phase is very near the critical point, and the

choice of a constant or variable specific heat at constant volume is briefly addressed

for reference here. Assuming a constant specific heat at constant volume is a useful

assumption, and has been done in the study of anomalous waves as in ([6],[25],

[104],[113]). As detailed in [59], in the neighborhood of the critical point cv(T ) can

be approximated by the power law

cv(T ) = ccv∞

(
T

Tc

)m
. (2.14)

The parameters m and ccv∞ are dependent upon the fluid, and can be found for many

BZT fluids in [79]. For the cases presented in this work, the difference in major results

between constant and variable cv is very small, and the choice was made to assume

a constant value of cv for tractability of analysis; thus, we take m = 0. Additional

detail on the van der Waals equation of state with variable specific heat is given in

Appendix A.
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An additional useful expression is the frozen sound speed

c2 = v2

(
p+

∂e

∂v

∣∣∣∣
p,λ

)/
∂e

∂p

∣∣∣∣
v,λ

=
RT

(1− b/v)2

(
1 +

R

cv

)
− 2a

v
, (2.15)

where the specific volume v has been substituted for density with v = 1/ρ. This

definition of the frozen sound speed is better defined for reactive systems, but is

equivalent to ∂p/∂ρ|s,λ.

2.1.3 Reactive Euler Equations

In the inviscid limit, µ, k, and D go to zero, and the reactive Euler equations are

recovered:

∂ρ

∂t
+

∂

∂x
(ρu) = 0, (2.16)

∂

∂t
(ρu) +

∂

∂x
(ρu2 + p) = 0, (2.17)

∂

∂t

(
ρ

(
e+

1

2
u2

))
+

∂

∂x

(
ρu

(
e+

1

2
u2 +

p

ρ

))
= 0, (2.18)

∂

∂t
(ρλ) +

∂

∂x
(ρuλ) = ρr, (2.19)

r(T, λ) = A(1− λ) exp

(
−Θ

RT

)
,

(2.20)

p(T, v) =
RT

v − b
− a

v2
, (2.21)

e(T, v, λ) = cvT −
a

v
− λq. (2.22)

Equations (2.16-2.18) are mass, momentum, and energy conservation, respectively,

Eq. (2.19) is the reaction evolution, and Eqs. (2.20-2.22) are the reaction rate, pres-

sure, and energy equations, respectively. To account for possible discontinuities, the

Euler equations must be supplemented by the well known Rankine-Hugoniot jump
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equations, [69, 103]:

ρ2û2 = ρ1û1, (2.23)

ρ2û
2
2 + p2 = ρ1û

2
1 + p1, (2.24)

e2 +
1

2
û2

2 +
p2

ρ2

= e1 +
1

2
û2

1 +
p1

ρ1

, (2.25)

λ2 = λ1. (2.26)

Subscripts 1 and 2 correspond to the unshocked and shocked states, respectively.

These are written in the steady frame traveling at shock speed D, and the term û

denotes the particle velocity in the wave frame: û = u − D. The reaction progress

does not change across the shock. This system is completed with the equations of

state.
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2.1.4 Non-Conservative Form

The non-conservative form of the reactive Navier-Stokes equations is given here:

∂ρ

∂t
+ u

∂ρ

∂x
= −ρ∂u

∂x
, (2.27)

ρ

(
∂u

∂t
+ u

∂u

∂x

)
= −∂p

∂x
+
∂τ

∂x
, (2.28)

ρ

(
∂e

∂t
+ u

∂e

∂x

)
= −p∂u

∂x
− ∂q

∂x
+ τ

∂u

∂x
, (2.29)

∂λ

∂t
+ u

∂λ

∂x
+
∂j

∂x
= r, (2.30)

r(T, λ) = A(1− λ) exp

(
−Θ

RT

)
, (2.31)

p(T, v) =
RT

v − b
− a

v2
, (2.32)

e(T, v, λ) = cvT −
a

v
− λq, (2.33)

τ =
4

3
µ
∂u

∂x
, (2.34)

q = −k∂T
∂x

+ ρDq∂λ
∂x
, (2.35)

j = −ρD∂λ
∂x

(2.36)

The inviscid equations can be recovered by setting µ, k, and D to zero, and the

inert equations by decoupling the reaction from the mass, momentum, and energy

equations through the constitutive relations. The non-conservative forms of the gov-

erning equations are used for characteristic analysis, and provide an advantageous

formulation for the application of numerical methods to the viscous model.

2.2 Transformation to the Piston-Attached Coordinate System

When modeling one-dimensional piston-driven shocks and detonations, it is con-

venient to transform the governing equations to a coordinate system attached to the

piston face. For a general transformation of the independent variables (x, t)→ (ξ, τ̂)
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is expressed by

ξ = ξ(x, t), τ̂ = τ̂(x, t). (2.37)

The differential operators that result from this transformation are:

∂

∂t

∣∣∣∣
x

=
∂ξ

∂t

∣∣∣∣
x

∂

∂ξ

∣∣∣∣
τ̂

+
∂τ̂

∂t

∣∣∣∣
x

∂

∂τ̂

∣∣∣∣
ξ

, (2.38)

∂

∂x

∣∣∣∣
t

=
∂ξ

∂x

∣∣∣∣
t

∂

∂ξ

∣∣∣∣
τ̂

+
∂τ̂

∂x

∣∣∣∣
t

∂

∂τ̂

∣∣∣∣
ξ

. (2.39)

The piston position can be prescribed as a function of time, xp(t), and its velocity is

then given by

vp(t) =
dxp(t)

dt
. (2.40)

For the desired transformation from the laboratory frame to the piston frame, Eq. (2.37)

becomes:

ξ = x− xp(t), τ̂ = t. (2.41)

From here, we will now return to using t in place of τ̂ . The transformed differential

operators in Eqs. (2.38) and (2.39) now reduce to:

∂

∂t

∣∣∣∣
x

= −vp(t)
∂

∂ξ

∣∣∣∣
t

+
∂

∂t

∣∣∣∣
ξ

, (2.42)

∂

∂x

∣∣∣∣
t

=
∂

∂ξ

∣∣∣∣
t

. (2.43)
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The particle velocity relative to the piston-attached coordinate system can be ob-

tained by differentiating the first expression in Eq. (2.41):

ū = u− vp(t). (2.44)

Here ū = dξ/dt is the particle velocity in the piston-attached coordinate system,

u = dx/dt is the particle velocity in the laboratory frame, and vp(t) is the piston

velocity function. Reducing Eqs. (2.1-2.4) to the inviscid reactive Euler equations,

the transformations in Eqs. (2.42) and (2.43) are used to render the inviscid equations

into the piston-attached coordinate frame:

∂ρ

∂t
+

∂

∂ξ
(ρū) = 0, (2.45)

∂

∂t
(ρū) +

∂

∂ξ
(ρū2 + p) = −ρdvp

dt
, (2.46)

∂

∂t

(
ρ

(
e+

1

2
ū2

))
+

∂

∂ξ

(
ρū

(
e+

1

2
ū2 +

p

ρ

))
= −ρūdvp

dt
, (2.47)

∂

∂t
(ρλ) +

∂

∂ξ
(ρūλ) = ρr. (2.48)

Equations (2.46) and (2.47), the linear momentum and energy equations, respec-

tively, contain an extra term on the right hand side when transformed into the

piston-attached coordinate system. These terms account for the acceleration of the

coordinate frame as the piston itself accelerates. When the piston is at a steady ve-

locity, these terms go to zero, and the system is invariant from that of the laboratory

frame under what amounts to a Galilean transformation.

The boundary condition at the piston surface can be satisfied by requiring the

velocity of the gas at the piston face to vanish in the piston-attached coordinates

because it travels at the same speed as the piston: ū(0, t) = 0. This is equivalent to a

no-penetration boundary condition at the piston surface. This is the only condition

that can be explicitly enforced at the piston face.
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CHAPTER 3

NUMERICAL METHODS

This chapter will address numerical methods used throughout this work. It begins

with a short description of various methods used for algebraic systems and ordinary

differential equations. The numerical methods chosen for parabolic and hyperbolic

partial differential equations (PDEs) are introduced.

3.1 Algebraic Systems and Numerical Quadrature

There will be occasion to use many numerical algorithms for calculus, such as

numerical integration, as well as solving algebraic systems. Many of these algorithms

were utilized through applicable Mathematica commands [125]. Some integrals may

require numerical integration with methods such as adaptive integration, exponential

quadrature, or Monte Carlo integration, utilized by NIntegrate. Solutions with this

command can be confirmed by specifying multiple methods and comparing results for

consistency. Root-finding methods can be used to approximate solutions to nonlinear

algebraic systems that cannot be solved exactly. Such methods include the Newton

method when one initial guess is specified and the secant method when two initial

guesses are specified, utilized by FindRoot. Systems of algebraic equations, such

as the Rankine-Hugoniot jump equations, can be solved either symbolically or for

specific initial values using the Solve command. A Discrete Fourier Transformation

(DFT) is a useful tool for analysis of unstable detonations, as it provides details on the

frequencies of the instability; DFTs can be computed using the Fourier command.
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These commands allow for the specification of the desired precision for the final

output as well as during the calculations. In general, these default to a working pre-

cision of 16 digits. This is often sufficient precision for our purposes, but occasionally

requires adjustment. It is also possible to achieve arbitrary precision by expressing

all numerical values as exact rational numbers using ratios of integers instead of fi-

nite precision decimal approximations, for example, inputting 1/4 instead of 0.25.

This is sometimes necessary when working with algebraic systems involving the van

der Waals equation of state, as it is possible for computational error to appear as

small imaginary numbers on the order of machine precision. Expressing values with

arbitrary precision enables distinction between true imaginary results and those with

small numerical errors.

3.2 Ordinary Differential Equations

We often require numerical methods to generate approximate solutions to systems

of nonlinear ordinary differential equations. For this we often use Mathematica’s

NDSolve, which is an algorithm that selects appropriate numerical methods based on

the equations given, including Adams, explicit and implicit Runge-Kutta, backwards

difference, explicit and implicit Euler, and central difference schemes of various orders.

This function requires the appropriate boundary or initial conditions be specified, and

can be used on a single differential equation or on systems of differential equations.

The precision goal can also be set for NDSolve.

3.3 Parabolic Systems of Partial Differential Equations

For the inert viscous problem, the modeling of fully resolved momentum and

energy diffusion allows the use of simple discretizations for the parabolic system of

equations. A first-order explicit Euler method in time and second-order centered spa-

tial scheme were used for the numerical solution of the viscous model. The resulting
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discretization of the inert one-dimensional Navier-Stokes equations are:

ρn+1
j = ρnj + ∆t

(
−ρnj

unj+1 − unj−1

2∆x
− unj

(
ρnj+1 − ρnj−1

2∆x

))
, (3.1)

un+1
j = unj + ∆t

(
− 1

ρnj

(
pnj+1 − pnj−1

2∆x

)
+

4

3

µ

ρnj

(
unj+1 − 2unj + unj−1

∆x2

)
−unj

(
unj+1 − unj−1

2∆x

))
, (3.2)

en+1
j = enj + ∆t

(
−
pnj
ρnj

(
unj+1 − unj−1

2∆x

)
+

k

ρnj

(
T nj+1 − 2T nj + T nj−1

∆x2

)
+

4

3

µ

ρnj

(
unj+1 − unj−1

2∆x

)2

− unj
(
enj+1 − enj−1

2∆x

))
, (3.3)

T n+1
j =

1

cv

(
en+1
j + aρn+1

j

)
, (3.4)

pn+1
j =

RT n+1
j

1
ρn+1
j

− b
− a

(
ρn+1
j

)2
. (3.5)

This simple time-explicit discretization enables a straightforward numerical solution

via the method of lines. When the spatial discretization is sufficiently fine to cap-

ture the diffusion in the thin viscous shock structures, the time step is restricted by

diffusion, not advection. This was done by satisfying the diffusion-based stability

requirement of the explicit Euler method on the Navier-Stokes equations, specifi-

cally the von Neumann number with a factor of safety of 1/4, so ∆t is calculated by

∆t = ∆x2/4/max(α, ν). The denominator is determined by the maximum between

the thermal diffusivity α = k/ρ/cp, where cp is specific heat at constant pressure,

and the maximum kinematic viscosity, ν = µ/ρ across the domain. For simulations

for which the Prandtl number equals 1, α and ν are equivalent for a given value of ρ.

One-sided, second-order differences were employed at the boundaries for pressure and

density with Dirichlet conditions on the velocity. Other state variables such as the

temperature and specific internal energy can be computed using the equation of state.

For viscous analysis, adiabatic, zero-velocity boundary conditions were employed on

a closed domain.
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3.4 Hyperbolic Systems of Partial Differential Equations

In the inviscid limit the governing equations are hyperbolic and admit discon-

tinuities, and the inert case is strictly hyperbolic. The numerical scheme that has

been chosen is a third order Runge-Kutta method in time and a fifth order Weighted

Essentially Non-Oscillatory scheme with mapped weights, henceforth referred to as

WENO5M, in space, first introduced by Henrick, et al. [65]. A variety of works have

performed numerical stability analysis with various combinations of WENO schemes

and time discretizations [67, 86], including fifth order WENO with third order Runge-

Kutta. The WENO5M method is summarized in one dimension with uniform grid

spacing, where nodes j = 0, 1, . . . , Nx have positions xj, the flux values are given

by fj, and half indices are denoted by subscripts of i ± 1/2. The full details of the

WENO5M scheme and its derivation can be found in [65]. It is noted that although

WENO5M is a fifth order scheme for smooth problems, the presence of discontinu-

ities dictates that the highest order convergence that can be achieved for a shock

capturing scheme is first order.

Consider a model problem given by

∂u

∂t
+
∂f

∂x
= 0, (3.6)

where t and x are the independent variables time and space, u(t, x) is a conserved

variable, and f(u(t, x)) is the flux of u. This partial differential equation can then be

approximated by a system of ordinary differential equations:

duj
dt

= −
fj+1/2 − fj−1/2

∆x
. (3.7)

The value of fj+1/2 describes the flux of the conserved variable u between two cells

at j and j + 1/2. It is desired that the divided difference in Eq. (3.7) is an exact

33



derivative at xj, and such a function is typically referred to as the numerical flux

function, called h(x). This numerical flux is related to the flux derivative by

∂f

∂x

∣∣∣∣
x=xj

=
hj+1/2 − hj−1/2

∆x
. (3.8)

The numerical flux is defined by Shu and Osher [112] as

f(x) =
1

∆x

∫ x+∆x/2

x−∆x/2

h(ξ) dξ. (3.9)

Differentiating Eq. (3.9) returns Eq. (3.8), and is chosen as the replacement for the

flux in Eq. (3.7). However, the flux described by Eq. (3.9) is not the exact flux

function for a finite ∆x [65].

Numerical schemes can be formulated by approximating the numerical flux func-

tion h(x) using polynomial forms with undetermined coefficients. The resulting func-

tions are denoted as f̂(x), and after substituting into Eq. (3.9), the spatial derivative

is now approximated by

df

dx

∣∣∣∣
x=xj

≈
f̂j+1/2 − f̂j−1/2

∆x
. (3.10)

A method has been devised to avoid spurious oscillations caused by discontinuous

solutions affecting each of the nodes on the solution stencil. This involves using

weighted linear combinations of three stencils, arranged as shown in Fig. 3.1. For

WENO5M the numerical flux is calculated by

hj+1/2 ≈ f̂j+1/2 =
2∑

k=0

ω
(M)
k f̂kj+1/2. (3.11)

where ω
(M)
k are the mapped weights of the kth stencil, and the f̂k are approximations

of h(x) for each of three stencils k = [0, 1, 2].
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Figure 3.1. Stencils used for the numerical flux in fifth order WENO schemes.

The numerical flux for each stencil is derived in full in [65], and the final form is

given by

f̂0j+1/2 =
1

6
(2fj−2 − 7fj−1 + 11fj) , (3.12)

f̂1j+1/2 =
1

6
(−fj−1 + 5fj + 2fj+1) , (3.13)

f̂2j+1/2 =
1

6
(2fj + 5fj+1 − fj+2) . (3.14)

The mapped weights ω
(M)
k , first presented by Henrick et al. [65], are an adjustment

on the weights as they were originally formulated by Jiang and Shu [71]. The mapped

weights, w
(M)
k , are defined as:

ω
(M)
k =

α∗k
Σ2
i=0α

∗
i

, (3.15)

with the α∗k determined by:

α∗k = gk(ω
(JS)
k ) =

ω (ω̄k + ω̄2
k − 3ω̄kω + ω2)

ω̄2
k + ω(1− 2ω̄k)

. (3.16)

Equations (3.15) and (3.16) define the modified weights, which use the ideal weights of

regions with smooth flow, ω̄k=0,1,2 = [1/10, 6/10, 3/10], and the weights as developed
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in [71], ω
(JS)
k :

ω
(JS)
k =

αk
Σ2
i=0αi

, (3.17)

where

αk =
ω̄k

(ε+ βk)p
. (3.18)

The indicator of smoothness βk is calculated for each stencil. The parameters p

and ε are adjustable parameters of the WENO method. For our purposes, p = 2

is used. The value of ε serves to prevent the denominator in Eq. (3.18) from going

to zero, and can be adjusted on a case-by-case basis. Both the machine being used,

along with the properties of the flow, can affect the choice of ε. In smooth flows,

the predictions of the WENO5M scheme approach a central difference scheme as ε

begins to dominate, so choosing too large of an ε value can mitigate the expected

behavior of a WENO method. The results presented here are concerned with shocks,

and the choice of ε is not so consequential; all calculations in this work have been

done with ε = 1×10−6. Henrick, et al. [65] show for smooth oscillatory solutions that

this choice of ε can degrade the order of accuracy from fifth to third order. For our

problems with shocks, all WENO methods converge at less than first order, however,

so the value of ε is not particularly important.

The βk values, called the indicators of smoothness, provide a measurement of the

smoothness of the flux function for each stencil. It is through these β values that the

WENO scheme weights the stencils by smoothness. For the three stencils, these β

values are calculated with:

β0 =
13

12
(fj−2 − 2fj−1 + fj)

2 +
1

4
(fj−2 − 4fj−1 + 3fj)

2 , (3.19)

β1 =
13

12
(fj−1 − 2fj + fj+1)2 +

1

4
(fj+1 − fj−1)2 , (3.20)

β2 =
13

12
(fj − 2fj+1 + fj+2)2 +

1

4
(3fj − 4fj+1 + fj+2)2 . (3.21)
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The WENO5M scheme as it has been described forces information to propagate

from left to right, as a result of the stencil bias. The scheme can be reversed to

propagate information from right to left, and is thus constructed by reflecting indices

across the (j + 1/2) interface:

ĥ[f]j+1/2 =


F(fj−2, fj−1, . . . , fj+2),

F(fj+3, fj+2, . . . , fj−1),

(3.22)

where F represents the functional form of the WENO method, Eq. (3.11) for WENO5M.

However, a scheme is required that allows for propagation of information in both di-

rections, left to right and right to left. To achieve this, a flux splitting scheme is

necessary, as the split fluxes account for the information propagating to the left and

the right. The introduction of non-convexity complicates the selection of the flux

splitting scheme.

The details of a general Lax-Friedrichs flux splitting scheme will first be presented.

The spatial derivative is rewritten as:

∂f

∂x
=

∂

∂x
(f(u(x))) =

∂f

∂u

∂u

∂x
, (3.23)

where ∂f/∂u is the Jacobian matrix of the system, the eigenvalues of which represent

the wave speeds of the system [30, 121]. The sign of these eigenvalues corresponds to

the direction in which the respective characteristics propagate. Taking the absolute

value of these eigenvalues, the maximum is the largest wave speed of the system, a

quantity that will here be referred to as αm. Using this value, the flux vector can be

rewritten, and the spatial derivative becomes:

∂f

∂x
=

∂

∂x

(
1

2
(f + αmu + f − αmu)

)
=

1

2

(
∂f+

∂x
+
∂f−

∂x

)
. (3.24)
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Using the notation of the numerical flux, and its approximation, the spatial derivative

is now discretized with the split fluxes:

∂f

∂x

∣∣∣∣
x=xj

≈ 1

2

(
h+
j+1/2 − h

+
j−1/2

∆x
+
h−j+1/2 − h

−
j−1/2

∆x

)
,

≈ 1

∆x

(
h+
j+1/2 + h−j+1/2

2
−
h+
j−1/2 + h−j−1/2

2

)
,

≈
f̂j+1/2 − f̂j−1/2

∆x
. (3.25)

As written in Eq. (3.25), the LF flux splitting has not been paired with a specific

numerical scheme for the h values. In the case of the WENO5M scheme, the f+ flux

vector is used for the left-to-right biased implementation, and the f− flux vector for

the right-to-left biased implementation.

h[f±]j+1/2 =


F(f+j−2, f

+
j−1, . . . , f

+
j+2),

F(f−j+3, f
−
j+2, . . . , f

−
j−1).

(3.26)

As given in [65], one way to determine the value of αm is to do so locally, utilizing

the largest magnitude of the eigenvalues at each point on the stencil for point j.

However, when the flow is split between the convex and non-convex regions and the

sound speed is non-monotonic this method can result in instabilities. For example,

referring to the grid in Fig. 3.1, if there is a local minimum in the sound speed at j,

there are higher values of the sound speed on either side of this point, at j− 2, j− 1,

j + 1, and j + 2. The eigenvalue with the largest magnitude may not correspond to

the correct wave motion in this case, leading to oscillations or instabilities. These

can be avoided using a global approach to the value of αm. This entails scanning the

entire grid to find the eigenvalue with the largest absolute value in the flow field, and

using this single value for αm at all points on the grid. It is important to select a flux

splitting scheme that does not rely on monotonicity when working with BZT fluids
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in and near the BZT region, as anomalous behavior is expected in these regions.
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CHAPTER 4

STEADY INERT WAVE DYNAMICS

This chapter presents dynamics of steadily propagating waves in an inert van der

Waals gas. It begins with a discussion of entropy and the second law of thermody-

namics, followed by a review of weak solutions to partial differential equations, and

a discussion of the fundamental derivative. Analysis is done of Rayleigh line and

Hugoniot curves as well as Rankine-Hugoniot jump conditions for compression and

rarefaction discontinuities. Examples of each are shown. Additional detail can be

found in Menikoff and Plohr’s extensive work on waves in real gases [83]. Numerical

simulations of shocks in a viscous van der Waals gas are also computed, and are

shown to be vital tool for determining correct shock solutions when anomalous waves

are present. The examples in this chapter are computed with parameters for the

material PP10.

4.1 Entropy and the Second Law of Thermodynamics

The second law of thermodynamics must always hold. In the inert limit, it can

be written as:

∂

∂t
(ρs) +

∂

∂x
(ρus) = − ∂

∂x

( q
T

)
+ İ, İ ≥ 0, (4.1)

where s is the specific entropy, and İ is the irreversibility production rate, a positive

semi-definite scalar function. The specific entropy for an inert van der Waals gas

with constant cv can by found by integrating the Gibbs equation, T ds = de+ p dv.
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Some algebraic manipulation results in

s(T, v) = so + cv ln

(
T

To

)
+R ln

(
v − b
vo − b

)
, (4.2)

where so, To, and vo are reference values of the entropy, temperature, and specific

volume, respectively.

For an analysis of the second law of thermodynamics in the inert viscous case, an

expression is desired for the irreversibility production rate, which as derived in [81]

is:

İ =
k

T 2

(
∂T

∂x

)2

+
4

3

µ

T

(
∂u

∂x

)2

≥ 0. (4.3)

This is also known as the weak form of the Clausius-Duhem inequality in one dimen-

sion. One may consider a more general satisfaction of the second law through the

strong form of the Clausius-Duhem inequality in which both terms in Eq. (4.3) are

constrained to be positive semi-definite. As a result, under the strong form’s more

restrictive definition, k ≥ 0 and µ ≥ 0 are required. In either case, to satisfy the

second law, İ must always be non-negative. Note the units of İ are W/m3/K, not

those of entropy.

4.2 Weak Solutions

It is possible for solutions of conservation laws to exist that are not themselves

differentiable functions, typically referred to as weak solutions. As discussed by

Dafermos [39], the existence of weak solutions is settled for scalar conservation laws,

and at least partially for one-dimensional systems. The short discussion here of weak

solutions is drawn from LeVeque [80], and a more detailed analysis can be found in

[39].

It is natural to return to the integral form of a conservation law to define a solution

that does not require differentiability, but by taking a slightly different approach a
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more convenient integral formulation can be reached. This is done by multiplying the

PDE by a smooth test function, integrating one or more times, and rearranging with

integration by parts to move derivatives from the conserved variable to the smooth

test function. Let us consider a general conservation law for a conserved variable u

with flux f(u)

∂u

∂t
+
∂f(u)

∂x
= 0, (4.4)

and its integral form

∫ x2

x1

u(x, t2) dx =

∫ x2

x1

u(x, t1) dx+

∫ t2

t1

f(u(x1, t)) dt−
∫ t2

t1

f(u(x2, t)) dt, (4.5)

with a smooth test function φ(x, t). The test functions are defined on φ ∈ C1
0 (R× R),

where C1
0 is the space of functions that are continuously differentiable with compact

support. A function’s support is the subset of the function domain for which the

elements are not mapped to zero, and a function with compact support has a support

that is a closed and bounded subset. The requirement for compact support indicates

that φ(x, t) is zero outside of a bounded set, so the function’s support lies in a compact

set [39]. Multiplying the conservation law by φ(x, t) and integrating over space and

time, we obtain ∫ ∞
0

∫ ∞
−∞

(
φ
∂u

∂t
+ φ

∂f(u)

∂x

)
dx dt = 0. (4.6)

Integration by parts over the time integral yields

∫ ∞
0

∫ ∞
−∞

(
∂φ

∂t
u +

∂φ

∂x
f(u)

)
dx dt = (4.7)∫ ∞

−∞
[φ(x,∞)u(x,∞)− φ(x, 0)u(x, 0) + φ(x,∞)f(u)(x,∞)− φ(x, 0)f(x, 0)] dx.

Because φ is required to have compact support, it vanishes at infinity; thus, the terms

on the right hand side containing φ(x,∞) drop out. Additionally, the flux at t = 0 is
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also 0, so the term containing f(x, 0) also drops out. The only boundary term that

remains includes the initial conditions of the PDE, which must still be accounted for

by the weak solution. The resulting equation is

∫ ∞
0

∫ ∞
−∞

(
∂φ

∂t
u +

∂φ

∂x
f(u)

)
dx dt = −

∫ ∞
−∞

φ(x, 0)u(x, 0) dx. (4.8)

Written in this form, it can be seen that the solution u(x, t) need not be a continuous

function, as differentiation has been shifted to the smooth test function.

Considering special test functions that follow

φ(x, t) =


1 for (x, t) ∈ [x1, x2]× [t1, t2] ,

0 for (x, t) /∈ [x1 − εx, x2 + εx]× [t1 − εt, t2 + εt] ,

(4.9)

with smooth φ in the intermediate regions of width (εx, εt). This results in ∂φ/∂x =

∂φ/∂t = 0 everywhere other than the intermediate region, and Eq. 4.8 reduces to

an integral in x and t over the strip of width εx and εt respectively. As εx → 0 and

εt → 0, the derivatives of the test function approach delta functions, and Eq. 4.8

approaches the integral form in Eq. 4.5.

Weak solutions may not be unique if discontinuities are present. For the inviscid

Euler equations, discontinuous weak solutions represent shock waves: discontinuous

jumps in the state variables that satisfy the governing differential equations. There

may be multiple such weak solutions, and conditions imposed by physics must be

used to determine which, if any, of these solutions are physical. Satisfaction of the

second law of thermodynamics is typically the first condition considered to determine

the the correct weak solution, but the second law alone may not be sufficient for this

purpose. Other admissibility conditions must be considered, and for this work we

will utilize viscous solutions to determine the correct shock solution.

When considering viscous solutions, it is expected that solutions of the parabolic
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system

∂u

∂t
+
∂f(u)

∂x
= ε

∂2u

∂x2
, (4.10)

coincide with solutions of the hyperbolic system in the limit as the viscosity coefficient

ε→ 0. Because Eq. 4.10 is parabolic, even if the initial conditions are discontinuous,

there will always be a smooth unique solution for t > 0 [39]. Thus, if a unique

weak solution cannot be determined by the second law of thermodynamics alone, the

vanishing viscosity limit should single out the correct physical weak solution.

4.3 Fundamental Derivative

Not all equations of state admit anomalous waves, and determining constitutive

relations that are valid for studies of anomalous behavior can be done using the

dimensionless fundamental derivative of gas dynamics G, introduced by Thompson

[119] and defined by:

G(s, v) ≡ −
v
2
∂2p
∂v2

∣∣∣
s

∂p
∂v

∣∣
s

=
v3

2c2

∂2p

∂v2

∣∣∣∣
s

. (4.11)

Because v3/2/c2 is always positive, the sign of G is determined by ∂2p/∂v2|s. The

fundamental derivative gives a measure of the convexity of isentropes in the p-v plane,

and determines how the sound speed varies across simple waves [83]. It can be shown

that if G > 0, the isentropes are convex, and if G < 0 isentropes are non-convex.

The convexity of the isentropes, indicated by the sign of G, determines the types of

waves that are admissible: when G > 0, only classical discontinuous compressions

and continuous rarefactions will form, and when G < 0, only anomalous discontin-

uous rarefaction and continuous compression waves will form. Flows for which the

fundamental derivative undergoes a transition between positive and negative allow for

composite waves to form. For some equations of state, including the ideal gas equa-
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tion (for which G = (γ + 1)/2, γ being the ratio of specific heats), the fundamental

derivative is always positive, prohibiting the formation of anomalous waves.

Using Eqs. (2.6, 2.15, 4.2, 4.11), the fundamental derivative for a van der Waals

gas can be written as

G(v, s) =
v3

2c2

(
−6a

v4
+
RTo
cv

(
R

cv
+ 2

)
R + cv
(v − b)3

(
exp

(
s− so
cv

))(
v − b
vo − b

)−R/cv)
.

(4.12)

In this form, it is difficult to determine what in Eq. (4.12) induces negative values

of the fundamental derivative for a van der Waals gas. Taylor series expansion of

G(v, T ) in the limit of small a and b yields a linear approximation as

G(v, T ) =
2cv +R

2cv
+

(2cv +R)b

2cvv
− (cv −R)a

R(cv +R)Tv
+ . . . . (4.13)

The first term is the value of G for an ideal gas, and is always positive because cv and

R are always positive. The second term is likewise positive because in addition to the

previous terms, b and v are always a positive quantities. The third term, expansion

around small a, will always be a negative contribution if cv > R. While this simple

expansion is limited, it agrees with the detailed analysis in [25], concluding that it is

the intermolecular attraction, corrected for in the van der Waals equation with the

parameter a, that introduces the possibility of G < 0.

The region of negative fundamental derivative in the gas phase, where anomalous

waves are admitted, is typically found in the neighborhood of the critical point. The

anomalous, or BZT, region is often limited to a small portion of thermodynamic

state space. The upper boundary on this region is the curve G = 0, below which G

is negative. This can be found by converting G(s, v) to G(p, v), setting this equal to

zero, and solving for pressure as a function of specific volume. For a van der Waals
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gas the resulting function is

p(v) =
6cva

v4

(v − b)2

(R + cv)(R/cv + 2)
− a

v2
. (4.14)

The lower limit of this region is the saturation curve, below which equations of

state are no longer valid, although the fundamental derivative may still appear to be

negative.

4.4 Material Parameters

For this study of anomalous waves in an inert van der Waals gas, example calcula-

tions have been done for the fluorocarbon PP10 (C13F22), and necessary parameters

are given in Table 4.1 [25]. The values of k and µ for PP10 are difficult to identify;

thus, µ was estimated by approximation to the gaseous fluorocarbon family [43], and

k was calculated from an estimated Prandtl number of 1, where the Prandtl number

is Pr = ν/α. As a consequence, it is seen that the thermal diffusivity, α = k/ρ/cp,

and the kinematic viscosity, ν = µ/ρ, are equal for a given value of ρ and T . In

Table 4.1, αo and νo are the thermal and momentum diffusivities evaluated at the

reference state with ρo = 285 kg/m3 and cpo = 1150 J/kg/K. For a van der Waals

gas, the specific heat at constant pressure cp is not constant. It is noted for PP10 in

and around the anomalous region, temperature and specific volume variations, and

thus variations in cp, are small.

Some features of PP10 in the p−v plane, modeled with the van der Waals equation

of state are shown in Fig. 4.1, including a fully convex shock adiabat, the G = 0 curve,

the critical isotherm and the shock adiabat passing through the critical point, both

with non-convex sections, and the critical point. Consistent with the van der Waals

model, the critical point lies at an inflection point on the critical isotherm. The

anomalous region is bounded on the top by the G = 0 curve. For our purposes, the
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TABLE 4.1

PARAMETERS FOR PP10

R, J/kg/K cv J/kg/K a, m5/kg/s2 b, m3/kg µ, Pa s

14.484 1131.588 22.389 7.244× 10−4 1.100× 10−5

k, W/m/K αo, m2/s νo m2/s Pc, Pa Tc, K

1.261× 10−2 3.860× 10−8 3.860× 10−8 1.580× 106 632.2

lower bound is set as the critical isotherm; doing so ensures the flow remain outside

of the vapor dome. In the anomalous region, G < 0, indicating that the convexity of

isentropes is negative, and the types of waves that can form are rarefaction shocks

and continuous homeoentropic compression fans.

The viscous solutions presented in this chapter were calculated using the numerical

method in Section 3.3, as an exact solution was not available for a viscous shock in a

van der Waals gas. As a starting point for ensuring the viscous shock is captured, the

exact solution for a viscous ideal gas has been used to estimate the shock thickness

for the material parameters in Table 4.1. Introduced by Taylor [117] and revisited by

Becker [8], Morduchow and Libby [85], von Mises [120], Gilbarg and Paolucci [57],

Ianelli [70], Myong [87], Bird, et al. [14], and many others, the solution is cast in our

own nomenclature as

x̂(û) = x̂in −
8γµ

3(γ + 1)ρ1(û1 − û2)
ln


(

û−û2
ûin−û2

) û2
û1(

û1−û
û1−ûin

)
 , (4.15)

where x̂in and ûin serve as spatial and velocity coordinates required to fix the solution

in space at a given velocity, and û1 and û2 are the far-field upstream and downstream

particle velocities in the wave frame. A detailed derivation is provided in Appendix B,

47



non-convex shock adiabat convex shock adiabat

G = 0 critical isotherm

p (MPa)

1

2

3

v (m3/kg)

0.002 0.0080.0060.004 0.010

critical
point
•

Figure 4.1. Features of the p − v plane for PP10, including the critical
isotherm, along with convex and non-convex shock adiabats, the G = 0
curve, and the critical point.

which draws significantly from the presentation of Ghia, et al. [56]. The analytical

solution exists in the steady frame, and the thickness of the shock wave is determined

by:

Lshock =
8γµ

3(γ + 1)ρ1(û1 − û2)
. (4.16)

To capture the physical structure of the viscous shock wave in numerical simulations,

the spatial grid must be sufficiently small to capture Lshock. The physical time scale

is diffusion-driven and well estimated by tshock = L2
shock/α, and the time steps must

be sufficiently small in order to capture the physical effects. For PP10 with the

parameters given in Table 4.1, Lshock and tshock are on the order of 10−9 m and

10−11 s, respectively. The small length scales used in this chapter are dictated by the

viscous shock thickness, as the inviscid solutions are scale invariant. In addition to

stability requirements, all numerical simulations for the viscous case require that the
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time steps ∆t and spatial steps ∆x be less than the tshock and Lshock values for the

material parameters being used.

4.5 Rayleigh Line and Hugoniot Curve Analysis

Manipulation of the Rankine-Hugoniot jump conditions for the inert case, given

in Eqs. (2.23-2.25), yields two useful equations, the Rayleigh line and Hugoniot curve.

First, considering the jumps in mass and linear momentum, Eqs. (2.23) and (2.24),

and substituting v = 1/ρ, an expression for the Rayleigh line is written as

p = po −
D2

vo

(
v

vo
− 1

)
. (4.17)

The Rayleigh line is independent of the equation of state, and is a consequence of

mass and linear momentum conservation only. Its slope is strictly negative, and is

proportional to the square of the wave speed.

The jump in energy is now considered, Eq. (2.25). Using the mass and momen-

tum jumps (2.23-2.24), along with the Rayleigh line (4.17), the energy jump can be

rewritten independent of the velocities and the wave speed as

e− eo = −p+ po
2

(v − vo) . (4.18)

In this form, this is the Hugoniot equation for a general material, and does not

depend on the state equation, the wave speed, or the particle velocity. Specifying

the equation of state, the Hugoniot curve can be expressed as p(v). For the van der

Waals equation of state this yields

p =
po
(
cv
R

(vo − b) + vo−v
2

)
− a cv

R

(
b
v2o
− b

v2
− 1

vo
+ 1

v

)
− a

(
1
vo

+ 1
v

)
cv
R

(v − b)− 1
2

(vo − v)
. (4.19)

We are interested in intersection points between the Rayleigh line and the Hugoniot
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curve. Algebraic manipulation leads to a single quartic equation for the shocked state

specific volume v2. There are four possible solutions for v2 from this equation, and

these roots may have real or imaginary values. With βj the coefficient for vj2, this

equation can be written as:

β4v
4
2 + β3v

3
2 − β2v

2
2 − β1v

1
2 − β0 = 0, (4.20)

β4 = −D
2

v2
1

(
1

2
+
cv
R

)
, (4.21)

β3 = p1

(
1 +

cv
R

)
+
D2

v1

(
3

2
+
cv
R

(
1 +

b

v1

))
, (4.22)

β2 = v1p1

(
1 +

cv
R

)
− ab

v2
1

cv
R

+
1

v1

(cv
R

(
D2b− a

)
+ a
)

+
D2

2
− qλ, (4.23)

β1 = a
(

1− cv
R

)
, (4.24)

β0 = ab
cv
R
. (4.25)

It will be shown that in the classical case there are only two real intersection points

of the Rayleigh line and the Hugoniot curve. As a result, solving Eqs. (4.20-4.25)

returns two real roots and two imaginary roots. However, in the anomalous case,

there may be up to four intersection points of the Rayleigh line and the Hugoniot

curve corresponding to up to four real roots.

A plot of the Hugoniot curve and two Rayleigh lines with initial conditions

po = 2.0 × 106 Pa and vo = 0.0035 m3/kg is shown in Fig. 4.2. The Hugoniot

curve is entirely within the region of state space where isentropes are convex, and

classical behavior is expected. The Hugoniot curve is everywhere convex, and the

Rayleigh lines have at most two intersection points, corresponding to two real roots

of the Rankine-Hugoniot jump equations; the other two roots are complex. The

shock speeds chosen were D = 100 m/s, and D = 69.366 m/s; the first choice allows

for a clear illustration of the intersection points, and the second choice corresponds

to a shock that will be a part of the shock tube solutions in a later section. The
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Figure 4.2. Rayleigh lines and Hugoniot curve in the convex region of state
space for PP10 modeled as a van der Waals gas. The two intersection points
correspond to two real roots of the Rankine-Hugoniot jump equations; the
remaining two roots are complex.

initial condition is labeled O, and the ambient state is one solution. The second in-

tersection, indicated by C, is the shock solution. In this case, pressure increases and

specific volume decreases (corresponding to an increase in density), and the shock is

a compression shock. Two Rayleigh lines are shown; the higher shock speed leads to

a greater increase in the pressure and decrease in the specific volume. The minimum

wave speed occurs when the Rayleigh line is tangent to the Hugoniot curve at the

point O, and indicates the formation of a sonic wave; for this case, the correspond-

ing value is D = 69.695 m/s. Wave speeds lower than this correspond to pressure

decreases, typically accompanied by entropy decreases, which are non-physical.

When passing through the anomalous region, Hugoniot curves, like isentropes,

also have regions of non-convexity corresponding to anomalous shock behavior. For

the initial state po = 1.74 × 106 Pa, vo = 0.0027 m3/kg, and shock speed D =

37.813 m/s the corresponding Rayleigh line and Hugoniot curve are shown in Fig. 4.3;
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a sketch of all intersections is shown in Fig. 4.3(a). In this case, there are four

intersection of the Rayleigh line and Hugoniot curve, which is only possible because

the Hugoniot curve is non-convex. The first is the initial condition O, the unshocked

ambient solution, which is on the non-convex part of the Hugoniot curve. The second

intersection at C corresponds to an increase in pressure and density, as for a classical

compression shock, and lies on the convex section of the Hugontiot curve. The third

intersection at R also lies on the non-convex portion of the Hugoniot curve, and

corresponds to a decrease in pressure and density and increase in specific volume as

for a rarefaction shock. The fourth intersection is far to the right of the initial state

at A. Classical interpretation tells us that the rarefaction shocks are non-physical,

and the entropy would be expected to decrease. This is not necessarily true though,

and one must rely upon additional methods to determine admissible shocks for this

case.

4.6 Rankine-Hugoniot Jump Analysis

This section extends the Rayleigh line and Hugoniot curve analysis in order to

determine admissible shock solutions, particularly when there are more than two

intersections of the Rayleigh line with the Hugoniot curve. For shock discontinuities

in the inviscid limit, the inert Rankine-Hugoniot jump conditions in Eqs. (2.23-2.25),

along with the van der Waals equation of state, form a system of equations that

when solved give the possible shocked states corresponding to a given initial state

and shock speed. Solving this system of equations leads to four possible solutions.

Not all of these roots are admissible shock solutions, and one root is the trivial

unshocked solution. The first admissibility condition employed is satisfaction of the

second law of thermodynamics. Solutions for which the change in entropy of a fluid

particle is negative or imaginary are inadmissible. It will also be useful to determine

the Mach number in the shock frame, as a consequence of the second law requires
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Figure 4.3. Rayleigh line and Hugoniot curve in the non-convex region of
state space for PP10 modeled as a van der Waals gas. (a) A sketch with all
four intersection points present; features of the curve have been exaggerated
for clarity. (b) The region of the points of interest on the analytical curves;
A is outside the domain shown.

that an admissible shock induces a transition from supersonic to subsonic regimes. In

some cases, multiple roots will satisfy the second law requirements, and to determine

if a root is an admissible solution it must be confirmed that the viscous shock profile

exists.

First, a discontinuous shock solution in the classical region with convex isentropes

is presented, for which the resulting wave is a conventional compression shock. The

unshocked state is given by p1 = 2.0× 106 Pa, v1 = 0.0035 m3/kg, T1 = 733.4885 K,

and û1 = 69.367 m/s. Solving Eqs. (2.6, 2.23-2.25) results in four roots, given in Table

4.2. These solutions correspond to the Rayleigh line and Hugoniot curve in Fig. 4.2.

Roots I− and I+ are imaginary, and root O is the trivial unshocked solution. Root

C is the only valid shock jump. This solution is a compression shock, as expected

because the flow is in the convex region with fundamental derivative G > 0. The

pressure ratio is p2/p1 = 1.115, and the square of the upstream and downstream

Mach numbers are M2
1 = 1.115 and M2

2 = 0.889, respectively. The entropy change is
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TABLE 4.2

RANKINE-HUGONIOT JUMP EQUATION SOLUTIONS,

COMPRESSION SHOCK

Root I− I+ C O

p1 (MPa) 2.000 2.000 2.000 2.000

p2 (MPa) 2.795− 0.533i 2.795 + 0.533i 2.230 2.000

v1 (m3/kg) 0.00350 0.00350 0.00350 0.00350

v2 (m3/kg) 0.00148− 0.0014i 0.00148 + 0.0014i 0.00291 0.00350

T1 (K) 733.488 733.488 733.488 733.488

T2 (K) 739.06− 10.03i 739.06 + 10.03i 735.722 733.488

ρ1 (kg/m3) 285.714 285.714 285.714 285.714

ρ2 (kg/m3) 366.937− 337.53i 366.937 + 337.53i 343.196 285.714

û2 (m/s) 29.257 + 26.912i 29.257− 26.912i 57.749 69.367

c2 (m/s) 35.209 + 57.684i 35.209− 57.684i 61.227 65.695

∆s/cv 0.00022 + 0.000061i 0.00022− 0.000061i 3.036× 10−6 0
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positive, satisfying the second law of thermodynamics. The density profile is given in

Fig. 4.4, and the inviscid exact solution is accompanied by the numerical solution for

the viscous profile. The end state of the inviscid exact solution was computed using

the Rankine-Hugoniot jump equations with the van der Waals equation of state, and

the location of the jump was determined using the shock speed and the final time to

which the viscous simulation was computed.

→

340

320

300

ρ (kg/m3)

53 4
 x10-6

viscous

inviscid

x (m)

Figure 4.4. Classical compression shock traveling to the right in PP10 mod-
eled as a van der Waals gas. The solid line is the inviscid exact solution, and
the dashed line is the viscous numerical solution.

A shock jump solution in the non-convex region is now presented, for which it is

expected that the jump be a rarefaction shock, as the fundamental derivative G is

negative. The unshocked state is given by p1 = 1.74 × 106 Pa, v1 = 0.0027 m3/kg,

T1 = 656.2255 K, and û1 = 37.8129 m/s. The Rankine-Hugoniot jump analysis

yields four roots, given in Table 4.3. These solutions correspond to the Rayleigh line
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and Hugoniot curve in Fig. 4.3. Root O is the trivial unshocked solution, and the

root A is inadmissible because ∆s < 0. However, both roots C and R have positive

entropy jumps. These solutions correspond to a compression and rarefaction shock,

respectively, and the correct weak solution cannot be determined by the second law

of thermodynamics alone. As detailed by Menikoff and Plohr [83], the second law is

not always sufficient to define admissible shock waves, and a more stringent condition

dictates that realizable jump solutions must admit viscous profiles.
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Figure 4.5. Anomalous discontinuous rarefaction shock traveling to the left
in PP10 modeled as a van der Waals gas. The solid line is the inviscid exact
solution, and the dashed line is the viscous numerical solution. For this case,
the viscous profile is necessary to determine that the rarefaction shock is the
correct solution, as two roots given in Table 4.3 have increases in entropy
that satisfy the second law of thermodynamics.

Because the jump is within the anomalous region, the rarefaction shock described
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by the third root is expected to be the correct solution. Using the numerical pre-

dictions, the viscous profile corresponding to these initial conditions is confirmed to

relax to the solution corresponding to root R. For the corresponding rarefaction

shock, the pressure ratio is p2/p1 = 0.927, and the square of the upstream and down-

stream Mach numbers are M2
1 = 1.038 and M2

2 = 0.984, respectively. Figure 4.5

shows both the inviscid shock discontinuity predicted by the Rankine-Hugoniot jump

conditions, and the corresponding viscous profile, computed with the numerical simu-

lation, that confirms the rarefaction as an admissible shock solution. The anomalous

rarefaction shock is expected in this case because the fundamental derivative is neg-

ative at the initial state. As the density decreases, the sound speed increases; thus,

the characteristic speed at the lower density is faster, driving the wave and forming

a shock discontinuity.
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TABLE 4.3

RANKINE-HUGONIOT JUMP EQUATION SOLUTIONS,

RAREFACTION SHOCK

Root C O R A

p1 (MPa) 1.740 1.740 1.740 1.740

p2 (MPa) 1.830 1.740 1.614 1.475

v1 (m3/kg) 0.0027 0.0027 0.0027 0.0027

v2 (m3/kg) 0.00224 0.0027 0.00334 0.00404

T1 (K) 656.226 656.226 656.226 656.226

T2 (K) 658.440 656.226 653.867 651.883

ρ1 (kg/m3) 370.370 370.370 370.370 370.370

ρ2 (kg/m3) 445.847 370.370 299.231 247.330

û2 (m/s) 31.476 37.811 46.900 56.742

c2 (m/s) 33.263 37.107 47.266 55.755

∆s/cv 5.694× 10−7 0 4.398× 10−7 −1.049× 10−7
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It is expected that the predictions of the unsteady codes should agree with the

determination that the rarefaction shock predicted by root R is stable, while the

compression shock predicted by root C is unstable. This is tested by initiating the

viscous and inviscid codes with the shock jump in the shock frame and allowing time

to advance. The rarefaction shock corresponding to root R is stable, and develops

in the viscous code as seen in Fig. 4.5. The compression shock predicted by root

C however is not stable, and decomposes into a compression fan (as expected of a

rarefaction shock in the classical regime). The resulting waves are shown in Fig. 4.6.
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Figure 4.6. When initiated with the compression shock represented by root
C in Table 4.3, the unsteady numerical solutions show that this shock is not
stable, and instead decomposes into a continuous compression.
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CHAPTER 5

UNSTEADY INERT WAVE DYNAMICS

In this chapter analysis of unsteady inert anomalous wave dynamics is presented.

An exact solution for homeoentropic waves is applied to both classical and anomalous

cases. A similar solution procedure was first presented by Quartapelle, et al. [100] for

classical homeoentropic rarefaction fans. This is followed by shock tube solutions with

initial conditions in fully convex, non-convex, and mixed convexity regions. In the

mixed convexity shock tube, a composite compression wave is present, an unusual

type of anomalous wave for which a homeoentropic fan and a discontinuity travel

together. Jump discontinuity analysis and homeoentropic analysis are combined for

analysis of composite waves, as described by Cramer [32]. This chapter is concluded

with solution verification of the numerical methods with the shock tube solutions.

All examples in this chapter use the parameters for PP10 given in Table 4.1.

5.1 Continuous Waves

Exact solutions for isentropic waves in a van der Waals gas were first presented by

Quartapelle, et al. [100], who calculated solutions for classical isentropic rarefaction

fans. The exact solution used here is similar, and is presented as a specialization of

the general method presented by von Mises [121] and Courant and Friedrichs [30],

both of whom only provided specific solutions for the ideal gas equation of state. It

has been formulated in such a way that it is valid for classical rarefaction fans as well

as anomalous compression fans.
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The solution is obtained by beginning with the non-conservative form of the inert

inviscid governing equations, given in Eqs. (2.27-2.29). Reducing the system to the

inert equations and rewriting the energy equation in terms of entropy yields:

∂ρ

∂t
+ u

∂ρ

∂x
+ ρ

∂u

∂x
= 0, (5.1)

ρ
∂u

∂t
+ ρu

∂u

∂x
+
∂p

∂x
= 0, (5.2)

∂s

∂t
+ u

∂s

∂x
= 0, (5.3)

p = p(ρ, s). (5.4)

Additionally, we will require the flow to satisfy the homeoentropic assumption. Under

this assumption, entropy is constant throughout the flow, including across continuous

waves, both compressions and rarefactions. This assumption reduces the system to

three equations, mass conservation, momentum conservation, and the equation of

state, because s is a known constant. Additionally, the equation of state is now

p = p(ρ), and the sound speed can be taken to be a function of one thermodynamic

varialbe: c = c(ρ).

We next seek the characteristic form of the differential equations. Details of

employing the method of characteristics on Eqs. (5.1-5.2) can be found in [30], [96],

and [121]. This analysis yields two characteristic equations with two characteristic

speeds, given here as:

c2 dρ

dt
± ρcdu

dt
= 0, on

dx

dt
= u± c. (5.5)

Rearranging and integrating, the characteristic equations are now written in the form
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of Courant and Friedrichs [30] as:

u+ `(ρ) = 2r(B̂), on
dx

dt
= u+ c, (5.6)

u− `(ρ) = −2s(Â), on
dx

dt
= u− c. (5.7)

In Eqs. (5.6) and (5.7), r(B̂) and s(Â) are arbitrary functions called Riemann invari-

ants. The quantity `(ρ) is given by

`(ρ) =

∫ ρ

ρ′

c(ρ̂)

ρ̂
dρ̂, (5.8)

where the lower bound of integration, ρ′, is an arbitrary constant. Equations (5.6)

and (5.7) are the acoustic characteristics of the system.

For a simple homeoentropic wave, either r(B̂) (backward facing, u+c characteris-

tics are straight lines) or s(Â) (forward facing, u− c characteristics are straight lines)

is constant in all of x− t space. Equations (5.6) and (5.7) then become

u+ `(ρ) = 2ro, u− `(ρ) = −2s(Â), (5.9a,b)

for a backward facing wave, or

u+ `(ρ) = 2r(B̂), u− `(ρ) = −2so, (5.10a,b)

for a forward facing wave. The subscript o now appears with the Riemann invariant

that is constant for all x and t, as its value can be evaluated at the initial state because

it will not change across the wave. As in [30], the constant Riemann invariants are

given by 2ro = uo + `(ρo) or −2so = uo − `(ρo) for a backward and forward facing
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wave, respectively. Combining these with Eqs. (5.9) and (5.10), we can now write

u± `(ρ) = uo ± `(ρo), (5.11)

where the plus describes a backward facing wave, and the minus a forward facing

wave.

Substituting the definition of `, Eq. (5.8), into Eq. (5.11), and noting that the

arbitrary lower bound ρ′ is chosen to be the initial density ρo, this becomes

u = uo ∓
∫ ρ

ρo

c(ρ̂)

ρ̂
dρ̂, (5.12)

for the backward and forward waves, respectively. Additionally, the initial particle

velocity in the laboratory frame uo is often zero, and if so, the term drops out. If the

integral in `(ρ) can be determined analytically (as is the case for the ideal gas), the

solution procedure of Courant and Friedrichs [30] can be followed directly. However,

for the van der Waals equation of state, the homeoentropic sound speed, calculated

from p = p(ρ), is given by

c(ρ) =

√
−2aρ+

co(1 +R/cv)(1/ρ− b)(−R/cv−2)

ρ2
, (5.13)

where the constant co = (po + aρ2
o)(1/ρo− b)R/cv+1 is determined by the initial state.

Substituting Eq. (5.13) into (5.8), the integral cannot be computed analytically, and

a numerical quadrature is required. Denoting the velocity change across the wave as

up, varying from 0 to a maximum value upmax, a solution for ρ(up) is available from

numerical quadrature. The corresponding characteristic speeds can then be written

as

dx

dt
= up ± c(ρ(up)). (5.14)
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Straightforward separation of variables and integration gives functional forms of the

straight characteristics, which may then be used to plot wave profiles. The slope of

the characteristics is determined by up ± c(ρ(up)). Isentropic relations for the van

der Waals equation of state can be used to find the solutions for other quantities,

including the temperature

T2

T1

=

(
v2 − b
v1 − b

)−R/cv
, (5.15)

and pressure

p2 =

(
p1 +

a

v2
1

)(
v2 − b
v1 − b

)− R
cv
−1

− a

v2
2

. (5.16)

This solution procedure is now utilized for homeoentropic waves in an inviscid van

der Waals gas, starting with the solution for a classical homeoentropic rarefaction

fan. The initial conditions for the fan are po = 2.23 × 106 Pa, ρo = 370.11 kg/m3,

and the final particle velocity is upmax = 11.62 m/s. These initial conditions are in

the region of state space where the fundamental derivative G is positive, and classical

variations of sound speed with density are expected. Figure 5.1(a) shows the solution

for this wave in the density, and Fig. 5.1(b) gives the sound speed across the fan. As

expected because the fundamental derivative is positive, isentropes are convex, and

the sound speed decreases with decreasing density and pressure. The slopes of the

corresponding characteristics diverge, and they spread to form a fan, and are shown

in Fig. 5.2. Following from the solution presented, the characteristic speeds for a

backward facing rarefaction fan are up − c(ρ(up)), and the characteristics shown are

plotted with t = x/(up − c(ρ(up))). The magnitude of up − c(ρ(up)) decreases and

the slope of the characteristics increases; thus, the characteristics diverge.
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Figure 5.1. Classical homeoentropic rarefaction fan in PP10 modeled as a
van der Waals gas, showing (a) the density profile and (b) the sound speed
across the wave.
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Figure 5.2. Characteristics of a classical backward facing homeoentropic
rarefaction fan in PP10 modeled as a van der Waals gas.

The initial conditions for the homeoentropic wave are now placed within the

anomalous region at po = 1.614 × 106 Pa, ρo = 359.543 kg/m3, and a final particle

velocity of ûpmax = 9 m/s. At the initial state, the fundamental derivative G is neg-

ative. Because the initial conditions are within the anomalous region, isentropes are

non-convex, and compression waves are no longer expected to form as discontinuous

shocks, but as continuous homeoentropic waves. The initial conditions correspond

to the full solutions in Figs. 5.3(a) and (b) for the density and sound speed, respec-

tively. As the density is increased by the compression, the sound speed is decreased,

as expected for flow in the anomalous region. The resulting fan remains stable as

the leading edge continues to travel faster than the trailing edge, instead of collaps-

ing into a discontinuity if the sound speed were increasing. The characteristics are
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Figure 5.3. An anomalous homeoentropic compression fan in PP10 modeled
as a van der Waals gas, where (a) is the density profile and (b) is the sound
speed across the wave.

shown in Fig. 5.4. The characteristic speeds for a forward facing compression fan are

up+c(ρ(up)), and the characteristics shown are plotted with t = x/(up+c(ρ(up))). As

the magnitude of (up + c(ρ(up))) decreases with decreasing sound speed, the slope of

the characteristics increases, and they diverge. If the sound speed were increasing, the

slope would decrease and the characteristics would cross as for classical compression

shock.
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Figure 5.4. Characteristics of an anomalous forward facing homeoentropic
compression fan in PP10 modeled as a van der Waals gas.
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5.2 Shock Tubes

The Riemann problem of the Sod shock tube is a stringent test of numerical

methods as it exercises performance with continuous waves, discontinuous shocks,

and contact discontinuities [114]. As discussed in Chapter 2, the initial conditions of

the shock tube entail left and right initial states separated by a contact discontinuity,

illustrated in Fig. 2.1(a). When the initial contact discontinuity is released, three

waves develop in the flow. Fig. 5.5 is a sketch of the x− t diagrams for shock tubes

in the convex region, 5.5a, and in the non-convex region, 5.5b. The classical shock

tube exhibits a rarefaction fan, contact discontinuity, and compression shock, while

the anomalous shock tube results in a rarefaction shock, contact discontinuity, and

compression fan.

14

3 2

compression

shock

contact 

discontinuity
isentropic

 rarefaction fan

14

3 2
rarefaction 

shock

contact

discontinuity

isentropic

compression fan

a) conventional shock tube - flow in region of convex isentropes 

b) anomalous shock tube - flow in region of non-convex isentropes

Figure 5.5. Sketch of x − t diagrams for two Sod shock tube problems; a)
Fully convex shock tube with conventional rarefaction fan and compression
shock; b) Fully non-convex shock tube with anomalous rarefaction shock and
compression fan.
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Exact and numerical solutions for Sod shock tubes, in both the classical and

anomalous regions, with inviscid and viscous van der Waals gases will be used in

verification exercises. Analytic solutions of inviscid shock tubes are constructed by

connecting discontinuous shock solutions, discussed in Section 4.6, and homeoentropic

wave solutions from Section 5.1, with contact discontinuities. Contact discontinuities

are the result of particles in two different states, in either the same or different

materials, traveling at the same speed. Solutions for contact discontinuities are found

by requiring that the particle velocity and pressure do not change across the wave,

u1 = u2 and p1 = p2. Additionally, the wave speed of a contact discontinuity is

equal to the particle velocity, so Dcd = u1 = u2. The density jump across the

contact discontinuity is prescribed, and the temperature change is computed using

the equation of state.

Table 5.1 gives the pressure and density in each of the four corresponding regions

for the traditional convex and anomalous non-convex cases that have been used in ex-

ample calculations. These values have been calculated using the material parameters

for PP10 given in Table 4.1. The viscous shock tube solutions have been performed

with the numerical method described in Section 3.3. For the inviscid shock tube,

the already-discussed analytical solutions for discontinuous shocks and continuous

homeoentropic fans are connected by a contact discontinuity. Table 5.1 gives the

values for each of the four regions for both the shock tube with flow in the convex

and non-convex regions; these values are the same for both the viscous and inviscid

cases, and it is the wave structure that changes.

First, a shock tube with a van der Waals gas entirely within the classical region

where isentropes are convex is examined. The initial conditions are given by regions

1 and 4 in Table 5.1 and shown in Fig. 5.6. The exact inviscid solution, along with

the numerical viscous solution, were computed at t = 5× 10−8 s. Figure 5.7 is a plot

of the density for both the inviscid and viscous cases. A rarefaction fan moves to
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TABLE 5.1

DENSITY AND PRESSURE VALUES, SOD SHOCK TUBES

Convexity p1 (MPa) p2 (MPa) p3 (MPa) p4 (MPa)

Convex 2.000 2.230 2.230 2.500

Non-Convex 1.500 1.614 1.614 1.740

Convexity ρ1 (kg/m3) ρ2 (kg/m3) ρ3 (kg/m3) ρ4 (kg/m3)

Convex 285.714 343.196 370.110 454.545

Non-Convex 285.714 359.543 299.231 370.37

the left, a contact discontinuity to the right, and a compression shock to the right

as well, all classical waves that are expected to form if the fundamental derivative is

positive. In addition to the density profile, the dimensionless entropy of the shock

wave and irreversibility production rate for the viscous case are plotted in Fig. 5.8.

The irreversibility production rate is positive throughout the flow, with the largest

spike located at the shock front. Additionally, the irreversibility production rate

has a larger spike at the compression shock than at the rarefaction fan. Entropy,

which has been plotted for the viscous case to highlight the additional features in

the viscous limit, increases overall across the shock wave with a local maximum

attributed to reversible heat transfer. It is also seen in Fig. 5.8 that the magnitude

of the dimensionless entropy increase across the shock is very small, as is typical of

the relatively weak shocks in BZT fluids.
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Figure 5.6. p − v space for PP10 modeled as a van der Waals gas. Initial
conditions for three shock tube cases are provided: fully-convex, non-convex,
and mixed convexity.
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Figure 5.7. Classical shock tube solution with PP10 modeled as a van der
Waals gas. The initial conditions have been placed entirely within the classi-
cal region of state space where isentropes are strictly convex. The resulting
waves are a left traveling rarefaction fan, a right traveling contact disconti-
nuity, and a right traveling discontinuous compression shock.
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overall increase that satisfies the second law. The irreversibility production
rate is largest across the shock.
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Figure 5.9. Anomalous shock tube with initial conditions in the anomalous
region of PP10 modeled as a van der Waals gas. The resulting waves are a left
traveling discontinuous rarefaction, a right traveling contact discontinuity,
and a right traveling continuous compression fan.

The initial conditions for the shock tube with a van der Waals gas are now placed

entirely within the anomalous region, where isentropes are non-convex. The density

profile for the viscous numerical solution and inviscid exact solution are shown in

Fig. 5.9. The waves that now form are a right moving contact discontinuity separating

a left moving rarefaction shock and a right moving compression fan, anomalous waves

that are expected because the fundamental derivative is negative throughout the flow.

Correspondingly, the relationship between sound speed and density is reversed, and

the anomalous waves form. Plots of the entropy and irreversibility production rate

for the viscous solution are shown in Fig. 5.10 Across the rarefaction shock wave, the

dimensionless entropy of the viscous wave possesses a local minimum, but overall,

entropy increases across the shock wave, satisfying the second-law. The irreversibility

production rate remains positive across the domain, with the largest spike present

at the contact discontinuity, which has no predicted behavior difference from the
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Figure 5.10. Viscous shock tube with initial conditions in the anomalous
region of PP10 modeled as a van der Waals gas. The entropy across the
shock has a local minimum but an overall increase. The largest spike in the
irreversibility production rate is at the contact discontinuity.

classical case. Additionally, the spike in İ at the rarefaction shock is larger than at

the compression fan, mirroring the behavior in the classical case.

Numerical simulations were utilized to compute solutions of the case when the

initial flow field spans the convex and non-convex regions. The initial conditions

for the mixed convexity case are shown in the p − v plane in Fig. 5.6. In this

case, the state variables of the flow cross the G = 0 curve; thus, a combination

of classical and anomalous behavior of the speed of sound as it relates to the state

variables is expected. The solutions in the density, fundamental derivative, and speed

of sound are given for both the viscous and inviscid cases in Figs. 5.11 and 5.12(a)

and (b). Additionally, the dimensionless entropy of the shock wave and irreversibility

production rate for the viscous case are shown in 5.12(c) and (d).

As with the classical and anomalous shock tube solutions, the mixed convexity

case has a left traveling rarefaction and a right traveling compression separated by a

contact discontinuity. The rarefaction, moving into the initial region of the flow with
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Figure 5.11. Shock tube with mixed convexity initial conditions in PP10
modeled as a van der Waals gas. A contact discontinuity separates a classical
rarefaction fan traveling to the left and an anomalous composite compression
traveling to the right.

convex isentropes, is a rarefaction fan, as in the classical shock tube. The compres-

sion however is moving into the anomalous region, and the fundamental derivative

crosses G = 0 within the shock structure. As a result, the speed of sound’s relation to

the state variables reverses at an intermediate point in the wave form. This causes a

composite shock characterized by an anomalous compression fan followed by a com-

pression shock. As this composite wave travels, the leading edge of the compression

fan is the fastest, and the shock discontinuity travels with the same wave speed as the

trailing edge of the fan. This is clear when focusing on the sound speed at the transi-

tion as in Fig 5.13, as the speed of sound’s behavior is non-monotonic, demonstrating

a decrease followed by an increase within the compression wave. The overall entropy

of the viscous shock increases across the split-shock structure, and the irreversibility

production rate consists of a small increase within the continuous structure followed

by a larger spike at the shock. The largest irreversibility production rate spike occurs

at the shock, followed by the contact discontinuity and the rarefaction fan.
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Figure 5.12. Shock tube with mixed convexity initial conditions in PP10
modeled as a van der Waals gas. (a) The fundamental derivative changes
sign across the composite wave. (b) The sound speed is non-monotonic across
the composite wave. (c) Total entropy across the composite compression
increases. (d) The largest spike in the irreversibility production rate is at
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Figure 5.13. Transition from decreasing to increasing sound speed in an
anomalous composite compression wave in PP10 modeled as a van der Waals
gas.

5.3 Composite Shocks

The composite shock that arises from the mixed convexity shock tube fits neither

the jump discontinuity analysis from Chapter 4 nor the homeoentropic solution of

Section 5.1. Combination of these two solution procedures provides useful under-

standing of the composite wave structure. Much of this analysis is based on that of

Cramer [32] and Menikoff and Plohr [83], and additional details can be found there.

This analysis starts with the Hugoniot curve originating at the initial state of the

composite wave in Fig. 5.11, and the Rayleigh line that passes through the p-v state at

which the composite wave undergoes a transition from continuous to discontinuous;

this is shown in Fig. 5.14. There are four intersection points, and the corresponding

Rankine-Hugoniot jump equation solutions are given in Table 5.2. The initial state is

at O and corresponds to the unshocked solution. The root to the right at R represents

a rarefaction shock, which in this case is not physical because the entropy jump is

negative. The first root to the left of the initial state at point I is also nonphysical
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due to a negative jump in the entropy. This leaves only the root at C with a positive

jump in entropy to satisfy the second law. However, the final state at C is also not a

valid solution, as Cramer [32] determined that if there are intermediate intersection

points no dissipative structure exists. Therefore, a shock jump between O and C is

not valid, as the intersection point at I indicates that there is no viscous solution for

this jump.
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Figure 5.14. Hugoniot curve from the initial condition of the composite
wave in the mixed convexity shock tube. The Rayleigh line intersects with
the Hugoniot curve at four points.

A consequence of the second law of thermodynamics’ requirement of increasing
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TABLE 5.2

RANKINE-HUGONIOT JUMP EQUATION SOLUTIONS, MIXED

CONVEXITY HUGONIOT CURVE

Root R O I C

p1 (MPa) 1.500 1.500 1.500 1500

p2 (MPa) 1.070 1.500 1.646 1.739

v1 (m3/kg) 0.00350 0.00350 0.00350 0.00350

v2 (m3/kg) 0.00636 0.00350 0.00252 0.00191

ρ1 (kg/m3) 285.000 285.000 285.000 285.000

ρ2 (kg/m3) 157.061 285.000 395.868 524.198

û2 (m/s) 77.997 42.876 30.946 23.369

c (m/s) 69.059 45.610 27.636 33.267

M 1.129 0.940 1.120 0.702

∆s/cv −5.674× 10−5 0 −5.525× 10−6 8.009× 10−7
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entropy across a shock, the shock the shock must induce a transition from supersonic

to subsonic flow, corresponding to the Mach number in the shock frame undergoing

a transition from M > 1 to M < 1. The particle velocity, sound speed, and Mach

number at each intersection point in Fig. 5.14 are given in Table 5.2. It is immediately

apparent that for a wave speed of D = 42.876 m/s that no single shock discontinuity

will undergo a transition from supersonic to subsonic regimes as the Mach number

at the initial state O is subsonic at MO = 0.940. The sound speed at this point is

cO = 45.610; therefore admissible shock solutions will not be achievable for shock

speeds less than this value. Additionally, the sound speed speed at point O is greater

than at C, which in turn is greater than the intermediate intersection point I. This

non-monotonic behavior of the sound speed is characteristic of the anomalous region.

This consideration of the Mach number is useful in identifying the potential for

composite waves.

The structure of the composite wave is a continuous homeoentropic compression

followed by a discontinuous compression shock. The wave that begins at the initial

state is a homeoentropic compression, so the isentrope is expected to lead to the state

at which the compression fan ends. This is illustrated in Fig. 5.15 by the isentrope

connecting the initial state at O and the end state of the homeoentropic wave at I.

The Hugoniot curve must be calculated from the state I, the initial state of the shock

discontinuity. The wave speed of the discontinuity is equal to the speed of the tail

end of the homeoentropic wave, and the corresponding Rayleigh line intersects with

the Hugoniot curve at the point S. This point is the final state of the composite

wave. The state variables at points O, I, and S are in Table 5.3, and agree with the

numerical predictions shown in Fig. 5.11.

Returning to the discussion of the Mach number in the composite wave, this anal-

ysis is based on Menikoff and Plohr’s [83] discussion of anomalous wave structures

resulting from mixed-convexity Hugoniot curves. The change in sign of the funda-
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Figure 5.15. The path through p-v space for a composite wave in PP10
modeled as a van der Waals gas. From the initial state O, the compression
follows the isentrope to I. The Hugoniot curve is calculated from I, and the
Rayleigh line is calculated with the shock speed at the end of the compression
fan.

mental derivative G dictates the transition point from continuous to discontinuous

wave. For the composite wave in this example, the Mach number is found in the

frame of the shock discontinuity and given in Table 5.3. At the initial state O the

Mach number is subsonic, at the transition point where the fan ends the Mach num-

ber is supersonic, and behind the shock discontinuity it returns to subsonic. It is

possible to have G = 0 at a sonic point, in which case the Hugoniot curve is tangent

to an isentrope, the Rayleigh line is tangent to the Hugoniot curve, and entropy is

expected to have an inflection point.
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TABLE 5.3

COMPOSITE WAVE

Root O I S

p2 (MPa) 1.500 1.644 1.712

v2 (m3/kg) 0.00350 0.00257 0.00191

ρ2 (kg/m3) 285.000 394.259 497.846

M 0.632 1.045 0.799
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5.4 Verification of the Numerical Method

To test the inviscid exact solution as a tool for verification, it was used as the

baseline for a convergence study with the WENO5M method. This was done with

the convex shock tube solution for a van der Waals gas, supplemented with both

the global and local Lax-Friedrichs flux-splitting schemes; the example material from

previous sections, PP10, was used. The inviscid problem is scale invariant, having no

maximum length scale requirements imposed by the physics of the problem, and so

the domain length was chosen to be L = 1 m. A simple normalized L1 norm of the

density error was computed using

L1 =
1

Ngrid

Ngrid∑
i=1

|ρxi − ρi|
ρxi

, (5.17)

where the subscript i denotes the index in the numerical solution, xi indicates the

value of the exact solution at the value of x corresponding to index i, and Ngrid

is the total number of points on the grid. Here L1 represents the average relative

error in density throughout the domain. A curve fit was done with the method of

least squares. The resulting dimensionless plot of the error versus ∆x is given in

Fig. 5.16. For both cases, the slope of the convergence is given by the value of r, and

is less than one, as is expected with shock-capturing even for a fifth order method

due to the presence of discontinuities. Although both methods provide the expected

convergence, the global Lax-Friedrichs flux-splitting method has a slight advantage

over the local method. We also predict that the numerical solution converges to the

exact while comparing plots of the density with decreasing values of ∆x, as shown

in Fig. 5.17. This figure was produced using the exact solution in the non-convex

region and the WENO5M method with global Lax-Friedrichs flux-splitting. The

visual convergence of the numerical simulation with the exact solution is apparent

here.
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Figure 5.16. Convergence of the normalized L1 error of density compared to
the exact solution of a convex region shock tube with a van der Waals gas.
The curve fit was done with the method of least squares, and its slope is
given by the value of r.
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PP10 modeled as a van der Waals gas in the anomalous region.
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CHAPTER 6

STEADY DETONATION DYNAMICS

In this chapter, inviscid, steady detonation dynamics with the van der Waals

equation of state are studied. The aim is to understand how the van der Waals

model and anomalous waves affect fundamental aspects of steady detonation theory.

Throughout this chapter, comparison will be made between the ideal gas and van der

Waals models. Steady detonation theory will also be applied to a van der Waals gas

with initial conditions in the anomalous region. This chapter begins with Rayleigh

line and Hugoniot curve analysis of the reactive system, and continues with steady

ZND solutions. The understanding of anomalous wave dynamics established in the

previous chapters will be used to assess steady detonation dynamics in the presence

of anomalous waves resulting from non-convexities in Hugoniot curves. Although

diffusion and viscosity are not considered here, detailed analysis of their effects in an

ideal gas can be found in [105, 106]. The following analysis is guided by the text of

Fickett and Davis [52] and Powers [95].

The system of equations presented in Chapter 2 are reduced to the inviscid re-

active Euler equations. Characteristic analysis yields four real eigenvalues and four

linearly independent left eigenvectors. This analysis is given in detail in [95]. The

system is hyperbolic, and admits discontinuous solutions, described by the Rankine-

Hugoniot jump conditions given in Eqs. (2.23 - 2.26). Parameters used for comparison

between ideal gas and van der Waals models are given in Table 6.1, and are based

on the parameters used in Henrick, et al. [66] and Romick, et al. [105]. The collision

frequency factor A influences the half reaction length scale. The activation energy Θ
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is given as a range, and the dimensionless activation energy, Θ̄ = Θ/(po/ρo), is given

for comparison to previous work. The heat release q was chosen for comparison with

previous work in [66, 105]. The van der Waals parameters, a and b, are set to zero

for all ideal gas calculations. Parameters given in Table 6.2 were chosen for a model

material such that an anomalous region exists in the gas phase and time and length

scales of the reaction allow for tractability of numerical solutions.

TABLE 6.1

PARAMETERS FOR DETONATION DYNAMICS, BASED ON THE

PARAMETERS OF [105].

Parameter Value Units

R 166.613 J/kg/K

γ 1.2

cv 833.387 J/kg/K

A 1.0× 109 1/s

Θ [2, 533, 125; 3, 232, 400] J/kg

Θ̄ [25; 32]

q 5.06625× 106 J/kg

q̄ 50

po 101325 Pa

ρo 1 kg/m3

a 55.8621 m6Pa/kg2

b 0.00126155 m3/kg
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TABLE 6.2

PARAMETERS FOR DETONATION STABILITY ANALYSIS WITH AN

ANOMALOUS REGION IN THE GAS PHASE

Parameter Value Units

R 14.484 J/kg/K

cv 1131.588 J/kg/K

A 5.0× 106 1/s

Θ [2.0× 104, 2.5× 104] J/kg

q [1.0× 104, 4.0× 104] J/kg

a 22.389 m6Pa/kg2

b 7.244× 10−4 m3/kg

6.1 Rayleigh Line and Hugoniot Curve Analysis

The general Rayleigh line and Hugoniot curve in Eqs. (4.17) and (4.18) are valid

for all stages of the reaction. The Rayleigh line does not change across the reaction,

while the Hugoniot curve shifts as the reaction progresses. Substituting e = e(p, v, λ),

Eq. (2.7), the Hugoniot curve is now written as p(λ, v). For the ideal gas equation of

state, the Hugoniot curve for the reactive system is

p =
2λq + po

(
γ+1
γ−1

vo − v
)

(
γ+1
γ−1

v − vo
) , (6.1)
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and for the van der Waals equation of state, the Hugoniot equation becomes

p =
po
(
cv
R

(vo − b) + vo−v
2

)
− a cv

R

(
b
v2o
− b

v2
− 1

vo
+ 1

v

)
− a

(
1
vo

+ 1
v

)
+ λq

cv
R

(v − b)− 1
2

(vo − v)
. (6.2)

6.1.1 Classical Domain

The van der Waals model is first exercised in the classical domain with parameters

in Table 6.1, enabling comparison of CJ theory with the ideal gas and van der Waals

gas models. A set of Hugoniot curves and Rayleigh lines are shown in Fig. 6.1 for

the ideal gas and van der Waals equations of state, 6.1(a) and 6.1(b), respectively.

Hugoniot curves have been plotted with λ = [0, 0.5, 1], and two possible Rayleigh

lines are shown, the first with D = 2800 m/s. The second Rayleigh line shown is

given with the respective speeds at which the Rayleigh line is tangent to the λ = 1

Hugoniot curve for one-step irreversible kinetics, denoted with the point “CJ”. This

speed, denoted by DCJ , is called the CJ speed, named for the independent work of

Chapman [20] and Jouguet [72]. For the ideal gas, the CJ speed can be found with

D2
CJ

povo
=

1 + 4γ−1
γ+1

q
povo
−
(
γ−1
γ+1

)2

± 2

√
2q
povo

γ−1
γ+1

(
1 + 2γ−1

γ+1
−
(
γ−1
γ+1

)2
)

(
γ−1
γ+1
− 1
)2 , (6.3)

derived in [95]. There are two possible values of DCJ from this equation. The

larger value is associated with the detonation branch, on which pressure increases

and specific volume decreases. The smaller value is associated with the deflagration

branch, for which pressure decreases and specific volume increases. We will not be

concerned with the deflagration branch, as additional non-equilibrium processes, such

as diffusion, are important there. For this case, differences between the ideal gas and

van der Waals models are minimal, and the value of DCJ is slightly higher for the

van der Waals gas. This indicates that in order for the reaction to complete, the
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minimum velocity of the wave is faster for the van der Waals gas.
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Figure 6.1. Rayleigh lines and Hugoniot curves for a) the ideal gas and b) the
van der Waals equations of state. Hugoniot curves are shown at λ = [0, 0.5, 1]
and Rayleigh lines are given at D = 2800 m/s and the corresponding CJ
speeds for each case.

As in the inert case, the Mach number calculated in the wave frame M2 = û2/c2 is

a useful quantity to track for consistency with compressible flow theory. A standing

normal shock must bring a flow from a supersonic state to a subsonic state. Through-

out the reaction, the Mach number will then relax to the equilibrium state, which for

the CJ state is M = 1. The relaxation to a sonic point is part of what defines the CJ

state. For the current cases, the Mach number at all points obeys these rules, being

supersonic at the initial state O and subsonic at the shocked state N ; the Chapman-

Jouguet point CJ is a sonic point with M = 1. For the strong solutions, the Mach

number values at points O, N , and S are: (MO, MN , MS) = (8.030, 0.310, 0.542)

for the ideal gas model, and (MO, MN , MS) = (8.026, 0.310, 0.543) for the van der
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Waals model.

This work will focus on piston-driven waves, and a relation between the wave

speed and the supporting piston velocity will be useful. The Rankine-Hugoniot jump

equations can be recast with the final state, given subscript f , taken at λ = 1 and the

initial state at λ = 0. The shock frame velocity û is replaced with u −D, resulting

in:

ρf (uf −D) = −ρoD, (6.4)

pf + ρf (uf − d)2 = po + ρoD
2, (6.5)

ef +
1

2
(uf −D)2 +

pf
ρf

= eo +
1

2
D2 +

po
ρo
. (6.6)

Replacing ef and eo with e(p, ρ, λ) for the desired equation of state, this system of

equations can be solved for pf , ρf , and D. For the ideal gas, this yields two sets of

solutions. The resulting equation for D corresponding to the detonation branch is

D = uf

γ + 1

4
+
γ − 1

2

q

u2
f

+

√√√√γ
po
ρou2

f

+

(
γ + 1

4
+
γ − 1

2

q

u2
f

)2
 . (6.7)

Using this equation, and the parameters in Table 6.1, the shock speed D versus

the final piston velocity uf are shown in Fig. 6.2(a). The minimum value of D is

the CJ speed, DCJ = 2167.560 m/s, and corresponds to a piston velocity of uf =

959.758 m/s. If uf > 959.758 m/s, the increase in the wave speed is supported by

the piston itself. For piston velocities of uf < 959.758 m/s, this equation predicts

an increase in the wave speed with decreasing piston velocity. However, what is

actually observed in experiment is a wave traveling at the CJ speed DCJ which is

fully supported by the combustion process.

Solving Eqs. (6.4-6.6) with e(p, ρ, λ) for the van der Waals model yields four pos-

sible solutions. The resulting equations are unwieldy to reproduce but well handled
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Figure 6.2. Shock speed D versus final piston velocity uf for (a) an ideal gas
and (b) a van der Waals gas with parameters in Table 6.1. The minimum
value of D is the CJ value DCJ and the corresponding piston velocity will
be called uCJ . If uf > uCJ , the wave speed D increases, and the piston itself
is what provides the energy to drive the wave. If uf < uCJ , these plots show
an increase in D, but what is actually predicted is a wave propagating at
DCJ .

by algebraic manipulation. The plot of D versus uf for the van der Waals gas pa-

rameters in Table 6.1 is shown in Fig. 6.2(b). The CJ speed is higher than for the

ideal gas model DCJ = 2170.200 m/s at a final piston velocity of 959.772 m/s. The

features of this plot are otherwise the same as the ideal gas case.

Three solution categories can be distinguish with the CJ speed: D < DCJ , D =

DCJ , and D > DCJ . If D < DCJ the slope of the Rayleigh line is such that it cannot

intersect the complete reaction Hugoniot curve, and there are no real solutions that

reach steady equilibrium. For the unique speed D = DCJ , there is one solution for

which the wave propagation is supported by the reaction only for one-step irreversible

kinetics. The piston does not support the wave in this case, and downstream acoustic

disturbances cannot overtake the reaction zone. For D > DCJ the Rayleigh line

crosses the λ = 1 Hugoniot curve at two points, and there are two real solutions.

These are called the weak and strong solutions, and will be denoted with points “W”
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and “S”, respectively. The solution corresponding to the higher pressure intersection

point is the strong solution, and requires piston support to supply the additional

energy necessary to drive the wave at this speed. The lower pressure intersection

point corresponds to the weak solution, which in many cases is considered nonphysical

for one-step irreversible kinetics, although this is not always the case.

6.1.2 Anomalous Domain

As seen in the inert cases in Chapters 4 and 5, for negative fundamental deriva-

tive, isentropes are non-convex, and Hugoniot curves also have non-convex regions.

This section examines the ways in which non-convexities affect the Rayleigh line and

Hugoniot curve analysis for a reactive system. Standard CJ solutions do not account

for the additional intersections of the Rayleigh line and Hugoniot curve that may oc-

cur if the Hugoniot is non-convex. As a result, the intersection point that is expected

to be the shocked state may not be an admissible shock solution. Parameters for this

section are those in Table 6.2.

As a baseline for these parameters, the initial state is placed in the convex region

at (po, ρo) = (1.500 × 106 Pa, ρo = 200 kg/m3). Figure 6.3(a) shows the Hugoniot

curves at λ = [0, 0.5, 1] and Rayleigh lines at the CJ speed DCJ = 97.254 m/s and

D = 110.000 m/s. The Hugoniot curves remain convex throughout the reaction, and

Rayleigh lines have no additional intersections with any of the Hugoniot curves. The

Mach numbers at the initial state, shocked state, and CJ point are (MO, MN , MCJ) =

(1.345, 0.572, 1.000). These are in agreement with requirements for compressible flow.

The relationship between piston velocity and the shock speed is shown in Fig. 6.3(b).

The plot is as expected, with a minimum at the CJ speed and increasing wave speed

supported by increasing piston velocity. It is noted that the piston and wave speeds

are much slower in this case, as is characteristic of the high densities near the critical

point in many fluids satisfying the requirements to exhibit anomalous behavior in the
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Figure 6.3. (a) Rayleigh lines and Hugoniot curves with initial condition in
the classical region where the Hugoniot curves are convex; the heat release
is q = 40000 J/kg. (b) The shock speed varies with the piston velocity as
expected.

If the initial state is in the region of state space where the fundamental derivative

is negative, at least some of the Hugoniot curves throughout the reaction will have

regions of non-convexity. A large enough value of the heat release pushes the complete

reaction Hugoniot curve fully outside of the anomalous region. Intermediate values of

the heat release result in a complete reaction Hugoniot curve with mixed convexity,

but may not necessarily result in anomalous waves. Figure 6.4(a) shows Rayleigh lines

and Hugoniot curves for the initial state (po, ρo) = (1.250× 106 Pa, ρo = 250 kg/m3)

and a heat release of q = 40000 J/kg. For this case, the features of this figure are

largely the same as for the fully convex case. From the initial state O the gas is
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shocked to state N . For the CJ speed DCJ = 59.385 m/s there is one intersection

point tangent to the complete reaction Hugoniot curve at point CJ . The Mach

numbers at the initial, shocked and CJ points are (MO, MN , MCJ) = (1.358, 0.226,

1.000). The overdriven Rayleigh line, shock speed D = 70 m/s, intersects at two

points, the strong solution at point S and the weak solution at W . The Mach numbers

at the initial, shocked and strong solution points are (MO, MN , MS) = (1.601, 0.227,

0.411). In this case, although the λ = 1 Hugoniot curve is mixed convexity, there is

no orientation of the Rayleigh line which intersects more than twice. The CJ speed

is greater than the frozen sound speed at the initial state, thus the Mach number will

be supersonic for all values of D ≥ DCJ . Figure 6.4(b) shows the shock speed as a

function of piston velocity.

Decreasing the heat release to q = 10000 J/kg, the non-convex region of the

complete reaction Hugoniot becomes larger, as shown in Fig. 6.5(a); numerical values

of points of interest are given in Table 6.3. The Rayleigh line for the CJ speed

now intersects the unreacted Hugoniot curve at a point intermediate to the shocked

state at N . As discussed in the inert case, shock discontinuities for which there are

intermediate intersection points of the Rayleigh line and Hugoniot curve between the

initial and final states are inadmissible. Thus, the shock discontinuity from O to N at

the CJ speed is not an admissible shock solution. This additional intersection point

is also present in the D = 33 m/s Rayleigh line. There is an additional intersection

of the Rayleigh line for DCJ with the complete reaction Hugoniot curve at point A to

the right of the initial state. The Rayleigh line for D = 45 m/s results in a shock of

sufficient strength to reach state N without crossing the unreacted Hugoniot curve

at an intermediate point. This shock is expected to behave as in the classical convex

case, taking the flow from O to N on the inert Hugoniot curve, and ending at S as

the reaction is completed.

Considering the Mach number, it is expected that admissible discontinuities are
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Figure 6.4. Plots with initial conditions (po, ρo) = (1.500 × 106 Pa, ρo =
200 kg/m3) and heat release q = 40000 J/kg. (a) Rayleigh lines and Hugoniot
curves with initial condition in the anomalous region. (b) Shock speed versus
piston velocity.

taken from supersonic to subsonic across a shock discontinuity. However, for both

D = 33 m/s and DCJ = 31.962 m/s, the Mach number in the shock frame at the

initial state is subsonic, 0.731 and 0.755, respectively. For shock speed D = 45 m/s,
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Figure 6.5. Plots with initial conditions (po, ρo) = (1.500 × 106 Pa, ρo =
200 kg/m3) and heat release q = 10000 J/kg. (a) Rayleigh lines and Hugoniot
curves with initial condition in the anomalous region. (b) Shock speed versus
piston velocity.

the Mach number at the initial state is 1.029, and is supersonic. The sound speed

at the initial state is c = 43.720 m/s, and any wave speeds less than this value

would have initial state Mach numbers in the subsonic regime. It is due to the mixed

convexity of the Hugoniot curve that it is possible for the CJ speed to be less than

the ambient sound speed, resulting in a subsonic Mach number in the ambient state.
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TABLE 6.3

NUMERICAL VALUES OF POINTS OF INTEREST FOR FIG. 6.5

DCJ = 31.963 m/s D = 33 m/s D = 45 m/s

ρ, kg/m3 p, MPa M ρ, kg/m3 p, MPa M ρ, kg/m3 p, MPa M

O 250.000 1.250 0.731 250.000 1.250 0.755 250.000 1.250 1.029

Q 393.634 1.344 — 388.131 1.347 — — — —

CJ 540.944 1.387 1.000 — — — — — —

N 655.214 1.408 0.220 658.614 1.419 0.220 694.908 1.574 0.224

S — — — 573.667 1.404 0.506 653.018 1.562 0.293

W — — — 504.667 1.387 — 370.473 1.387 2.275

A 219.146 1.214 0.694 217.392 1.209 0.717 — — —
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6.2 The Reaction Zone

6.2.1 Pressure Evolution

This section discusses the structure of the reaction zone for steady detonations.

The evolution of p as λ changes across the reaction zone is first considered. Beginning

from the Rankine-Hugoniot jump equations in Eqs. (2.23-2.26) and substituting e =

e(p, ρ, λ), the system can be solved for (p, ρ, λ) as functions of the reaction progress

λ. For the ideal gas, the solution for p(λ) is

p(λ) =
1

γ + 1

po + ρoD
2

1±

√(
1− γpo

ρoD2

)2

− 2 (γ2 − 1)

D2

 . (6.8)

By prescribing the shock speed D, the positive and negative roots can be plotted

together to show the possible paths from the initial condition to complete reaction

for the pressure. A similar, but cumbersome, equation is found algebraically for the

van der Waals gas; it is not practical to present here.

Starting with the solution parameters of Fig. 6.1, plots for the evolution of pressure

versus reaction progress are shown for the ideal gas in Fig. 6.6(a), and for the van

der Waals gas in Fig. 6.6(b). Each curve corresponds to a different shock speed,

D < DCJ , D = DCJ , and D > DCJ . If the shock speed is less than the CJ speed, the

reaction is never completed, consistent with the Rayleigh line having no intersection

point with the complete reaction Hugoniot curve. The first of these curves to reach

λ = 1 is for D = DCJ , and approaches the same final state from the initial and

shocked state. For D > DCJ , the strong and weak branches are evident. The strong

solution starts at the shocked state with λ = 0 and pressure decreases as the reaction

proceeds to the equilibrium state at λ = 1. The weak solution starts at the initial

state and the pressure increases as it reaches λ = 1.

The next case corresponds to Fig. 6.4, the initial condition is in the anomalous
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Figure 6.6. Pressure versus reaction progress for: (a) ideal gas, and (b) van
der Waals gas, with parameters given in Table 6.1. For D < DCJ there is no
solution that reaches the complete reaction state. For D = DCJ the pressure
approaches one equilibrium state. For D > DCJ the strong solution starts
at the shocked state, and pressure decreases to the complete reaction point.
The weak solution starts at the initial state, and pressure increases to the
complete reaction point.

region, but the heat release is large enough that analysis matches the convex region

case. If D < DCJ , the reaction has no completion point. At the CJ speed, the

reaction reaches completion at the same point from both the initial state and the

shocked state. For the overdriven wave, D > DCJ , the strong and weak solutions

have a decrease and increase in pressure, respectively, as the reaction progresses.

With additional intersection points of the Rayleigh lines with the complete re-

action Hugoniot curves, the p versus λ plots are increasingly complicated. Corre-

sponding to Fig. 6.5, Figure 6.8 shows the pressure evolution for each Rayleigh line

in Fig. 6.5. At the CJ speed, Fig. 6.8(a), the top curve corresponds to the Rayleigh

line tangent to the complete reaction Hugoniot curve. As discussed, the shock dis-

continuity from the initial state to the shocked state is not an admissible shock,

although there is nothing in this plot to suggest that this is the case. The middle

curve corresponds to the transition from the initial state to the point A. The lower
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(1.250× 106 Pa, ρo = 250 kg/m3) and q = 40000 J/kg.

curve corresponds to an intersection point much farther down the Hugoniot curve

and beyond of our domain of interest. For the overdriven wave, Fig. 6.8(b), there

are just two curves, the shocked state N to the strong solution S and the initial

condition O to the weak solution W . Although the weak solution is not in general of

interest here, the curve for the weak solution is noted, as it is non-convex, whereas

in all previous cases it has been convex. Returning to Fig. 6.5, the corresponding

Rayleigh line passes through each successive Hugoniot curve at points where they

are non-convex. For the underdriven wave, Fig. 6.8(c), the first curve does not reach

completion, as expected.

Continuing analysis of the effects of anomalies in the Hugoniot curve on the rela-

tionship between p and λ, the solutions that lie well outside of our domain of interest

are excluded in Fig. 6.9. Doing so clarifies what has really been captured by these

solutions; all labels correspond to those in Fig. 6.5. From the initial state at O, there

are three curves that reach completed reactions: the weak solution for an overdriven

wave, the intersection point A of the DCJ Rayleigh line, and the intersection A of
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Figure 6.8. Pressure versus reaction progress for initial condition (po, ρo) =
(1.250 × 106 Pa, ρo = 250 kg/m3) and q = 10000 J/kg. Shock speeds are:
(a) CJ speed (b) overdriven wave (c) underdriven wave (d) CJ, overdriven,
and underdriven together.

the underdriven Rayleigh line. The weak solution crosses the other curves, which is

consistent with the fact that the Hugoniot curves cross the same pressure values for

multiple specific volumes. A curve from the initial state to the Chapman-Jouguet

point CJ is not found. The CJ solution instead suggests that the starting points

for the reaction are at the shocked state N and the intermediate crossing of the un-

shocked Hugoniot curve. Recalling Fig. 6.5, the DCJ Rayleigh line remains under the

λ = 0 Hugoniot curve until reaching this intermediate point. From inert analysis it is

already known that the shock between O and N predicted by the DCJ Rayleigh line

is inadmissible. Allowing λ to become negative (although this has no physical mean-
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ing) reveals a path from the initial state O to the intermediate intersection point,

which then continues to the CJ point. This is taken as another indication that the

standard CJ analysis has trouble in and around the anomalous region.

1.4

p (MPa)

1.3

1.5


1.00.80.60.40.2

O

N
S

W

CJ

A
A

N

Figure 6.9. Pressure versus reaction progress for initial condition (po, ρo) =
(1.250× 106 Pa, ρo = 250 kg/m3) and q = 10000 J/kg.

6.2.2 ZND Solutions

Steady wave analysis is concluded with consideration of the structure of the re-

action zone for one-step irreversible kinetics, first studied by Zel’dovich [128], von

Neumann [122], and Döring [40]. Following their work, the governing equations are

written as a system of differential-algebraic equations for a steady one dimensional
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detonation structure with one-step irreversible Arrhenius kinetics:

ρû = −ρoD, (6.9)

ρû2 + p = ρoD
2 + po, (6.10)

e+
1

2
û2 +

p

ρ
= eo +

1

2
D2 +

po
ρo
, (6.11)

p(T, v) =
RT

v − b
− a

v2
, (6.12)

e(T, v, λ) = cvT −
a

v
− λq, (6.13)

dλ

dx
=

1− λ
û

a exp

(
−Θ

RT

)
. (6.14)

This system of equations can be simplified to one ordinary differential equation by

solving for û(λ) and T (λ). Fixing the shock speed, this system can be solved to find

the ZND solution of a detonation.

The ZND solution procedure was originally formulated with the ideal gas equation

of state, but substitution of the van der Waals equation of state is straightforward.

Care must be taken though, as the jump equations have four roots with the van der

Waals equation of state which may be imaginary or real. Figure 6.10 shows the ZND

solution at the CJ speed with the van der Waals gas given in Table 6.1. The shock

is located at x = 0 and values at x > 0 are in the ambient state. The reaction

progress does not change across the shock; immediately after the shock it begins to

increase, as the reaction is initiated by the temperature increase caused by the jump.

The density, pressure, and particle velocity increase across the shock, followed by

a decrease throughout the reaction zone to the equilibrium state. The temperature

increases across the shock, then continues to rise throughout most of the reaction zone

until a small decrease leads to the equilibrium temperature. These structures match

the traditional ideal gas ZND solutions. The Mach number is supersonic downstream

of the shock, subsonic immediately upstream of the shock, and as the reaction reaches
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equilibrium the Mach number relaxes to 1 and the flow is sonic.
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Figure 6.10. ZND solution for a van der Waals gas at the CJ speed with
parameters based on those in Romick, et al. [105] given in Table 6.1.
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Figure 6.11. ZND solution for a wave traveling at the CJ speed in a van
der Waals gas with an anomalous region near the critical point, parameters
given in Table 6.2, and initial conditions in the anomalous region. The heat
release is q = 40000 J/kg, large enough that the complete reaction Hugoniot
curve is outside the anomalous region.
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Figure 6.11 shows the ZND solution for a CJ speed wave in a van der Waals

gas with parameters given in Table 6.2, the activation energy and heat release are

Θ = 25000 J/kg and q = 40000 J/kg, respectively. Although the initial condition

in this case is in the anomalous region, the shock is of sufficient strength to form

a discontinuous compression shock. The ZND analysis is therefore valid, and the

shock structure behaves as expected. The shock induces a transition from supersonic

to subsonic regimes, and the Mach number relaxes to M = 1 as the the reaction

completes, characteristic of CJ detonations.

The ZND solution procedure assumes that the reaction occurs behind a discontin-

uous compression shock represented by the solution of the Rankine-Hugoniot jump

conditions. Returning to the case presented in Fig. 6.5, ZND solutions are first cal-

culated for the overdriven wave speed D = 45 m/s; the activation energy is still

Θ = 25000 J/kg. The density profile for the strong solution is shown in Fig. 6.12(a).

The shock drives the density from the ambient state to the shocked state on the inert

Hugoniot curve, and the reaction lowers the density to the equilibrium state on the

complete reaction Hugoniot curve. At this speed, the initial shock drives the gas

out of the anomalous region, and classical behavior of a reaction behind a compres-

sion shock is predicted. The shock induces a transition from supersonic to subsonic

regimes, remaining in the subsonic regime as the equilibrium state is reached, repre-

sented by the Mach number in Fig. 6.12(b).

It has been shown that the mixed convexity of this case challenges standard steady

CJ detonation analysis if the shock speed is lowered to a point where there are ad-

ditional intermediate crossings of the unreacted Hugoniot curve. Shock speeds for

which there are intermediate crossings of the unreacted Hugoniot curve do not have

physically realizable compression shock solutions. However, the Rankine-Hugoniot

jump conditions provide solutions connecting non-adjacent intersection points. The

ZND solution procedure uses these shock jump solutions to solve for the structure of
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Figure 6.12. Overdriven ZND solutions corresponding to the D = 45 m/s
Rayleigh line shown in Fig. 6.5.

the reaction zone, which if not paired with the Rayleigh line and Hugoniot curve anal-

ysis may appear as reasonable reaction zones behind discontinuous shocks. Analysis

of the Mach number provides additional insight into why leading shock discontinu-

ities are inadmissible, as some cases do not have shock jumps that induce a transition

from the supersonic to subsonic regimes.

The next case reduces the heat release to q = 10000 J/kg, corresponding to the

case in Fig. 6.5 with mixed convexity of the complete reaction Hugoniot curve. For the

shock speed at which the Rayleigh line is tangent to the complete reaction Hugoniot

curve, DCJ = 31.963 m/s, the unreacted Hugoniot curve’s mixed convexity results

in additional intersections with the Rayleigh line. It has been shown that for this

case the sound speed at the ambient state is greater than the CJ speed, resulting in

the ambient state being subsonic in the shock frame. However, it is useful to discuss

the results of ZND analysis to understand how the anomalous region affects steady

detonation dynamics.

The ZND analysis yields four solutions, the density profiles of which are given

in Fig. 6.13. The first solution, Fig. 6.13(a), corresponds with an intersection with

the inert Hugoniot curve outside the bounds of Fig. 6.5; the entropy jump for this

rarefaction shock is negative, and the solution is inadmissible. Fig. 6.13(b) is the
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solution associated with the path from the initial state O to A. These is no shock

in this case, although the structure of the reaction zone is reasonable, as the density

decreases throughout the reaction before reaching an equilibrium state. This case

will not be considered further here, but it is unlikely that it is a physically realizable

solution.
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Figure 6.13. CJ speed ZND solutions if the Rayleigh line has more than two
crossings with the complete reaction Hugoniot curve.

Fig. 6.13(c) and (d) both relax to the CJ state, but the ZND solution suggests that
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both do so behind a shock jump. Although (c) is analogous to a path from the initial

state directly to the CJ state, something that is not observed in nature, it is addressed

briefly here so as to examine all potential complications of using the ZND model in

regions of non-convexity. The jump presented in (c) is from the initial state O to

the point Q. For this jump, the Rayleigh line passes through the anomalous region,

where the relation of density and pressure with sound speed is inverted; therefore,

as the density (and pressure) increase, the sound speed is decreasing, and the wave

that would actually form in this case is a continuous homeoentropic compression fan.

Thus, although the initial and end states would be the same, a different type of wave

is expected to form. The solution that matches what is typically expected is (d), as

the ZND solution corresponds to a shock jump from the initial state O to a shocked

state N followed by a reaction to the equilibrium point CJ . However, even though

the entropy change is positive, the jump from O to N is inadmissible as it crosses

the inert Hugoniot at an intermediate point Q. The ZND solution procedure does

not account for this, and if the intermediate crossing point was not accounted for,

the solution presented in (d) would seem reasonable.

It is possible for wave speeds higher than the CJ speed to have intermediate

crossings of the Rayleigh line with the unreacted Hugoniot curve. Increasing the

wave speed to D = 33 m/s, the resulting ZND solutions are qualitatively similar to

those at the CJ speed, as shown in Fig. 6.14. For this case, the Mach number in the

shock frame at the ambient state is also subsonic, and these potential shock jumps

are considered inadmissible.
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Figure 6.14. ZND solutions if the Rayleigh line has more than two crossings
with the complete reaction Hugoniot curve, but the shock speed D = 33 m/s
is greater than the CJ speed.
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CHAPTER 7

UNSTEADY DETONATION DYNAMICS

In this chapter, unsteady detonations in the inviscid limit are presented. First,

time-dependent detonations are studied, including with anomalous waves. It is shown

that a detonation driven by an anomalous composite wave has the expected dynamics

of a detonation driven wave. Then, unstable detonations solutions are compared with

both the ideal gas and van der Waals equations of state. The goal is to understand

the effects of including non-idealities on pulsating detonations, utilizing analysis of

pressure in the temporal and frequency domains to describe the detonation instabili-

ties. DFTs for various grid sizes are compared for verification of unsteady dynamics.

It is shown that the length scales of the limit cycles in an unsteady detonation may

be smaller than the length scale of the reaction zone, requiring a finer grid to cap-

ture the oscillatory behavior. The transition to instability with increasing activation

energy for the ideal gas and van der Waals gas is compared. It is shown that the van

der Waals model delays the transition to instability relative to the ideal gas. Limit

cycles in the peak pressure are analyzed for detonations with the same activation

energy for each case.

The numerical method used is the WENO5M method described in Section 3.4,

and the governing equations are transformed into the piston-attached coordinate

system. The domain is discretized into a uniform grid with nodes at positions ξi =

(i−1)∆ξ where (i = 1, 2, · · · , N), where ∆ξ = ξN/(N−1). The domain is initialized

everywhere at the ambient state with zero velocity. The piston begins at rest and is

accelerated to a constant velocity vpf by a set time tpf ; the piston velocity is thus
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given by

vp(t) =


vpf sin

[
π
2

(
t
tpf

)]
for 0 < t < tpf

vpf for t > tpf .

(7.1)

An example of this with vpf = 1410 m/s and tpf = 2 µs is shown in Fig. 7.1. The

value of vpf can be varied to achieve the desired wave speed. The value of tpf is the

time at which the piston reaches its maximum velocity, and is chosen such that it is

short relative to the time it takes for the detonation wave initiated by the piston to

fully develop. Results in this chapter are presented in the piston frame; conversion

to the lab frame simply shifts the domain the distance the piston has traveled.

1400
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200

0.5 1.0 1.5 2.0 2.5
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v p
 (

m
/s

)

Figure 7.1. Profile of the piston acceleration for vpf = 1410 m/s and tpf =
2 µs.

115



7.1 Transient Relaxation to Steady Non-Oscillatory Detonations

Under certain conditions, typically large piston velocity, the piston will drive a

non-oscillatory detonation wave that persists with time. The objective of this section

is to determine what such detonations may look like if the initial ambient state is in

the anomalous region. Parameters for this section are those in Table 6.2. A piston

is driven into first an inert gas and then into a reactive gas so as to compare the

resulting shock structures. The initial state for all cases in this section is in the

anomalous region at (po, ρo) = (1.250×106 Pa, ρo = 250 kg/m3) and the heat release

is q = 10000 J/kg. For the first case the activation energy is Θ = 25000 J/kg, and the

density profiles for the inert and reactive systems are shown in Fig. 7.2. The piston

has been set such that the resulting wave is a classical compression shock traveling at

45 m/s. The detonation structure is as expected, with the reaction beginning behind

the shock and relaxing to the equilibrium state.

Reducing the speed of the driving piston, the resulting wave becomes a composite

compression wave. As discussed in Section 5.3, composite shocks develop if the wave

speed is such that there are intermediate intersection points of the Rayleigh line and

Hugoniot curve. Such intermediate intersections were shown to occur for the reactive

system in Fig. 6.5. It is expected then that the leading shock for these cases would

be a composite compression shock with a leading compression fan and trailing shock

discontinuity.

Using a Heaviside function, the reaction may be allowed to advance in the con-

tinuous compression fan, or may be held until the shock discontinuity has passed.

The reaction is first allowed to occur in the compression fan, and the resulting shock

structures in the inert and reactive system are shown in Fig. 7.3. The parameters

match those for Fig. 6.5, the activation energy is Θ = 25000 J/kg; the final piston

velocity is upf = 22 m/s. The reaction occurs fully in the continuous fan, driving the

fan faster than the trailing shock and separating the composite wave. The discontin-
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Figure 7.2. An inert and reactive shock from an initial condition in the
anomalous region, po = 1.250× 106 Pa, ρo = 250 kg/m3. The shock speed is
large enough to push the gas out of the anomalous region, resulting in (a) a
classical compression shock in the inert system, and (b) a typical overdriven
detonation in the reactive system.

uous shock is weaker as a result, and the final state of the flow is at a lower density

than for the inert composite shock. The reaction has steepened the compression fan,

but it remains a continuous compression fan as the reaction occurs fully within the

anomalous region. It is difficult to discern much from this case, as it is unclear how

best to analyze features such as the Mach number, which is typically assessed in the

frame of the shock. However, if the reaction occurs in the continuous compression

and separates from the shock, no part of the wave is steady and transformation into

the wave frame is more complex. The dynamics in this case are more complex, and

will be left as an exercise for future work.

If the reaction does not begin until after the entire composite wave has passed,

the structure of the reaction zone is the more familiar von Neumann spike, as seen in

Fig. 7.4. The piston velocity has been increased to upf = 25 m/s, and the activation

energy has been lowered to Θ = 20000 J/kg to maintain a domain length of 1 m. In
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Figure 7.3. An inert and reactive shock from an initial condition in the
anomalous region, po = 1.250 × 106 Pa, ρo = 250 kg/m3. The shock speed
is not large enough to push the gas out of the anomalous region, resulting
in (a) an anomalous composite compression in the inert system, and (b) a
separated shock structure in the reactive system.

this case, although the reaction is now driving the entire wave forward, it does not

drive the discontinuity fast enough to fully overtake the continuous fan at the head

of the composite wave. Instead, the fan continues to spread as in the inert case, and

the discontinuity travels at the speed of the tail end of the fan. Although the leading

continuous fan is not steady, spreading as the wave travels over time, the final state

of the shock is steady. As a result, it would be possible to use this final state as the

starting point for ZND analysis in the steady frame for this case.

Although the compression fan at the head of the wave is not steady, the trailing

shock travels at a constant speed, allowing for an assessment of the Mach number

in the shock frame throughout the flow; the square of the Mach number is shown

in Fig. 7.5. In the classical case, the downstream Mach number is supersonic and

the upstream Mach number is subsonic. This was shown to be true in the inert

case for both the compression and rarefaction shocks. In this case, throughout much
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Figure 7.4. Evolution of a detonation wave behind an anomalous composite
compression if the reaction does not begin until after the discontinuous shock.
The final piston velocity is upf = 25 m/s, the heat release is q = 10000 J/kg,
and the activation energy is Θ = 20000 J/kg. In this case, the reaction does
not drive the shock fast enough to overcome the speed of the compression
fan.

of the compression fan the Mach number is subsonic and becomes supersonic just

before the transition from continuous to discontinuous; this is expected behavior for

a composite wave [32]. Downstream of the shock, the Mach number is subsonic and

increases slightly as the reaction progresses to its equilibrium state.
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Figure 7.5. The square of the Mach number M2 throughout the flow for
a detonation behind an anomalous composite compression wave. The com-
pression shock travels at a constant speed, and the particle velocity was put
in the shock’s frame of reference to calculate the Mach number.
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The evolution of the composite wave and detonation can also be seen in ξ-t di-

agrams of density and temperature in Figs. 7.6 and 7.7, respectively. The spatial

coordinate is in the piston frame, and the piston is at ξ = 0 for all time. As the com-

posite wave forms, the compression fan spreads as time progresses, and the constant

velocity of the discontinuous shock can be seen. After an ignition period, the reaction

occurs behind the shock, decreasing the density and increasing the temperature as it

progresses. Although the leading shock is anomalous, the evolution of the reaction

behind the discontinuity is consistent with classical predictions.
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Figure 7.6. ξ-t diagram of density for a reaction behind an anomalous com-
posite compression wave. Features include the leading compression fan con-
tinuing to spread, followed by the discontinuous shock. Behind the shock,
the reaction progresses, and the density decreases.
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Figure 7.7. ξ-t diagram of temperature for a reaction behind an anomalous
composite compression wave. Features include the leading compression fan
continuing to spread, followed by the discontinuous shock. Behind the shock,
the reaction progresses, and the temperature decreases.
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7.2 Transient Relaxation to Oscillatory Limit Cycle Detonations

This section analyzes the effect of the van der Waals model on detonation stability

in the classical regime. Figure 7.8 shows the maximum pressure versus time for an

unstable piston-driven detonation. The full temporal domain is shown to illustrate

the initial transients due to the piston acceleration and the detonation. At a later

time the detonation settles into a limit cycle; it is this limit cycle that is of interest.

The wave speed increases and decreases periodically, resulting in oscillations in the

peak pressure. The parameters in this section are those in Table 6.1, which are based

on those in Henrick, et al. [66] and Romick, et al. [105].
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Figure 7.8. Maximum pressure over time for an unstable piston-driven det-
onation in a van der Waals gas. The full time domain is given to show the
initial transients due to the piston acceleration and the detonation. At later
time the detonation relaxes to a limit cycle.
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The transition to instability is first considered in the ideal gas limit. The activa-

tion energy plays a significant role in the stability of a detonation, as discussed by

Henrick, et al. [66]. Lee and Stewart’s [76] linear stability analysis determined that

the steady ZND wave is linearly stable for dimensionless activation energy Θ̄ < 25.26,

and linearly unstable otherwise. Setting the driving piston to a final velocity of

950 m/s, the resulting detonation wave travels at the CJ speed. Based on the work

presented by He and Lee [64], results for two activation energies, Θ̄ = 25 and Θ̄ = 26,

are shown in Fig. 7.9. The detonation is stable for Θ̄ = 25, and has a period-1

instability for Θ̄ = 26. In the nondimensionalized time, the period of the unstable

detonation is approximately 13, which compares favorably to the results presented in

Fig. 4 of Henrick et al. [66].
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Figure 7.9. CJ detonations in an ideal gas, q̄ = 50. The detonation is stable
for activation energy Θ̄ = 25, and unstable for Θ̄ = 26.
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Two activation energies are examined to discern the effects of the van der Waals

equation of state on pulsating detonation instabilities. The parameters are those in

Table 6.1. By tracking the peak pressure at each time step, a DFT can be done for

each case. See Appendix C for additional details on DFTs. The DFT decomposes the

signal into its Fourier modes, the amplitudes of which provide a useful description of

the signal. The amplitude of a frequency is proportional to the energy contained in

that frequency. Additional details about DFTs can be found in [98].
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Figure 7.10. Pressure versus time for a single-mode detonation instability
in an (a) ideal gas and (b) van der Waals gas. The piston velocity is up =
1410 m/s, and the dimensionless activation energy is Θ̄ = 29.5.

For the first case, the final piston velocity is set to up = 1410 m/s and the dimen-

sionless activation energy is Θ̄ = 29.5. Plots of the pressure versus time are shown in

125



Fig. 7.10 for the (a) ideal gas and (b) van der Waals gas. The maximum and mini-

mum pressure values are slightly lower for the van der Waals gas, an expected effect

of the correction for inter-molecular attraction in the van der Waals model. The DFT

for the ideal gas and van der Waals gas, respectively, are shown in Fig. 7.11. Plotted

on a log-log scale, the DFT provides a clearer picture of the dominant frequencies

in the signal. For this case, the signals are very similar, with the first harmonic at

the same frequency of 1.499 MHz. The amplitude at this frequency is 5.237 MPa for

the ideal gas and 5.536 MPa for the van der Waals gas. The second harmonic is at

2.899 MHz and 0.613 MPa for the ideal gas and 2.799 MHz and 0.803 MPa for the

van der Waals gas. Each of these harmonics has a larger amplitude for the van der

Waals gas, indicating that there is more energy in these modes. Additionally, the

second harmonic for the ideal gas is at a slightly higher frequency. Although this case

is very similar for both models, the van der Waals model has diminished the energy

in higher frequency modes relative to the ideal gas model. Plotting in the phase

plane, the pulsating detonation is evident in the cyclical nature seen in Fig. 7.12.

Qualitatively, the behavior in phase space is the same for both cases with primarily

single-mode oscillations.
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Figure 7.11. DFTs for the detonation instability in an (a) ideal gas and
(b) van der Waals gas. The piston velocity is up = 1410 m/s, and the
dimensionless activation energy is Θ̄ = 29.5.
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Figure 7.12. Phase plots for the detonation instability in an (a) ideal gas
and (b) van der Waals gas. The piston velocity is up = 1410 m/s, and the
dimensionless activation energy is Θ̄ = 29.5.
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Figure 7.13. Pressure versus time for a two-mode detonation instability in an
(a) ideal gas and (b) van der Waals gas. The piston velocity is up = 1250 m/s,
and the dimensionless activation energy is Θ̄ = 29.5.

For the second case the piston velocity is decreased to up = 1250 m/s. The

resulting detonation instabilities have additional modes, as seen in Fig. 7.13. For the

ideal gas, Fig. 7.13(a), the separation between the harmonic modes with larger and

smaller magnitudes is greater, and additional modes are evident in the oscillations of

the peaks themselves. This is not the case for the van der Waals gas, Fig. 7.13(b),

for which the magnitudes of the peaks remain closer together, and oscillations of the

peaks themselves are not as large. This is supported by the DFTs in Fig. 7.14. The

ideal gas case, 7.14(a), has active modes at higher frequencies than the van der Waals

gas case in 7.14(b). The largest amplitudes are not at the same frequencies, the first

significant harmonic for the ideal gas being at 1.299 MHz and 2.013 MPa while for

the van der Waals gas this is at 0.899 MHz and 5.739 MPa. Not only is the amplitude

128



much larger for the van der Waals gas, it is also at a lower frequency mode relative

to the ideal gas. The second harmonic, the largest amplitude peak for each case, is

at 2.499 MHz and 6.032 MPa for the ideal gas and 1.699 MHz and 6.836 MPa for

the van der Waals gas. Again, the van der Waals gas is shown to decrease the energy

present in higher frequency modes relative to the ideal gas under otherwise identical

conditions. Examining the phase plots in Fig. 7.15, the multiple modes in each case

are evident.
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Figure 7.14. DFTs for the detonation instability in an (a) ideal gas and
(b) van der Waals gas. The piston velocity is up = 1250 m/s, and the
dimensionless activation energy is Θ̄ = 29.5.
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Figure 7.15. Phase plots for the detonation instability in an (a) ideal gas
and (b) van der Waals gas. The piston velocity is up = 1250 m/s, and the
dimensionless activation energy is Θ̄ = 29.5.
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7.3 Verification of Unsteady Dynamics

The DFT will now be used for verification of unsteady detonation dynamics.

Setting the activation energy to Θ̄ = 26 and the piston velocity to up = 1250 m/s,

the grid size was varied between ∆x = [0.1/7000, 0.1/11000] m, and the resulting

DFTs are given in Fig. 7.16(a)-(e). The magnitudes of the first two harmonics are

shown versus the grid size in Fig. 7.16(f). The coarsest grid fails to capture the

detonation instability, reflected in the absence of the unstable modes in the DFT.

The slightly more fine grid of 7.16(b) captures the first harmonic at roughly the

correct frequency, but fails to capture the higher frequency modes. The third grid

captures the expected frequencies, along with noticeable numerical noise near the

high-frequency modes. This numerical noise is reduced in the two finest grids, which

agree well with one another on the dominant frequencies and their magnitudes. A

simple convergence study was done, and convergence rates of r = 1.067 and r = 0.947

were found for the amplitude of the first and second harmonics, respectively.

Figure 7.17(a) shows the frequency values for the first and second harmonics,

omitting those for the coarsest grid. The predicted frequencies in each case are near

those of the finest grid, although do fluctuate some with increasing grid resolution.

Estimates of the wavelength λ̄ = (u+c)/ν̄ for the frequencies of the first two harmon-

ics are given in Fig. 7.17(b). Figure 7.18(a) and (b) give the dimensionless frequency

and wavelength errors, respectively, relative to the finest grid. The relative error has

been calculated by

E =
|C∆xmin − C∆xN |

C∆xmin

, (7.2)

where C is substituted with the respective quantity for amplitude, frequency, or wave-

length, the subscript ∆xmin indicates the value at the finest grid, and ∆xN the value

for a grid with N gridpoints. This simple example illustrates the increasing demand

on the grid resolution introduced by oscillatory behavior of unstable detonations.
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Figure 7.16. DFTs for detonation instability in a van der Waals gas with
varying grid resolution: (a) ∆x = 0.1/7000 m, (b) ∆x = 0.1/8000 m, (c)
∆x = 0.1/9000 m, (d) ∆x = 0.1/10000 m, (e) ∆x = 0.1/11000 m. The
dimensionless error, relative to the finest grid, in the magnitude of the first
and second peaks for each other ∆x value are plotted in (f). In the convergent
regime, the convergence rates for the first and second peak are r = 1.067
and r = 0.947, respectively. The piston velocity is up = 1250 m/s, and the
dimensionless activation energy is Θ̄ = 26.
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Using ZND analysis, the half reaction zone thickness is found to be on the order of

10−3 m; however, the lowest frequency oscillations, and thus longest wavelengths, are

on the order of 10−4 m. It is possible to simultaneously have a fine enough grid to

capture the steady reaction zone, but too coarse of a grid to capture the oscillations

of an unstable detonation. The half reaction time can be estimated by dividing the

half reaction length by the characteristic speed u+ c, and for this case is on the order

of 10−7 s; this is consistent with estimates of the half reaction time performed with

solving for a spatially homogeneous reaction with the same parameters. For the cases

presented, the time step has been fixed at 2× 10−10 s.
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Figure 7.17. (a) Frequency of the first two harmonics for detonation insta-
bility in a van der Waals gas with varying grid resolution. The coarsest grid,
corresponding to the DFT in Fig. 7.16(a), is omitted, as there are no clear
peak amplitudes among the Fourier modes. (b) Estimates of the wavelength
of the first two harmonics of the DFT. The piston velocity is up = 1250 m/s,
and the dimensionless activation energy is Θ̄ = 26.
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Figure 7.18. (a) Dimensionless frequency error of the first two harmonics for
detonation instability in a van der Waals gas with varying grid resolution.
The coarsest grid, corresponding to the DFT in Fig. 7.16(a), is omitted, as
there are no clear peak amplitudes among the Fourier modes. (b) Dimen-
sionless wavelength error of the first two harmonics of the DFT. The piston
velocity is up = 1250 m/s, and the dimensionless activation energy is Θ̄ = 26.
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7.4 Stability Limit

Bifurcation diagrams were constructed for a qualitative comparison of the tran-

sition to instability as the activation energy is increased. The piston problem was

set with the parameters in Table 6.1 and a final piston velocity of up = 1410 m/s.

Bifurcation diagrams are shown in Fig. 7.19(a) and (b) for the ideal gas and van der

Waals equations of state, respectively. The first bifurcation point transitions from

stable detonation to a single-mode instability. This transition occurs at a higher ac-

tivation energy for the van der Waals gas. The second transition point occurs when

the single-mode instability transitions to a two-mode instability; again this transition

occurs at a higher activation energy for the van der Waals gas. This is in agreement

with the previous section, where it was shown that for identical piston velocity and

activation energy, unstable detonations in the van der Waals gas have higher energy

in lower frequency modes relative to the ideal gas. This is consistent with the physical

effects that the van der Waals model attempts to capture. Adjustments for attrac-

tive forces and excluded volume result in decreased pressure relative to the ideal gas.

Additionally, for the same piston velocity the wave speed is slightly slower.
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Figure 7.19. Bifurcation diagram of maximum detonation pressure as acti-
vation energy is varied for (a) an ideal gas and (b) a van der Waals gas.
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CHAPTER 8

DISCUSSION AND CONCLUSIONS

In this work we have performed an extensive analysis of the relationship between

inert shock dynamics and detonation dynamics in a van der Waals gas. Anomalous

wave dynamics have been explored in inviscid and viscous inert gases, and used to

determine the effect of anomalous waves on the understanding of classical detonation

theory. The inert models present a comprehensive solution verification of anomalous

waves for numerical methods with the goal of ensuring that anomalous behavior is

predicted correctly. This becomes increasingly important if reaction is included, as

much of the fundamental analysis of steady detonations relies on jump analysis, which

becomes complicated in the presence of anomalous waves. Verification of limit cycles

in unsteady detonations has also been done with the use of DFTs, demonstrating the

demands on grid resolution imposed by the wavelengths associated with the active

frequencies.

First, analysis of classical and anomalous steady wave dynamics was performed

for the inert van der Waals gas. Solutions for inviscid compression and rarefaction

shock discontinuities required a straightforward application of the Rankine-Hugoniot

jump conditions with the van der Waals equation of state. It is shown that the jump

analysis may admit multiple solutions that satisfy the second law of thermodynamics,

including solutions for both a rarefaction and compression shock. As a consequence of

the second law, examination of the Mach number shows that the expected transition

from supersonic to subsonic is achieved by both possible solutions. Conventional

thermodynamics may tell us to take the compression shock as the physical solution.

137



However, this particular region highlights the importance of the viscous predictions,

as the addition of physical viscosity allows for a relaxation to one of multiple viable

weak solutions predicted by the Rankine-Hugoniot jump equations. Initialization of

unsteady numerical codes with the potential compression shock solution reveals it to

be unstable, disintegrating into a smooth compression fan. Care must be taken when

solving for shock solutions near or in the predicted anomalous, or BZT, region, to be

certain of what type of discontinuity, compression or rarefaction, is expected.

Analysis of the inert system continued with unsteady wave dynamics, including

continuous waves and shock tube solutions. An exact solution for conventional and

anomalous waves in compressible inviscid non-ideal gas flows modeled with the van

der Waals equation of state has been presented, adapted from existing analytical so-

lutions. Homeoentropic wave solutions with a van der Waals equation of state require

an adjustment to the solution procedure for an ideal gas. The more complex van der

Waals equation requires a numerical quadrature to achieve an analytical solution for

the change in density with respect to the particle velocity across a homeoentropic

wave. The solution procedure presented here is valid for both continuous compres-

sions and continuous rarefactions, as well as forward and backward facing waves.

Analytical solutions of shock tube flows in inviscid van der Waals gases operated

in both the classical and anomalous regions of state space were produced using the

individual exact solutions for shock jumps and homeoentropic waves. For the vis-

cous case, numerical simulations were performed with the same three sets of initial

conditions, one each in the classical, anomalous, and mixed regions. In the convex

region, classical behavior characterized the propagation of each wave structure. In

the non-convex region, anomalous behavior was demonstrated. This region admitted

the existence of rarefaction shock waves and compression fans as a result of rever-

sals in the speed of sound’s relation to the state variables. These anomalous wave

structures satisfy the second law of thermodynamics. The mixed convexity regime
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demonstrated a combination of the two regions. For the result presented, a composite

wave containing a shock discontinuity and continuous compression were present as

a result of the non-monotonicity of the sound speed across the shock. Analysis of

the composite shock structure determines that for a shock connecting the initial and

final states, the Mach number at the initial state would be subsonic. This indicates

that a single shock discontinuity between the two points cannot induce a transition

from supersonic to subsonic as required by compressible fluid dynamics.

In the mixed convexity case, the WENO5M method must be supplemented with a

global flux-splitting scheme, as the local scheme fails for the stencils where the sound

speed is non-monotonic. A convergence study was performed for the WENO5M

method to the exact Sod shock tube solution for an inviscid van der Waals gas. The

method successfully predicts the shock tube operated in the anomalous region, and

converges at a rate slightly less than one, behavior expected of a shock-capturing

method with a system containing discontinuities.

Expanding the inviscid model to include reaction, fundamental aspects of detona-

tion dynamics were explored with a van der Waals gas. Rayleigh line and Hugoniot

curve analysis was performed first with a simple addition of van der Waals parameters

to a classical ideal gas problem. The van der Waals corrections induce small changes,

including decreasing the equilibrium pressure and a corresponding increase in the CJ

speed. The decreased pressure relative to the ideal gas is an expected consequence

of the van der Waals model’s consideration of attractive forces between molecules.

The attractive forces cause molecules to coalesce, and if the volume is fixed, this

translates to a decrease in the pressure. The decreased pressure corresponds to a

decreased temperature, decreasing the reaction rate for the one-step model used. As

a consequence, the minimum wave speed for a detonation is increased relative to the

ideal gas for the van der Waals model in order to provide the required energy for the

reaction to complete.
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The problem parameters used in the inert case were adjusted to create a model

fluid with reaction in the anomalous region. Analysis remained the same as expected

for the initial condition placed in the convex region as in the classical case. Moving

the initial conditions into the anomalous region it was shown that for a high enough

value of the heat release the Rayleigh line and Hugoniot curve analysis remains the

same as in the classical case. The heat release shifts the Hugoniot curve far enough

that the CJ speed Rayleigh line has no additional intersections with the inert Hugo-

niot curve. The behavior of the Mach number is consistent with the classical case,

inducing a transition from supersonic to subsonic across the shock before settling to

the equilibrium state; the Mach number at the CJ point is one.

Decreasing the heat release decreases the shift in the Hugoniot curves throughout

the reaction, and the Rayleigh line at the CJ speed intersects the inert Hugoniot

at an intermediate point. Such an inert intersection point renders the initial shock

solution inadmissible as there is no dissipative shock structure. Additionally, the

Mach number at the initial state with the CJ speed is subsonic, indicating that a

shock solution does not exist to connect the initial state and the CJ point. This is

the first indication that traditional steady detonation dynamics analysis may fail in

the presence of anomalous regions.

The analysis of steady reaction dynamics was continued with examination of the

pressure evolution through a reaction. Intermediate crossings of the Hugoniot curve

introduced unusual behavior in the relation between pressure and reaction progress. If

the CJ speed Rayleigh line remained under the inert Hugoniot curve, no path existed

between the initial state and the CJ point without going into negative values of the

reaction progress. Such negative values have no physical meaning. Additionally,

the path from the initial state to the weak solution is non-convex, which while not

explored further here, is a potential avenue for future work. Standard ZND solutions

rely on the validity of the Rankine-Hugoniot jump equations; however, it was shown
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that in the anomalous region such solutions may be rendered invalid by intermediate

crossings of the Hugoniot curve. For large enough shock speeds, an initial condition

in the anomalous region may have a valid discontinuous shock solution and ZND

structure.

Finally, unsteady detonation dynamics with the van der Waals equation of state

were studied. The dynamics of unsteady transition to a long time stable steady

detonation behind anomalous waves were explored. For initial conditions in the

anomalous region with sufficiently large shock speeds, a classical compression shock

forms, and classical detonation dynamics are predicted. If the driving shock is an

anomalous composite compression, the structure of the resulting detonation depends

upon where in the composite wave the reaction occurs. For reaction occurring in the

smooth compression, the composite wave is split by the increase in velocity in the

compression fan induced by the reaction. If reaction does not occur until the entire

composite wave has passed, a traditional von Neumann spike is predicted behind

the discontinuous shock. The leading compression fan remains, and is unsteady as

it continues to spread as the wave travels, while the trailing discontinuous shock is

steady, allowing for a pseudo-steady analysis. Transforming the wave to the frame

where the discontinuity is steady, the Mach number begins in the subsonic regime,

undergoes a transition to supersonic just before the shock, and is then shocked into

the subsonic regime. This is consistent with the expected behavior of the Mach

number throughout a composite wave.

Effects on unstable detonation dynamics of the van der Waals equation of state

were examined when compared to the ideal gas solutions. Examples of unstable det-

onations were shown at two different activation energies. Phase plots illustrated the

limit cycle behavior of the peak pressure over time, and DFTs highlighted the dom-

inant frequencies in the signals. A simple verification study of unsteady detonation

dynamics in a van der Waals gas was done using DFTs for various spatial grids. It
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was shown that as the grid spacing is decreased, higher frequency harmonic modes

are resolved by the DFT. Analysis revealed that the longest wavelengths were smaller

than the half reaction zone length. As a result, it is possible to have a grid size that

captures the reaction zone, but is not fine enough to capture the oscillations that

may be associated with an unsteady detonation. A bifurcation study showed that

for a set piston velocity the transition to instability and the split from one to two

modes occurred at a higher activation energy for the van der Waals gas. This can

be contributed to the decreased pressures in a van der Waals gas as a result of the

attractive forces between molecules. For a set volume, the resulting effect of the

“clumping” is to decrease the pressure, resulting in decreased pressure jumps across

a shock. Additionally, the shock speed corresponding to the same piston velocity is

decreased for a van der Waals gas.

This work has brought together the study of non-ideal gases, anomalous waves,

and detonation dynamics by considering how the fundamental physics of each build

upon one another. Anomalous wave dynamics have seen careful study by many au-

thors, including Cramer’s detailed analysis of shock splitting and composite waves

[32], the comprehensive analysis of shock formation in real gases by Menikoff and

Plohr [83], and detailed molecular analysis of anomalous gas dynamics by Colonna

and Guardone [25]. However, none of these works considered how anomalous wave

dynamics would affect, and be affected by, the presence of reaction. To do so required

understanding of fundamental detonation dynamics. The foundation of detonation

dynamics is formed by the CJ and ZND theories, both of which are based upon

shock dynamics. Detonation dynamics in an ideal gas have been presented in detail

by authors such as Fickett and Davis [52] and Lee [77]. Although some authors have

considered detonation properties of non-ideal gases, such as Schmitt and Butler [107]

and Dumazer, et al. [42], none have considered detonation dynamics when anoma-

lous waves are expected. This work has taken the initial steps to bridge that gap,
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evaluating CJ and ZND theories in the anomalous region, and exploring predictions

of detonations driven by anomalous waves.

There are several areas of interest for future extension of this work. One area

is a more robust verification of unsteady detonation dynamics in a van der Waals

gas. The simple verification study done here illustrates that as the grid size is varied,

the numerical solution may capture only some, or none, of the limit cycle behavior

that may be associated with an unsteady detonation. Resolution of higher frequency

modes will require a finer grid, based on the wavelengths associated with those fre-

quencies. Another area of interest is detonation instabilities behind anomalous waves.

For detonations behind anomalous waves, the unsteady nature of the leading part of

the composite wave introduces additional complications to the potential interaction

of a detonation instability and an anomalous composite shock structure. Care must

be taken to distinguish affects from the detonation instability and the anomalous

wave itself, as it is uncertain what effect the cyclical increase and decrease of the

shock speed may have on the transition point between the continuous and discontin-

uous compressions. It is possible that the perturbations of the unstable detonation

may affect the leading compression fan. Careful consideration of the shock structure

will be necessary to distinguish predictions relating to the detonation instability or

anomalous behavior. Finally, the extension to a viscous van der Waals gas would

continue to develop the understanding of real gas effects on detonation dynamics,

with both classical and anomalous waves considered.
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APPENDIX A

VAN DER WAALS EQUATION OF STATE WITH VARIABLE SPECIFIC HEAT

The region of anomalous wave behavior in the gas phase is typically very near

the critical point, and it is possible that the specific heat at constant volume cv may

vary significantly in this region. A variable cv was considered for the inert portions

of this work, but it was found for the choice of material parameters used variable cv

did not have a significant effect on key results. The anomalous region encompasses a

small range of temperatures, and the corresponding variations in cv are small. The

relevant analysis for the van der Waals model with variable specific heat at constant

volume are included here for completeness.

A.1 Mathematical Model

As detailed in [59], in the neighborhood of the critical point cv can be approxi-

mated by the power law

cv(T ) = ccv∞

(
T

Tc

)m
. (A.1)

The parameters m and ccv∞ are dependent upon the fluid, and can be found for a

number of anomalous fluids in [79]. For a van der Waals gas with variable specific

heat at constant volume, the caloric and thermal state equations are

e(ρ, T ) =
ccv∞T

(m+ 1)

(
T

Tc

)m
− aρ, (A.2)

p(ρ, T ) =
ρRT

1− ρb
− aρ2, (A.3)
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where R is the particular gas constant. The van der Waals constants a and b are

defined by a = 27R2T 2
c /64/pc and b = RTc/8/pc and constants Tc and pc are the

critical temperature and pressure, respectively. The critical density is then predicted

by the van der Waals model using Eq. A.3. The frozen sound speed is

c2 =
∂p

∂ρ

∣∣∣∣
s

=
RT

(1− b/v)2

(
1 +

R

ccv∞

(
Tc
T

)m)
− 2a

v
, (A.4)

where the specific volume v has been substituted for density with v = 1/ρ. For the

inert case, the specific entropy, given here as a dimensionless difference, is

s− so
ccv∞

=
1

m

((
T

Tc

)m
−
(
To
Tc

)m)
+

R

ccv∞
ln

(
v − b
vo − b

)
, (A.5)

with reference parameters so, To, and vo.

Using Eqs. (4.11, A.3, A.4, A.5), we can write the fundamental derivative for a

van der Waals gas as

G(v, s) =
v3

2c2

(
−6a

v4
+

R

(v − b)3

(
mTmc
ccv∞

(
s− so −R ln

(
v − b
vo − b

))) 1
m

(A.6)2 +
R
(
R−mR + 3m(s− so)− 3mR ln

(
b−v
b−vo

))
m2
(
so − s+R ln

(
b−v
b−vo

))2


 .

A.2 Continuous Wave Solutions

The analytical solution procedure for continuous homeoentropic waves is appli-

cable for variable cv(T ), requiring only the appropriate adjustments to the equation

for c(ρ) and the isentropic relations. For the van der Waals equation of state with
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variable cv(T ), the sound speed in a homeoentropic material is given by

c(ρ) =

√√√√√√√√
R

(
m ln

(
1
ρ
−b

1
ρo
−b

)
− κm− 1

)(
mRTmc
ccv∞

(
κ− ln

(
1
ρ
−b

1
ρo
−b

)))1/m

m(bρ− 1)2

(
ln

(
1
ρ
−b

1
ρo
−b

)
− κ
) − 2aρ, (A.7)

where the constant κ = (ccv∞/R/m)(To/Tc)
m is dimensionless.

Homeoentropic relations for the van der Waals equation of state can be used to

find the solutions for other quantities, including the temperature

T2

T1

=

(
1−

(
Tc
T1

)m
Rm

ccv∞
ln

(
v2 − b
v1 − b

))1/m

, (A.8)

and pressure

p2 =

(
p1 +

a

v2
1

)(
v2 − b
v1 − b

)(
1−

(
Tc
T1

)m
Rm

ccv∞
ln

(
v2 − b
v1 − b

))1/m

− a

v2
2

. (A.9)
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APPENDIX B

ANALYTICAL SOLUTION OF VISCOUS SHOCKS

A detailed derivation is presented here of the analytical solution for a steady

viscous shock in a calorically perfect ideal gas with constant viscosity and thermal

conductivity. The Prandtl number Pr = 3/4 is constant, and the derivation follows

closely that given by Ghia, et al. [56] and Powers [96]. The inclusion of viscous terms

allows us to write the governing equations in a combination of conservative and non-

conservative form, which will prove to be convenient. It will also be convenient to

rewrite Eqs (2.1) and (2.3) in the steady state limit, and take the steady state limit of

the non-conservative linear momentum equation. A Galilean transformation is used

to cast the system in the wave’s reference frame, for which x→ x̂(x, t) and t→ t̂(x, t)

with x̂ = x−Ut, t̂ = t, and the speed of the shock wave U . The transformed system

of equations is now

d

dx̂
(ρû) = 0, (B.1)

ρû
dû

dx̂
+
dp

dx̂
− dτ

dx̂
= 0, (B.2)

d

dx̂

(
ρû

(
h+

û2

2

))
− d

dx̂
(τ û− q) = 0, (B.3)

p = ρRT, h = cpT, e = h− p

ρ
, (B.4a-c)

q = −k∂T
∂x̂

, τ =
4

3
µ
∂û

∂x̂
. (B.4d,e)

Variables and parameters are as previously introduced, with the addition of the spe-

cific enthalpy h. Along the domain, as x̂ → −∞, a number of quantities approach
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positive constant values: p→ p1, T → T1, û→ û1, q → 0, τ → 0, ρ1 = p1/R/T1, and

h1 = cpT1. Additionally, all variables are required to be bounded for x̂ ∈ (−∞,∞).

Our first step will be to put together an expression for the shocked particle ve-

locity, û2. We start by simplifying the energy equation using Eqs. (B.4d,e) and the

Prandtl number by

d

dx̂

(
ρû

(
h+

û2

2

))
− d

dx̂

4

3
µ
dû

dx̂︸ ︷︷ ︸
τ

û+ k
dT

dx̂︸︷︷︸
−q

 = 0, (B.5)

d

dx̂

(
ρû

(
h+

û2

2

))
− d

dx̂

(
4

3
µ
dû

dx̂
û+

µcp
Pr

dT

dx̂

)
= 0, (B.6)

then with Eq. (B.4b), taking Pr = 3/4, and absorbing û in the derivative operator

to reach

d

dx̂

(
ρû

(
h+

û2

2

))
− d

dx̂

(
4

3
µ
d

dx̂

(
û2

2

)
+

4

3
µ
dh

dx̂

)
= 0. (B.7)

Integrating the mass equation, Eq. (B.1), and applying the boundary conditions as

x̂→ −∞ of ρ = ρ1 and û = û1 gives

ρû = ρ1û1. (B.8)

This, along with assuming constant µ, can be used to simplify Eq. (B.7) to

ρ1û1
d

dx̂

(
h+

û2

2

)
− 4

3
µ
d2

dx̂2

(
h+

û2

2

)
= 0. (B.9)

Integrating once and rearranging gives

d

dx̂

(
h+

û2

2

)
= −3C1

4µ
+

3ρ1û1

4µ

(
h+

û2

2

)
, (B.10)

where C1 is a constant of integration. Solving the linear, first-order differential equa-
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tion yields

h+
û2

2
=

C1

ρ1û1

+ C2 exp

(
3ρ1û1x̂

4µ

)
, (B.11)

introducing another constant C2. To prevent unbounded growth as x̂ → ∞, C2

must be zero. In order to satisfy the boundary condition as x̂ → −∞, C1 must be

C1 = ρ1û1(h+ û2
1/2), and we reach

h+
û2

2
= h1 +

û2
1

2
. (B.12)

Applying Eq. (B.4b) to Eq. (B.12) gives

T = T1 +
û2

1 − û2

2cp
. (B.13)

This gives us one of the equations we require for our expression for the shocked

particle velocity û2.

Recalling and rearranging the integrated mass equation, Eq. (B.8) to ρ = ρ1û1/û,

along with the momentum equation, Eq. (B.2) can be rewritten as

d

dx̂

(
ρ1û1û+ p− 4

3
µ
dû

dx̂

)
= 0. (B.14)

Integrating and applying the boundary conditions as x̂→ −∞ yields

ρ1û1û+ p− 4

3
µ
dû

dx̂
= ρ1û

2
1 + p1. (B.15)

Substituting for ρ with the ideal gas law in Eq. (B.4a), along with Eqs. B.8) and
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(B.13 gives

ρ1û1û+

ρ1û1

û︸︷︷︸
ρ

R

T1 +
û2

1 − û2

2cp︸ ︷︷ ︸
T


︸ ︷︷ ︸

p

−4

3
µ
dû

dx̂
= ρ1û

2
1 + p1. (B.16)

Solving for dû/dx̂, the linear momentum equation may be rewritten as

dû

dx̂
= −3(γ + 1)ρ1û1

8γµ

(û1 − û)(û− û2)

û
. (B.17)

We can now express the shocked value for the velocity, given by û2 as

û2 = û1
γ − 1

γ + 1

(
1 +

2

(γ − 1)M2
1

)
, (B.18)

where the freestream Mach number M1 is defined as M2
1 = û2

1/(γRT1).

The expression for û2 is identical to the shocked particle velocity obtained by

solving the inviscid Rankine-Hugoniot jump conditions. Because γ > 1 for the ideal

gas, û1 > û2. Within the shock it is expected that û1 > û(x̂) > û2 > 0, ρ1 > 0, and

µ > 0. Because of these inequalities, one can expect from Eq. (B.17) that dû/dx̂ < 0.

Equation (B.17) can be rearranged to produce

µû dû

(û1 − û)(û− û2)
= −3(γ + 1)ρ1û1

8γ
dx̂. (B.19)

Integrating, one finds

∫
µû dû

(û1 − û)(û− û2)
= −3(γ + 1)ρ1û1

8γ
(x̂+ C), (B.20)

where C is the constant of integration. Note, this solution is invariant under trans-

lation. While one could formally apply boundary conditions at infinity, this poses
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numerical issues when attempting to plot û(x̂). To alleviate these, we can select the

initial condition as û(x̂in) = ûin. The choice of x̂in is arbitrary, but it will be useful

to choose ûin to be close to the unshocked value û1. With this in mind, we find after

integrating and evaluating C that

µû2

û1 − û2

ln

(
û− û2

ûin − û2

)
− µû1

û1 − û2

ln

(
û1 − û
û1 − ûin

)
= −3(γ + 1)ρ1û1

8γ
(x̂− x̂in). (B.21)

This result, when scaled in the same fashion, is identical to [70] in the limit of constant

viscosity. One can rearrange Eq. (B.21) to get x̂(û) as

x̂(û) = x̂in −
8γµ

3(γ + 1)ρ1û1

(
û2

û1 − û2

ln

(
û− û2

ûin − û2

)
− û1

û1 − û2

ln

(
û1 − û
û1 − ûin

))
,

(B.22)

= x̂in −
8γµ

3(γ + 1)ρ1(û1 − û2)
ln


(

û−û2
ûin−û2

) û2
û1(

û1−û
û1−ûin

)
 .

Note, Eq. (B.23a,b) takes on the form x̂(û) = f(û). It is possible to invert f via

numerical root-finding to form its inverse, f−1, û(x̂) = f−1(x̂). Equations for the

density, temperature, pressure, and Mach number are recovered as

ρ(x̂) =
ρ1û1

û(x̂)
, T (x̂) = T1 +

û2
1 − û(x̂)2

2cp
, (B.23a,b)

p(x̂) =
ρ1û1

û(x̂)
R

T1 +
û2

1 − û(x̂)2

2cp︸ ︷︷ ︸
T (x̂)

 , M(x̂) =
û(x̂)√
γRT (x̂)

. (B.23c,d)
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APPENDIX C

DISCRETE FOURIER TRANSFORMATIONS

Decomposing a function or signal into its Fourier modes is a useful exercise that

allows description of a signal in terms of frequencies and their corresponding ampli-

tudes. In this work, Discrete Fourier Transformations (DFTs) are used in order to

decompose the discrete maximum pressure data associated with an oscillating deto-

nation. The DFT is described in detail in Powers and Sen [98] and is summarized

here.

Consider a function y(x), x ∈ [xmin, xmax], x ∈ R1, y ∈ R1, discretized into N

uniformly distributed xj values for j = 0, . . . , N − 1, and their corresponding yj

values. The discrete analog of the continuous Fourier transformation can be written

as

yj =
1√
N

N−1∑
k=0

ck exp

(
(2πi)k

(
N − 1

N

)(
xj − xmin
xmax − xmin

))
, j = 0, . . . , N − 1.

(C.1)

The wavenumber of the individual Fourier modes is k, and ck relates to their magni-

tudes. This can be simplified if the values of xj are uniformly spaced by substituting

j = (N − 1)

(
xj − xmin
xmax − xmin

)
, (C.2)

resulting in

yj =
1√
N

N−1∑
k=0

ck exp

(
(2πi)

kj

N

)
, j = 0, . . . , N − 1. (C.3)
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With some work, the DFT can be defined as the following mapping

c = FH · y, (C.4)

where c is the transformed vector, y is the original vector, and FH is the Hermitian

transpose of the matrix F. The matrix F is defined by

F =
1√
N



1 1 1 · · · 1

1 w w2 · · · wN−1

1 w2 w4 · · · w2(N−1)

...
...

...
...

...

1 wN−1 w2(N−1) · · · w(N−1)2


. (C.5)

where w = exp (2πi/N). With this definition, it is easily shown that F is unitary,

which implies that its columns are orthonormal, and that FH = F−1.

As an example to illustrate the DFT, consider the continuous function

y(x) = 10 sin

(
(2π)

2x

3

)
+ 2 sin

(
(2π)

10x

3

)
+ sin

(
(2π)

100x

3

)
, (C.6)

on the domain x ∈ [0, 3]. A plot of this signal is given in Fig. C.1. Rescaling

the domain with the transformation x̃ = x/3 to take x ∈ [0, 3] to x̃ ∈ [0, 1], the

continuous function is then

y(x̃) = 10 sin ((2π)2x̃) + 2 sin ((2π)10x̃) + sin ((2π)100x̃) . (C.7)

We now discretely sample this function, and choose N uniformly spaced points x̃j at

which to sample it. In order to capture the highest wave number components of this

signal, a sufficiently large value of N is required. In the transformed domain, the

smallest wavelength is λ = 1/100, and the required number of points is at minimum
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N = 100 sampling points. However, we will take many more points than this, and

choose N = 523; this unusual choice is of no consequence.

10

-10

-5

5

0

0.5 1.0 1.5 2.0 2.5 3.0

x

y

Figure C.1. Plot of the signal function given in Eq. C.6.

The DFT of Eq. (C.6) is given in Fig. C.2(a) as |ck| vs. k. It is noted that due

to aliasing, it is only necessary to plot the first N/2 values of c, because the second

half is a reflection of the first half of the vector. As it is shown, it is difficult to draw

any conclusions from the magnitudes of each value of c, other than to say which

wavenumber has the greatest magnitude relative to the others. These wavenumbers

can be correlated to the amplitudes associated with them in Eq. C.6, but this is not
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particularly useful in cases where the signal being analyzed is data from a numerical

simulation rather than from a function. The amplitudes matching each wavenumber

in the function can be recovered by scaling the values of c by a factor of 2/
√
N , as

shown in Fig. C.2(b). By doing so, the magnitudes of the dominant wavenumbers

match exactly those they correspond to in Eq. C.6. This is a more enlightening

presentation of the DFT, particularly when there is no function to compare to, but

rather a signal represented by a data set.
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Figure C.2. Plots of the DFT of the signal function given in Eq. C.6. DFT
of a discrete set of N = 523 points from Eq. (C.6). In (a), the y-axis is given
as the magnitudes of each |ck|, and do not match directly with the known
magnitudes from the function. In (b), the magnitudes have been scaled
by 2/

√
N , and now match the corresponding magnitudes of the dominant

wavenumbers given in Eq. C.6.

If the value of N is too small, the DFT will not capture the correct amplitudes

for all of the wavenumbers present in a signal. Taking N = 70, the DFT without
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and with scaling are given in Fig. C.3 (a) and (b), respectively. Without the scaling,

the amplitudes are smaller than those in Fig. C.2(a), and are primarily useful for

analysis of various modes relative to one another. With the scaling, the amplitudes

corresponding to the first two terms in Eq. (C.6) are as expected. For the third

mode, not only is the amplitude less than the expected value of 1, the wavenumber

k is not the correct value of 100. This is because there were not enough points in

the discretized domain to fully capture this wavelength. It is also possible to miss a

wavelength entirely if there are too few sampling points in a domain.
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Figure C.3. Plots of the DFT of the signal function given in Eq. C.6. DFT
of a discrete set of N = 70 points from Eq. (C.6). In (a), the y-axis is given
as the magnitudes of each |ck|, and do not match directly with the known
magnitudes from the function. In (b), the magnitudes have been scaled
by 2/

√
N , and now match the corresponding magnitudes of the dominant

wavenumbers given in Eq. (C.6).
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