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ÅOf course, bias in data is a commonly studied problem. 

ÅTraditionally, focus is on learning on biased data sets. 

ÅBut what about the effect of bias on the evaluation of 

learning algorithms? 
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ÅHow does an unknown proportion of mislabeled positive 

class instances affect classifier evaluation? 

ïAre the evaluation metrics stable? 

ïDo different type of bias have different affects on 

evaluation metrics? 
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ÅProvide a real world case in which mislabeled class 

instances (unknown protein interactions) were 

incrementally revealed to be positive class instances 

with each update of the system. 

ÅBIOGRID is a curated repository for protein interaction 

datasets from multiple organisms, with yeast data used 

for our case study. 
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ÅYeast has approximately 6,000 genes, translating to 

roughly 18 million unique protein interactions. 

ÅWe trained naïve Bayes classifiers on this data set for 

five versions of BIOGRID. 

ÅThere was an average difference of about 20,000 

interactions between each version of BIOGRID. 

ÅUsed AUROC and AUPR as evaluation metrics. 

ÅWe call the AUROC and AUPR that are based on the 

class labels from earlier versions of BIOGRID the ñbias 

class AUROCò and ñbias class AUPRò. 
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