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#### Abstract

The even-even Cd nuclei near neutron number $N=66$ are indicative of the presence of two rather distinct families of excitations: anharmonic quadrupole vibrations and more deformed intruder particle-hole excitations. We discuss these excitations as mainly coexisting families of states forming the global structure of these nuclei. Then, we investigate how local large perturbations can cause strong mixing between the two families. The coupling is studied in detail and a particular set of selection rules governing the mixing leads to the introduction of a new basis in order to discuss the interaction between vibrational and intruder excitations. Numerical applications are carried out for ${ }^{12,114} \mathrm{Cd}$.


## 1. Introduction

In the study of nuclear structure properties in nuclei with just a few protons (neutrons) away from a closed shell configuration but many valence neutrons (protons), one encounters the characteristics of anharmonic quadrupole vibrational excitations mainly. It has been shown though that in the $Z=50$ mass region ( $\mathrm{Cd}, \mathrm{Te}, \ldots$ ) [1-11] and, similarly in the $Z=82$ mass region ([10] and references therein) a number of extra states below the pair gap breaking energy do appear in a systematic way which cannot easily be accommodated in the vibrational picture.

It is precisely the mass regions where a systematic observation of particle-hole ( $\mathrm{p}-\mathrm{h}$ ) excitations has been made in the odd-mass nuclei adjacent to the $Z=50(\mathrm{In}, \mathrm{Sb})$ and $Z=82$ ( $\mathrm{Tl}, \mathrm{Bi}$ ) nuclei [11]. These $\mathrm{p}-\mathrm{h}$ excitations can give rise to deformed


Fig. 1. The variation of the lowest $2 \mathrm{p}-2 \mathrm{~h} 0^{+}$intruder configuration over a given mass region, and this as a function of the number of valence nucleons (i.e. neutron numbers for a proton 2p-2h excitation) [10]. Both the pairing energy correction ( $\Delta E_{\text {pair }}$ ) as well as the relative binding energy gain due to quadrupole proton-neutron interactions are drawn, albeit in a schematic way. The specific particle configurations are drawn as inserts.
states coexisting with the regular, low-lying excitations. In that spirit, it is quite a small step to suggest the appearance of similar $\mathrm{p}-\mathrm{h}$ excitations in the even-even nuclei at or near to the closed shells. The most dramatic examples of possible $2 \mathrm{p}-2 \mathrm{~h}$ excitations across a major shell closure have been seen in the even-even Pb nuclei [12,13] and in the Pb region ( $\mathrm{Hg}, \mathrm{Pt}, \mathrm{Po}, \ldots$ ). Also the Sn region ( Sn nuclei [14] and nearby Cd nuclei) are good examples where both vibrational and intruder states do appear. The fact that these intruder $\mathrm{p}-\mathrm{h}$ excitations can compete in excitation energy with the more regular excitations is mainly due to the large binding energy gain realized within the intruder configuration ( $2 \mathrm{p}-2 \mathrm{~h}$ ) originating from the proton-neutron interactions. This behavior can be rather easily derived when using a quadrupole proton-neutron force and shows maximal binding energy gain at the mid-shell configurations (for $\mathrm{Sn}, \mathrm{Cd}, \mathrm{Te}$ near $N=66$; for $\mathrm{Hg}, \mathrm{Pb}$, Po near $N=104, \ldots$ ). In Fig. 1 a schematic illustration of the mass dependence for the lowest $0^{+}$intruder state is shown.

The question whether no other explanations or descriptions can equally well account for these extra excitations, of course, comes up. There have been attempts made to explain the extra states as resulting from very large anharmonicities in the vibrational model, bringing states from higher phonon multiplets down in energy [4-6,15-17]. Given the fact that most $B(\mathrm{E} 2)$ values seem to fulfill the harmonic vibrational intensity
and selection rules has been a guide in that respect. There is, however, a problem since large energy anharmonicities will mostly lead to large anharmonicities in the $B$ ( E 2 ) values too, and the aim is an understanding of both the energies and E2 decay rates within a single framework and thus for all states below the pair gap.

Still other explanations have invoked the idea that in coupling the proton and neutron excitations, modes where the different charge components are coupled in a nonsymmetric way (mixed-symmetry states within the IBM-formalism [18]) might explain the extra low-lying $2^{+}$states [7,8]. Even though this approach gives some success for the particular extra $2^{+}$state, the low-lying $0^{+}$extra state is missing in the description and the energy dependence of the mixed-symmetry states is difficult to understand [19].
It seems, looking to the large systematic basis on the appearance of intruder p-h bands near closed shells, that only the picture including shape coexistence related to the extra pairs being created relative to the normal states can give a rather consistent and general framework in order to describe the extra states near closed shells [19].

In recent years, the Cd isotopes have received particular interest in testing the above ideas. A variety of techniques encompassing $\gamma$-ray spectroscopy, inelastic scattering studies, transfer reactions, .. .have allowed to establish level schemes as complete as possible for a large chain of Cd nuclei [1-8,20-22] with rather compelling evidence for $0^{+}$intruder states near the $N=66$ mid-shell region and, in ${ }^{110,112} \mathrm{Cd}$, with intruder bands extending to rather high excitation energy and high-spin values.

The aim of the present paper is (i) to show that a global structure is present in the Cd nuclei comprising both the set of anharmonic quadrupole vibrational excitations and the intruder bands (Section 2.1) and, (ii) to indicate evidence that only very local perturbations will mix the two families at well defined spin values. The precise meaning of the terms "global" and "local" are defined in Ref. [19]. We investigate a new basis which incorporates most of the effects due to the presence of rather selective mixing related to underlying similarities (a common $O$ (5) subgroup in the IBM group chains) [23] between the vibrational and intruder excitations.

The formulation makes use of the IBM algebraic structure [18] where $2 \mathrm{p}-2 \mathrm{~h}$ excitations can be considered as two extra bosons. The configuration mixing picture, as worked out originally by Duval and Barrett, is thereby used [24]. Even though a number of numerical studies of intruder excitations concentrating on the Cd nuclei have been carried out [3,25-30], we shall concentrate on (i) the underlying mechanism causing the coupling between the vibrational and intruder bands to be so selective [23,19], and, (ii) the possibility of having intruder analog multiplets surviving to a large extent in these Cd nuclei [31] making up for the global, rather simple structure of these Cd nuclei.

We also point out that a possibility exists to bridge the gap between on one hand calculations using the IBM configuration mixing and starting from a basis that implies strong mixing for certain states ( $0^{+}$states) and, on the other hand, attempts to describe all observed E2 properties using rather an unmixed picture of anharmonic quadrupole vibrations serving as the physical basis.

## 2. Coexistence in the even-even Cd nuclei: global properties and local perturbations

In the present section, we try to describe the main features of all excited states up to the energy where the multitude of more complex broken-pair shell-model configurations appear in the spectra. Even in this region, a number of collective bands can be observed to rather high spin values [1-3].

We first concentrate on the main structures: the Cd nuclei are still approximately behaving like anharmonic quadrupole vibrators, at first instance. The presence of a number of extra states near the two-phonon energy, and a band associated with a more deformed, intrinsic structure is also quite clear [1-8]. These two features: anharmonic quadrupole vibrational excitations completed with intruder bands makes up for the global nuclear structure properties. Whenever states of these different families come close together, large mixing of the wave functions should inevitably show up: these perturbations will result in modifications in the electromagnetic decay properties of the independent subsystems [32]. We call these the local perturbations, following Ref. [19].

It is our aim to describe both global and local properties as correct as possible.

### 2.1. Global symmetry properties

One has observed that a description of all low-lying levels in the even-even Cd nuclei making use of anharmonic quadrupole vibrational excitations is not easily possible. Introduction of various anharmonic corrections to the purely harmonic vibrator can stretch the region of validity of the basic quadrupole vibrational picture but it remains rather difficult to describe both (i) the precise energy of the various members and (ii) the E2 transition rates [5,6,15-17].

Making use of the $U(5)$ limit of the interacting boson model [18] and starting from the hamiltonian in this chain, which results into the energy expression

$$
\begin{equation*}
E\left(n_{\mathrm{d}}, v, L\right)=\epsilon n_{\mathrm{d}}+\alpha n_{\mathrm{d}}\left(n_{\mathrm{d}}+4\right)+\beta v(v+3)+\gamma L(L+1), \tag{1}
\end{equation*}
$$

where $\epsilon, \alpha, \beta$ and $\gamma$ denote the strengths for the various Casimir operators (linear $\mathrm{U}(5)$, quadratic $U(5)$, quadratic $O(5)$ and quadratic $O(3)$, respectively); fits have been made for various even-even Cd nuclei (see Fig. 2) [3,19,33,34]. Even though these fits give a rather good description of a large part of the low-lying states, a large number of levels are still missing to complete the global structure as observed in the even-even Cd nuclei.

The additionally observed low-lying states could be interpreted as intruder excitations, in the light of the observation of low-lying intruder excitations appearing systematically in both odd-mass In ( $\left.1 / 2^{+}, 3 / 2^{+}, \ldots\right)$; $\mathrm{Sb}\left(9 / 2^{+}, 11 / 2^{+}, \ldots\right)$ [11] as well as in the even-even Sn nuclei $\left(0^{+}, 2^{+}, 4^{+}, \ldots\right.$ band) [10] preferentially near the neutron midshell $N=66$ position. Microscopically, they are understood to be $4 \mathrm{~h}-2 \mathrm{p}$ excitations that acquire a particular low energy through the increased proton-neutron binding energy, relative to the regular $2 h$ configurations. This idea has been developed in a systematic way and has been amply illustrated to persist experimentally in many more mass re-


Fig. 2. Comparison between the theoretical $\mathrm{U}(5)$ description of excitations in ${ }^{110,112,114} \mathrm{Cd}$ with the anharmonic quadrupole vibrational part of the experimental spectrum [19].
gions [10]. In completing the family of anharmonic quadrupole vibrational excitations with the intruder excitations, one might well reach a global description in the even-even Cd nuclei.

Following the suggestion of a possible classification of the intruder bands as members of intruder analog multiplets [31] where particle and hole bosons are considered as spin $+1 / 2$ and $-1 / 2$ projections of intruder spin $1 / 2$ objects, a connection between

$$
\begin{equation*}
n h \leftrightarrow(n-2) h-2 p \leftrightarrow(n-4) h-4 p \leftrightarrow \ldots n p \tag{2}
\end{equation*}
$$

configurations could be made. In such a description the intruder $4 \mathrm{~h}-2 \mathrm{p}$ states in the even-even Cd nuclei would be members of a $I=3 / 2$ multiplet (with $I_{z}=-1 / 2$ ) and thus should resemble the ground-state bands in the $I=3 / 2, I_{z}=-3 / 2 \mathrm{Ru}$ even-even nuclei $[3,31,34]$. That this is rather well the case is shown in Fig. 3. As the Ru isotopes are $\gamma$-unstable nuclei, the intruder band should be approximately described by the $\mathrm{O}(6)$ limit of the IBM [18], with corresponding energy formula

$$
\begin{equation*}
E(\sigma, \tau, L)=\alpha^{\prime} \sigma(\sigma+4)+\beta^{\prime} \tau(\tau+3)+\gamma^{\prime} L(L+1) \tag{3}
\end{equation*}
$$

or, alternatively,

$$
\begin{equation*}
E(\sigma, \tau, L)=\alpha^{\prime \prime}(N-\sigma)(N+\sigma+4)+\beta^{\prime \prime} \tau(\tau+3)+\gamma^{\prime \prime} L(L+1) \tag{4}
\end{equation*}
$$

where $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ are the strengths of the quadratic $O(6), O(5)$ and $O(3)$ Casimir operators, respectively. The $\alpha^{\prime \prime}, \beta^{\prime \prime}, \gamma^{\prime \prime}$ strengths are related to $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ as discussed e.g. by Casten and Warner [35].


Fig. 3. Comparison of the intruder multiplet structure ( $2 \mathrm{p}-4 \mathrm{~h}$ configuration) in the ${ }^{110,112,114} \mathrm{Cd}$ nuclei (normalized to the lowest $0^{+}$intruder state) with the corresponding ground-state bands ( 6 hole configurations) in the even-even ${ }^{106,108,10} \mathrm{Ru}$ nuclei [19].

Putting the formulae 1 and 3 (or 4) together, one obtains a rather good description of all states and can make up for a global picture to discuss the even-even Cd nuclei.

### 2.2. Mixing: strong versus weak-mixing

It is clear that the two families ( $\mathrm{U}(5)$-like and $\mathrm{O}(6)$-like or, anharmonic quadrupole vibrations and the intruder bands) will most probably mix whenever equal $J^{\pi}$ states come close together. It was shown, using a method developed by Duval and Barrett [24], how such an intruder band can interact with the regular bands. Starting from configuration mixing calculations taking into account both the two-hole ( $\bar{N}_{\pi}=1$ ) and $4 \mathrm{~h}-2 \mathrm{p}\left(\bar{N}_{\pi}=3\right)$ boson states, as well as the relative energy difference caused by the energy needed to create an additional $2 \mathrm{p}-2 \mathrm{~h}$ pair, rather detailed calculations in the Cd region and other mass regions could be carried out [25-30]. A general mixing hamiltonian, determined within the IBM formalism, connects the $N$ to $N+2$ model space by creating two more pairs (a $2 \mathrm{p}-2 \mathrm{~h}$ excitation). In the sd-boson model, one could either do this creating two more $s$ bosons or two more $d$ bosons, so the coupling hamiltonian reads ${ }^{1}$

$$
\begin{equation*}
H_{\operatorname{mix}}=\alpha\left(s^{+} s^{+}+\text {h.c. }\right)^{(0)}+\beta\left(d^{+} d^{+}+\text {h.c. }\right)^{(0)} \tag{5}
\end{equation*}
$$

[^0]

Fig. 4. The coupling between a $U(5)$ and intruder $O(6)$ spectrum (scale arbitrary but drawn after the typical situation as observed in the even-even Cd nuclei). The quantum numbers $n_{\mathrm{d}}$ (in the $\mathrm{U}(5)$ limit) and $\tau$ (for the $O(6)$ limit) are denoted. Forbidden matrix elements are denoted by the dotted lines $[23,19]$.

In terms of the intruder spin this means that $|\Delta I|=1$ couplings are possible and, using the sd-boson model structure that $\Delta n_{\mathrm{d}}=0, \pm 2$ coupling terms will result.

The detailed, numerical studies of the mixing between the N and $N+2$ configuration spaces carried out within the proton-neutron IBM (IBM-2) leads to the introduction of quite some extra parameters [25-30]. Their determination is constrained by the simultaneous description of many isotopes [26,30] and by microscopic arguments [30,32]. Here, we first look to the more general features the above coupling hamiltonian can create. To highlight the coupling effects, we use the $\mathrm{U}(5)-\mathrm{O}(6)$ model [3], which allows an analytic treatment of shape coexistence [33].

### 2.2.1. Mixing the pure $U(5)$ and $O(6)$ symmetries

In Fig. 4 we indicate in a schematic way (adjusted to the more realistic cases of $110,112,114 \mathrm{Cd})$ the relative positions of the lowest $U(5)$ and $O(6)$ multiplet members. Even though, near the two-phonon $0^{+}, 2^{+}, 4^{+} n_{d}=2$ states the lowest $O(6) 0^{+}, 2^{+}$ states show up, the coupling hamiltonian imposes certain selection criteria [3,19], which are related to the common $O(5)$ subgroup [23].

Trivially, the mixing hamiltonian only connects states with $\Delta n_{d}=0, \pm 2$. This selection rule is, however, not the only one that affects the mixing. To illustrate this, we can consider the intruder states to be described by the $O(6)$ symmetry. Then, one can
expand a pure $\mathrm{O}(6)$ state, characterized by given $N+2, \sigma, \tau, L$ values, into the $\mathrm{U}(5)$ basis, i.e.

$$
\begin{equation*}
|[N+2], \sigma, \tau, L\rangle=\sum_{n_{\mathrm{d}}} a_{n_{d}}^{N+2, \sigma, \tau=v}\left|[N+2], n_{\mathrm{d}}, v, L\right\rangle, \tag{6}
\end{equation*}
$$

where $N$ refers to the number of bosons in the normal configuration and the sum over $n_{\mathrm{d}}$ goes as:

$$
\begin{equation*}
n_{\mathrm{d}}=\tau, \tau+2, \tau+4, \ldots \leqslant N+2 \tag{7}
\end{equation*}
$$

This decomposition, studied in detail in Refs. [23,19], forbids any coupling of $\mathrm{U}(5)$ and $O(6)$ states, even when they are degenerate, if

$$
\begin{equation*}
\tau-n_{\mathrm{d}}=\mathrm{odd} \tag{8}
\end{equation*}
$$

This condition (8) allows strong mixing between $0_{2}^{+}$and $0_{3}^{+}$states but no mixing between $2_{2}^{+}$and $2_{3}^{+}$states. This behavior was very recently observed in ${ }^{112} \mathrm{Cd}$ by Hertenberger et al. [36] in ( $p, p^{\prime}$ ) and ( $d, d^{\prime}$ ) experiments. The mixing conditions can be defined in a more succinct way by noting that the mixing hamiltonian (5) can be rewritten as an $\mathrm{O}(5)$ scalar operator implying the even more stringent condition $v=\tau$ [19]. Thus one obtains the selection rules on the mixing by

$$
\begin{equation*}
\Delta L=0 ; \quad \Delta n_{\mathrm{d}}=0, \pm 2 ; \quad v=\tau \tag{9}
\end{equation*}
$$

if the intruder states are described by $\mathrm{O}(6)$ and the regular states by $\mathrm{U}(5)$. In Fig. 4 the states which, according to the above selection rules, can mix are linked by a thick arrow, forbidden couplings with dotted lines. One has to keep in mind that coupling matrix elements are quite small and 100 keV is almost an upper limit. In the light of typical energy separations e.g. for the $4_{1}^{+}$and $4_{2}^{+}$states, $6_{1}^{+}$and $6_{2}^{+}$states, even allowed coupling terms will give rise to rather small mixing effects.

It is this selection mechanism which makes that the global structure remains intact up to rather high spin states, and that only a few cases $\left(0_{2}^{+}-0_{3}^{+}\right.$as the most dominant coupling) give rise to locally strong deviations from coexisting band structures.

### 2.2.2. The choice of a basis

In practice, when trying to describe the even-even Cd nuclei, one goes beyond the $U(5)$ and $O(6)$ basis states. Realistic IBM-2 hamiltonians, as discussed before [2,10,25$27,29,30,32,34,36]$, however do preserve in part the selective mixing when inspecting the obtained wave functions.

Knowing that the major coupling for the region $E_{x} \approx 1.5 \mathrm{MeV}$ is mainly situated in the $0_{2}^{+}-0_{3}^{+}$channel which has as consequence an important modification of the E2 transition rates, we propose to take into account this observation by carrying out a two-step diagonalization of the mixing hamiltonian:
(i) The realistic model spaces describing the regular (proton two-hole configurations) and the intruder (proton four-hole two-particle configurations) excitations are ob-
tained according to the Duval, Barrett method [24] and denoted by $\left|J_{i}^{\pi} ; \bar{N}_{\pi}=1\right\rangle$ and $\left|J_{j}^{\pi} ; \bar{N}_{\pi}=3\right\rangle$, respectively.
(ii) Considering the major effects of $H_{\text {mix }}$, Eq. (5), as outlined in the analytic $\mathrm{O}(6)-$ $\mathrm{U}(5)$ coupling model [23,34], to be preserved, a strong coupling between the $0_{2}^{+}$ and $0_{3}^{+}$states and only weak coupling between the $2_{2}^{+}-2_{3}^{+}$and $4_{1}^{+}-4_{2}^{+}$levels occur. Then, the matrix $U$ carrying out the transformation from the basis $\left|J_{i}^{\pi} ; \bar{N}_{\pi}=1\right\rangle$, $\left|J_{j}^{\pi} ; \bar{N}_{\pi}=3\right\rangle$ to the actual eigenstates can be split into a part $U^{(s)}$ ( $s$ : strong mixing, following the $\mathrm{O}(6)-\mathrm{U}(5)$ coupling model) followed by a part $U^{(w)}$ ( $w$ : weak mixing part):

$$
\begin{equation*}
U=U^{(w)} U^{(s)} \tag{10}
\end{equation*}
$$

The transformation

$$
\begin{equation*}
U^{(s)}\binom{\left|J_{i}^{\pi} ; \bar{N}_{\pi}=1\right\rangle}{\left|J_{j}^{\pi} ; \bar{N}_{\pi}=3\right\rangle} \tag{11}
\end{equation*}
$$

results into the intermediate (called new) basis as approximate eigenstates to the full problem and where the remaining, more detailed mixing effects are diagonalized by $U^{(w)}$.
The matrix $U^{(s)}$ is determined by inspecting the major effects caused by $H_{\text {mix }}$ on the final wave functions for a given Cd nucleus. Thus, the structure and amplitudes can change somewhat in proceeding through the whole series of even-even Cd nuclei in the mid-shell (around $N=66$ ) region. For ${ }^{114} \mathrm{Cd}$ we have chosen the new basis as

$$
\begin{align*}
& \left|0_{1}^{+}\right\rangle=\left|0_{1}^{+} ; \bar{N}_{\pi}=1\right\rangle, \\
& \left|0_{2}^{+}\right\rangle=\frac{1}{\sqrt{2}}\left|0_{2}^{+} ; \bar{N}_{\pi}=1\right\rangle+\frac{1}{\sqrt{2}}\left|0_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \\
& \left|0_{3}^{+}\right\rangle=\frac{1}{\sqrt{2}}\left|0_{2}^{+} ; \bar{N}_{\pi}=1\right\rangle-\frac{1}{\sqrt{2}}\left|0_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \\
& \left|2_{1}^{+}\right\rangle=\sqrt{1-\epsilon^{2}}\left|2_{1}^{+} ; \bar{N}_{\pi}=1\right\rangle+\epsilon\left|2_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \\
& \left|2_{2}^{+}\right\rangle=\gamma\left|2_{2}^{+} ; \bar{N}_{\pi}=1\right\rangle+\delta\left|2_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \\
& \left|2_{3}^{+}\right\rangle=-\delta\left|2_{2}^{+} ; \bar{N}_{\pi}=1\right\rangle+\gamma\left|2_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \\
& \left|4_{1}^{+}\right\rangle=\gamma^{\prime}\left|4_{1}^{+} ; \bar{N}_{\pi}=1\right\rangle+\delta^{\prime}\left|4_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \\
& \left|4_{2}^{+}\right\rangle=-\delta^{\prime}\left|4_{1}^{+} ; \bar{N}_{\pi}=1\right\rangle+\gamma^{\prime}\left|4_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle, \tag{12}
\end{align*}
$$

with $\gamma=\gamma^{\prime}=0.95, \delta=\delta^{\prime}=0.30$ and $\epsilon=-0.12$. The small, but non-zero value of $\epsilon$ already takes into account in the new basis some small intruder state mixing effects in the $2_{1}^{+}$state (mainly one-quadrupole phonon $\bar{N}_{\pi}=1$ state) which will prove to be important in determining the effective E 2 operator acting in this new basis. We also allow by $\gamma$ and $\delta$ a slight perturbation compared to the more stringent $\mathrm{U}(5)-\mathrm{O}(6)$ model in which the $\left|2_{2}^{+}\right\rangle$and $\left|2_{3}^{+}\right\rangle$do not mix [23].

This intermediate basis should approximate the experimental situation already quite well and will determine new effective E2 matrix elements through the relation

Table 1
E2 reduced matrix elements in the unperturbed "vibrational" ( $\bar{N}_{\pi}=1$ ) and "intruder" ( $\bar{N}_{\pi}=3$ ) basis (units $e \cdot \mathrm{fm}^{2}$ )

| $\bar{N}_{\pi}=1$ |  | $\bar{N}_{\pi}=3$ |  |
| :---: | ---: | ---: | ---: |
| $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 0_{1}^{+}\right\rangle$ | -70 | $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 0_{1}^{+}\right\rangle$ | 126 |
| $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 0_{2}^{+}\right\rangle$ | -33 | $\left\langle 2_{1}^{+}\right\|\left\|M(\mathrm{E} 2) \\| 2_{1}^{+}\right\rangle$ | 90 |
| $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 2_{1}^{+}\right\rangle$ | -37 | $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 4_{1}^{+}\right\rangle$ | 200 |
| $\left\langle 2_{2}^{+}\\|M(\mathrm{E} 2)\\| 0_{2}^{+}\right\rangle$ | -28 | $\left\langle 4_{1}^{+} \\| M(\mathrm{E} 2) \mid 4_{1}^{+}\right\rangle$ | 80 |
| $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 2_{2}^{+}\right\rangle$ | -83 |  |  |
| $\left\langle 2_{2}^{+}\\|M(\mathrm{E} 2)\\| 2_{2}^{+}\right\rangle$ | 19 |  |  |
| $\left\langle 2_{1}^{+}\\|M(\mathrm{E} 2)\\| 4_{1}^{+}\right\rangle$ | -120 |  |  |
| $\left\langle 2_{2}^{+}\\|M(\mathrm{E} 2)\\| 4_{1}^{+}\right\rangle$ | -20 |  |  |
| $\left\langle 4_{1}^{+}\\|M(\mathrm{E} 2)\\| 4_{1}^{+}\right\rangle$ | -60 |  |  |

$$
\begin{equation*}
\left.\left\langle J_{i}^{\pi}\right||M(\mathrm{E} 2)| J_{f}^{\pi}\right\rangle=\sum_{\substack{j, N_{\pi} \\ k, N_{\pi}}} U^{(s)}\left(J_{i}^{\pi} ; j \bar{N}_{\pi}\right) U^{(s)}\left(J_{f}^{\pi} ; k \bar{N}_{\pi}\right)\left\langle J_{j}^{\pi} ; \bar{N}_{\pi}\|M(\mathrm{E} 2)\| J_{k}^{\pi} ; \bar{N}_{\pi}\right\rangle \tag{13}
\end{equation*}
$$

where the $U^{(s)}$ elements are nothing but the coefficients as given by the wave functions of Eq. (12). From the knowledge of the elementary matrix elements $\left\langle J_{j}^{\pi} ; \bar{N}_{\pi}=1\|M(\mathrm{E} 2)\| J_{k}^{\pi} ; \bar{N}_{\pi}=1\right\rangle$ and the analogous matrix elements but now with $\bar{N}_{\pi}=3$, one gets simple expressions. In Table 1, we present these elementary "uncoupled" $\bar{N}_{\pi}=1$ and $\bar{N}_{\pi}=3$ matrix elements (in units $e \cdot \mathrm{fm}^{2}$ ). The values are determined according to the IBM-2 calculation of Ref. [30] for ${ }^{114} \mathrm{Cd}$ using all the parameters as fixed in that study. In Table 2, we then show for the various transitions, both the "uncoupled" value, the contributions to Eq. (13) from the $\bar{N}_{\pi}=1$ part (called vibrational), from the $\bar{N}_{\pi}=3$ part (intruder) as well as the total value (in units $e \cdot \mathrm{fm}^{2}$ ). Thereby, new effective charges are defined and it is interesting to see what the major changes induced to the "uncoupled" scheme will be. We illustrate these results in Fig. 5. At first glance, almost no changes occur except for
(i) a coupling of the otherwise uncoupled $2_{3}^{+}$state, decaying to the lower-lying $2_{2}^{+}$,
(ii) the strong $0_{3}^{+} \rightarrow 2_{2}^{+} \mathrm{E} 2$ transition.

In this intermediate basis, one has lost the pure interpretation of a two-phonon quadrupole $0^{+}$state and an intruder $0^{+}$state through the perfect $1 / \sqrt{2}, 1 / \sqrt{2}$ linear combination. Almost the same linear combination was obtained with the coupling model in Ref. [34]. This intermediate basis comes already quite close to explaining the experimental situation. Therefore, the remaining modifications (in general) to E2 transitions and energy shifts will be rather small. In Table 2 we also give the experimental E2 matrix elements as derived by Fahlander et al. [6]. A comparison of these matrix elements and the newly derived, effective E2 matrix elements is interesting. One observes that
(i) if a certain E2 matrix element arises from a transition allowed in the uncoupled picture (column 2 of Table 2), the final theoretical value (column 5) never deviates

Table 2
The results for the effective E2 matrix elements after applying that part of the diagonalization, called $U^{(s)}$ (Eq. (11)). Both the uncoupled, the total vibrational ( $\bar{N}_{\pi}=1$ ) and intruder ( $\bar{N}_{\pi}=3$ ) parts to the E2 matrix element are given. The total value is given (all in units $e \cdot \mathrm{fm}^{2}$ ) as well as the E 2 matrix elements deduced from experiment by Fahlander et al. [6] (column Exp.). The present table is used to construct the right-hand part in Fig. 5

| $J_{i}^{\pi} \rightarrow J_{f}^{\pi}$ | Uncoupled | Vibrational | Intruder | Total | Exp. ${ }^{\text {a }}$ |
| ---: | :---: | ---: | ---: | ---: | :---: |
| $2_{1}^{+} \rightarrow 0_{1}^{+}$ | $-70(\mathrm{~V})$ | -70 | 0 | -70 | 71.4 |
| $0_{2}^{+} \rightarrow 2_{1}^{+}$ | 0 | -23 | -11 | -34 | 30.0 |
| $2_{2}^{+} \rightarrow 0_{1}^{+}$ | 0 | 0 | 0 | 0 | 9.1 |
| $\rightarrow 2_{1}^{+}$ | $-83(\mathrm{~V})$ | -79 | -3 | -82 | $60.6^{\mathrm{b}}$ |
| $\rightarrow 0_{2}^{+}$ | 0 | -19 | 31 | 12 | -17.0 |
| $4_{1}^{+} \rightarrow 2_{1}^{+}$ | $-120(\mathrm{~V})$ | -114 | -7 | -121 | 135.0 |
| $\rightarrow 2_{2}^{+}$ | $-20(\mathrm{~V})$ | -18 | 18 | 0 | -35.0 |
| $0_{3}^{+} \rightarrow 2_{1}^{+}$ | $-33(\mathrm{~V})$ | -23 | 11 | -12 | 0.30 |
| $\rightarrow 2_{2}^{+}$ | $-28(\mathrm{~V})$ | -18 | -31 | -49 | $67.0^{\mathrm{b}}$ |
| $2_{3}^{+} \rightarrow 0_{1}^{+}$ | 0 | 0 | 0 | 0 | 7.30 |
| $\rightarrow 2_{1}^{+}$ | 0 | 25 | -10 | 15 | 2.50 |
| $\rightarrow 0_{2}^{+}$ | $126(\mathrm{I})$ | 6 | 84 | 90 | $103.0^{\mathrm{b}}$ |
| $\rightarrow 4_{1}^{+}$ | 0 | 6 | 57 | 63 | $86.0^{\mathrm{b}}$ |
| $\rightarrow 2_{2}^{+}$ | 0 | 5 | -26 | -21 | $73.0^{\mathrm{b}}$ |
| $\rightarrow 0_{3}^{+}$ | 0 | 6 | -84 | -78 | 33.0 |
| $4_{2}^{+} \rightarrow 2_{1}^{+}$ | 0 | 36 | -23 | 13 | 11.0 |
| $\rightarrow 2_{2}^{+}$ | 0 | 6 | 57 | 63 | 97.0 |
| $\rightarrow 2_{3}^{+}$ | $200(\mathrm{I})$ | 2 | -180 | -178 | 185.0 |
| $\rightarrow 4_{1}^{+}$ | 0 | 23 | 40 | 61.0 |  |
| $2_{1}^{+} \rightarrow 2_{1}^{+}$ | $-37(\mathrm{~V})$ | -37 | 1 | -36 | -36.0 |
| $2_{2}^{+} \rightarrow 2_{2}^{+}$ | $19(\mathrm{~V})$ | 17 | 1 | 18 | 92.0 |
| $2_{3}^{+} \rightarrow 2_{3}^{+}$ | $90(\mathrm{I})$ | 2 | 81 | 83 | 29.0 |
| $4_{1}^{+} \rightarrow 4_{1}^{+}$ | $-60(\mathrm{~V})$ | -54 | 7 | -47 | -95 |

${ }^{\text {a }}$ Ref. [6] Fahlander et al. data.
${ }^{\text {b }}$ These values are rescaled from Ref. [6] using the branching ratios determined and discussed in Ref. [5].
much from the uncoupled value and comes quite close to the experimental matrix elements (column 6), except for the $4_{1}^{+} \rightarrow 2_{2}^{+}$and $0_{3}^{+} \rightarrow 2_{1}^{+}$transitions. In both cases, strong destructive interference between the vibrational and intruder part shows up and even minor modifications of the small factors $\delta$ and $\epsilon$ can change these values in a decisive way (changing $\epsilon$ from -0.12 to -0.25 would give almost exact cancellation for the $0_{3}^{+} \rightarrow 2_{1}^{+}$, E 2 matrix element). So, the intermediate or new basis cannot produce stable numbers for those transitions.
(ii) for those E2 transitions that are forbidden in the uncoupled basis (value of 0 in column 2), the new basis results in almost all cases ( $0_{2}^{+} \rightarrow 2_{1}^{+} ; 2_{2}^{+} \rightarrow 0_{2}^{+}$; $\left.2_{3}^{+} \rightarrow 2_{1}^{+}, 4_{1}^{+}, 2_{2}^{+}, 0_{3}^{+} ; 4_{2}^{+} \rightarrow 2_{1}^{+}, 2_{2}^{+}, 4_{1}^{+}\right)$in a serious improvement and approaches


Fig. 5. (a) The quadrupole vibrational ( $\bar{N}_{\pi}=1$ ) and intruder ( $\bar{N}_{\pi}=3$ ) $B(E 2)$ values in ${ }^{114} \mathrm{Cd}$ for an uncoupled situation. The widths of the arrows have been normalized to the $B\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$value ( $\simeq 1000 e^{2} \mathrm{fm}^{4}$ ). Values between brackets denote the diagonal matrix elements $\left\langle J_{i}^{\pi}\right|\left|M(\mathrm{E} 2) \| J_{i}^{\pi}\right\rangle$ for the $2_{1}^{+}$ and $4_{1}^{+}$states also in units $e \cdot \mathrm{fm}^{2}$. Forbidden transitions are indicated (dashed lines). (b) The same as for (a) but now using the wave functions obtained using the basis (Eq. (12)) after the transformation $U^{(s)}$. The new, effective $B(E 2)$ values and $E 2$ diagonal matrix elements are drawn with the convention described under (a).
the experimental E2 matrix elements. Here, the action of the remaining weakmixing transformation $U^{(w)}$ improves the comparison of the theoretical E2 matrix elements with the numbers of Fahlander et al. [6].
At this point, we like to comment on the studies by Casten et al. [5] and Fahlander et al. [6] trying, in part, to constrain the structure of Cd nuclei to that of an anharmonic quadrupole vibrator. It is indeed very close to reality that, looking to E2 transitions, one might make the choice of a "physical" basis that relates to a strongly perturbed quadrupole vibrator in the energies, keeping the E 2 rates rather well intact according to the original E2 vibrational intensity and selection rules. One could say that Casten et al. [5] and Fahlander et al. [6] have somehow "chosen" the intermediate basis (see our Eqs. (12)) to work with. This becomes even more convincing when comparing in detail the E2 matrix elements as deduced by Fahlander et al. [6] with the effective E2 matrix elements as derived in the new, intermediate basis (see our Eqs. (12)). It seems that the selective $\mathrm{O}(6)-\mathrm{U}(5)$ mixing mechanism modifies the original, uncoupled basis of $\left|J_{i}^{\pi} ; \bar{N}_{\pi}=1\right\rangle$ and $\left|J_{j}^{\pi} ; \bar{N}_{\pi}=3\right\rangle$ into a new basis that approaches the observed situation already to a good degree.

So, the resulting outcome is overall a global structure obtained by having the quadrupole anharmonic spectrum (mainly $U(5)$ ) and the intruder bands (mainly $O(6)$ symmetry) put together with, a particularly strong local perturbation at the level of the
a)

b)


Fig. 6. (a) Same as in Fig. 5a but now for the full diagonalization in ${ }^{114} \mathrm{Cd}$. (b) Same as in Fig. 5 b but now presenting the experimental values in ${ }^{114} \mathrm{Cd}$.
$\bar{N}_{\pi}=1,0_{2}^{+}$two-phonon and $\bar{N}_{\pi}=3,0_{1}^{+}$lowest intruder state.

### 2.2.3. Detailed results for ${ }^{114} \mathrm{Cd}$

In order to carry out the full diagonalization one still needs the part $U^{(w)}$ that takes care of the remaining mixing parts, and so a weak-mixing in the new, intermediate basis inevitably results. The part $U^{(w)}$ is given by the expression

$$
\begin{equation*}
U^{(w)}=U U^{-1(s)} \tag{14}
\end{equation*}
$$

and has been derived for the case of ${ }^{114} \mathrm{Cd}$ [30]. For the detailed calculation of ${ }^{114} \mathrm{Cd}$, all parameters (hamiltonian, E 2 boson effective charges, ...) are identical with the ones used in Ref. [30] with the choice $\epsilon\left(N_{\pi}=3\right)=0.32$ (see Fig. 6). Before discussing the final E2 pattern (and energies) we give, in Table 3, parts of the $U^{(w)}$ matrices for the $0^{+}$and $2^{+}$states. Here, it immediately becomes clear that the maximal mixing between the $\left|0_{2}^{+}, \bar{N}_{\pi}=1\right\rangle$ (quadrupole two-phonon state) and the $\left|0_{1}^{+}, \bar{N}_{\pi}=3\right\rangle$ (lowest $0^{+}$ intruder state) has been transformed away, indicating only very weak mixing with the $0_{1}^{+}$state. For the $2^{+}$state, the lowest part of $U^{(w)}$ shows the same effects and even the small mixing amplitude ( $\delta=0.3$ ) is transformed away in the final step to almost zero (see the non-diagonal $(2,3)$ and $(3,2)$ elements).

The detailed results concerning $B(\mathrm{E} 2)$ values are presented in Table 4 where besides the data (column 2), the $B(E 2)$ values for both the unmixed ( $\alpha=\beta=0$; column 3) and optimally mixed ( $\alpha=\beta=0.08$, column 4 ) as well as the values obtained by Délèze et al. [2] for the same nucleus ${ }^{114} \mathrm{Cd}$, are presented. In order to give an impression on the sensitivity of the $B$ (E2) values to the mixing strengths $\alpha$ and $\beta$ (see Eq. (5)),

Table 3
(a) The two-step procedure with (i) $U^{(s)}$ and the corresponding basis in the upper part and, (ii) the weak-mixing transformation matrix $U^{(w)}$ now acting on the new basis of $0^{+}$states. Only the lower 3 rows and columns are given here. (b) Same caption as part (a) but now for the $2^{+}$level
(a)

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
1 & 0 & 0 & \cdots \\
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \cdots \\
0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & \cdots \\
\vdots & \vdots & \vdots
\end{array}\right]\left[\begin{array}{c}
\left|0_{1}^{+} ; \bar{N}_{\pi}=1\right\rangle \\
\left|0_{2}^{+} ; \bar{N}_{\pi}=1\right\rangle \\
\left|0_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle \\
\vdots
\end{array}\right]} \\
& {\left[\begin{array}{cccc}
0.9963 & 0.0543 & -0.0459 & \cdots \\
-0.0578 & 0.9925 & -0.0817 & \cdots \\
-0.0405 & -0.0826 & -0.9896 & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right]\left[\begin{array}{c}
\left|0_{1}^{+}\right\rangle \\
\left|0_{2}^{+}\right\rangle \\
\left|0_{3}^{+}\right\rangle \\
\vdots
\end{array}\right]}
\end{aligned}
$$

(b)

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
1 & 0 & -0.12 & \cdots \\
0 & 0.95 & 0.30 & \cdots \\
0 & -0.30 & 0.95 & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right]\left[\begin{array}{c}
\left|2_{1}^{+} ; \bar{N}_{\pi}=1\right\rangle \\
\left|2_{2}^{+} ; \bar{N}_{\pi}=1\right\rangle \\
\left|2_{1}^{+} ; \bar{N}_{\pi}=3\right\rangle \\
\vdots
\end{array}\right]} \\
& {\left[\begin{array}{cccc}
0.997 & 0.0424 & 0.1124 \\
0.030 & 0.9762 & -0.0292 & \cdots \\
-0.026 & 0.0534 & 0.9740 & \cdots \\
\vdots & \vdots & \vdots
\end{array}\right]\left[\begin{array}{c}
\left|2_{1}^{+}\right\rangle \\
\left|2_{2}^{+}\right\rangle \\
\left|2_{3}^{+}\right\rangle \\
\vdots
\end{array}\right]}
\end{aligned}
$$

we have studied the variation of a large number of E 2 transitions and illustrated this in Figs. 7a, b and c. As a general conclusion, it shows up that only minor changes result for a $10-15 \%$ variation of these coupling strengths.

In comparing the results of Tables 2 and 4 , it is clear that the calculation using the intermediate basis, determined via the transformation $U^{(s)}$, gives already (for the transitions that are allowed in either the vibrational or intruder uncoupled, original basis) the correct behavior. There is the clear need, though, to carry out the full calculations in order to get the more detailed description of the E2 decay properties. A few cases remain where, even in the more detailed study, deviations are quite big, e.g. the $0_{3}^{+} \rightarrow 2_{1}^{+}$ transition which is, in the calculation of Délèze [2], rather well reproduced. As discussed before, those small $B(\mathrm{E} 2)$ values result from destructive interference effects coming from the vibrational and intruder contributions ( -23 and $+11 e \cdot \mathrm{fm}^{2}$ for the vibrational and intruder contributions, respectively, for the $0_{3}^{+} \rightarrow 2_{1}^{+} \mathrm{E} 2$ transition). Even tiny

Table 4
Detailed (full diagonalization) $B\left(\mathrm{E} 2 ; J_{i}^{\pi} \rightarrow J_{f}^{\pi}\right.$ ) values (in $e^{2} \mathrm{fm}^{4}$ units) for ${ }^{114} \mathrm{Cd}$. The data are compared with (i) the unperturbed $B(E 2)$ values $(\alpha=\beta=0)$ and with the result of the full diagonalization ( $\left.U=U^{(w)} U^{(s)}\right)(\alpha=\beta=0.08)$. The values from Délèze et al. [2] [D] are also presented, for comparison

| $J_{i}^{\pi} \rightarrow J_{f}^{\pi}$ | Expt. | $\alpha=\beta=0$ | $\alpha=\beta=0.08$ | [D] |
| :---: | :---: | :---: | :---: | :---: |
| $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 1020 | 955 | 971 | 1152 |
| $\mathrm{O}_{2}^{+} \rightarrow 2_{1}^{+}$ | 900 | - | 895 | 1394 |
| $2_{2}^{+} \rightarrow 0_{1}^{+}$ | 17 | 2.2 | 2.2 | 12 |
| $\rightarrow 2_{1}^{+}$ | 724 | 1362 | 1373 | 1652 |
| $\rightarrow 0_{2}^{+}$ | 60 | - | 14 | 116 |
| $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 2020 | 1571 | 1623 | 1871 |
| $\rightarrow 2_{2}^{+}$ | 136 | 41 | 3.7 | 22 |
| $\mathrm{O}_{3}^{+} \rightarrow 2_{1}^{+}$ | 0.1 | 1091 | 314 | 0.6 |
| $\rightarrow 2_{2}^{+}$ | 4476 | 762 | 1765 | 2452 |
| $2_{3}^{+} \rightarrow 0_{1}^{+}$ | 11 | - | 0.0 | 0.46 |
| $\rightarrow 2_{1}^{+}$ | 1.3 | - | 50 | 20 |
| $\rightarrow 0_{2}^{+}$ | 2167 | 3216 | 2134 | 1925 |
| $\rightarrow 2_{2}^{+}$ | 1133 | - | 439 | 487 |
| $\rightarrow 0_{3}^{+}$ | 230 | - | 811 | 823 |
| $\rightarrow 4_{1}^{+}$ | 1533 | - | 604 | 770 |
| $4_{2}^{+} \rightarrow 2_{1}^{+}$ | 13 | - | 6.7 | 7.1 |
| $\rightarrow 2_{2}^{+}$ | 1053 | - | 564 | 1678 |
| $\rightarrow 2_{3}^{+}$ | 3785 | 4537 | 3420 | 642 |
| $\rightarrow 4_{1}^{+}$ | 430 | - | 179 | 1031 |
| $3_{1}^{+} \rightarrow 2_{1}^{+}$ | 34-92 |  | 4.5 | 12 |
| $\rightarrow 2_{2}^{+}$ | 1206-3200 |  | 1193 | 1707 |
| $\rightarrow 4_{1}^{+}$ | 500-1400 |  | 410 | 656 |
| $\rightarrow 2_{3}^{+}$ | 24-64 |  | 5.2 | 40 |
| $\rightarrow 4_{2}^{+}$ | < (340-930) |  | 761 | 104 |
| $\mathrm{O}_{4}^{+} \rightarrow 2_{1}^{+}$ | 190-490 |  | 4 | 16 |
| $\rightarrow 2_{3}^{+}$ | 1400-3700 |  | 278 | 1189 |
| $\mathrm{2}_{4}^{+} \rightarrow \mathrm{O}_{1}^{+}$ | $<1$ |  | 0.1 | 10 |
| $\rightarrow 2_{1}^{+}$ | $<5.8$ |  | 10 | 2 |
| $\rightarrow \mathrm{O}_{2}^{+}$ | $<280$ |  | 68 | 74 |
| $\rightarrow 2_{2}^{+}$ | <38 |  | 12 | 67 |
| $\rightarrow \mathrm{O}_{3}^{+}$ | $<240$ |  | 1 | 1956 |
| $\rightarrow 2_{3}^{+}$ | $<500$ |  | 3335 | 1844 |
| $6_{1}^{+} \rightarrow 4_{1}^{+}$ | 3915 | - | 1825 | 2385 |
| $6_{2}^{+} \rightarrow 4_{2}^{+}$ | 4245 | - | 2701 | 3590 |



Fig. 7. (a)-(c) Variation of a number of $B\left(\mathrm{E} 2 ; J_{i}^{\pi} \rightarrow J_{f}^{\pi}\right)$ reduced E 2 transition probabilities as a function of strengths $\alpha, \beta$ in the mixing hamiltonian of Eq. (5). The $B$ (E2) values marked with an asterisk (*) need to be multiplied by the statistical factor 5 .


Fig. 8. The unmixed and experimental $B$ (E2) values for ${ }^{112} \mathrm{Cd}$ [19]. Same conventions as described in Figs. 5 and 6 are used.
changes in the hamiltonians (the difference between the calculations of Refs. [30] and [2], columns 4 and 5) can induce drastic changes and give an idea of the sensitivity of the model. Moreover, we observe that these $B$ (E2) values cannot be calculated in a stable way using the present approach. Since in these situations, we are concentrating on very small $\boldsymbol{B}(\mathrm{E} 2)$ values, partly resulting from subtle interference effects, their exact reproduction is presently at the limit of applicability of the model.

Very similar results are obtained in ${ }^{110,112} \mathrm{Cd}$ and the unmixed and experimental situation are presented in Fig. 8 for ${ }^{112} \mathrm{Cd}$, with mainly the same pattern as in ${ }^{114} \mathrm{Cd}$, and as shown in recent studies [3,23,19,33], an even clearer presence of the $O(5)$ symmetry shows up in this nucleus.

## 3. Conclusion

Results of low-spin gamma-ray spectroscopy, augmented by more selective reactions have made available level schemes that are (almost) complete in the even-even Cd nuclei up to $E_{x} \simeq 2.5 \mathrm{MeV}$. Using both the energy spectra and the E2 transition rates, it has become possible to define the global structure in these nuclei as a combination of an anharmonic quadrupole vibrational spectrum ( $\mathrm{U}(5)$-like) and an intruder spectrum (more $O$ (6)-like). This picture gives a fairly consistent description of most phenomena. Here, it has been shown that the concept of intruder analog multiplets can be used for the even-even Cd nuclei. Even though locally, in particular near the position of the two-quadrupole phonon $0^{+}, 2^{+}, 4^{+}$triplet, strong perturbations occur through mixing between the vibrational and intruder structures, the modification to the global structure remains moderate. A deeper insight in the coupling between the vibrational and intruder structure can be traced back to the analytical description of the $U(5)-O(6)$ coupling model, as worked out in detail in Refs. [19,33]. Thus, shape or intruder state coexistence remains a valid picture to describe the even-even Cd-nuclei, in particular near the midshell $N=66$ neutron region. We also have pointed out that by including the strong $0_{2}^{+}-0_{3}^{+}$coupling in an intermediate step, an intermediate basis can be constructed such
that the difference between 2 -phonon and intruder $0^{+}$states gets lost. This then gives rise to a very good new basis in order to understand the modifications thereby implied in the vibrational E2 intensity rules. This idea can give an indication why these nuclei seem to resemble a quadrupole vibrator with small perturbations in the E2 decay properties on one hand (a weak-mixing basis), while on the other hand the observed energy spectrum cannot be reconciled within an anharmonic vibrational description. Here, both the energies and E2 decay can be related with the "physical" basis obtained from the partial diagonalization i.e. $U^{(s)} \psi^{(0)}$, where $\psi^{(0)}$ denotes the original, zero-order basis.
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[^0]:    ${ }^{1}$ Here, no distinction between particle and hole-like bosons nor between proton and neutron bosons is made. So, one should in the more general case use $s_{\mathrm{p}, \rho}^{+}, d_{\mathrm{p}, \rho}^{+}$and $s_{\mathrm{h}, \rho}^{+}, d_{\mathrm{h}, \rho}^{+}$(p: particle, $\mathrm{h}:$ hole; $\rho \equiv \pi, \nu$ proton, neutron) bosons. This distinction can be made in making the intruder analog multiplet structure appear more precisely [31].

