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1 INTRODUCTION

This paper presents a scalable uncertainty-aware estimation approach to solve the truth discovery problem in social sensing applications for Cyber-Physical Systems (CPS). Social sensing has become a new big data application paradigm for CPS, where a group of individuals volunteer (or are recruited) to report measurements or observations about the physical world at scale [56]. Examples of social sensing applications include traffic monitoring and congestion control applications using data from drivers’ or passengers’ smartphones, geotagging and smart city applications using crowdsensing data from common citizens, and real-time situation awareness applications that report disaster fallout using online social media. Due to the open data contribution opportunities and unvetted nature of data sources (e.g., human sensors), a fundamental challenge in social sensing applications lies in discovering the correctness of reported observations and reliability of data sources without prior knowledge on either of them, which is referred to as truth discovery problem in social sensing. This work contributes to addressing the veracity aspect of the big data challenge in CPS applications.

Consider a disaster scenario like Ecuador Earthquake (April 2016), where many damages happened in the city and people volunteered to report real-time information about different aspects of the earthquake through online social media (e.g., Twitter). Such information can be effectively used to obtain accurate and timely situation awareness of the disaster and support decision makings on rescuing efforts and resource dispatch. However, it is challenging to accurately ascertain the correctness of human sensed data with little or no prior knowledge of the human sensors and the claims they contribute [66]. For example, users may report unreliable information on Twitter that could mislead people to the locations that do not have the desirable resources (e.g., food, water, gas) [17]. Furthermore, unlike physical sensors, humans are more likely to generate the claims with different degrees of uncertainty (e.g., affirmative assertions versus pure guesses), which add further complexity to the truth discovery problem [30].

Prior studies in sensor networks [36], [60], [63], data mining [12], [66], and machine learning communities [26], [40] have made a significant progress to address the truth discovery problem in social sensing. Despite such progress, two important limitations exist. First, current solutions did not fully explore the uncertainty aspect of the claims generated by human sensors and assumed all claims are affirmative. However, such assumption does not hold in real world social sensing applications. For example, during Oregon Shooting and Baltimore Riots events in 2015, people reported on Twitter their claims that are of different degrees of uncertainty in relation to the events (see Table 1). Simply ignoring such difference in uncertainty of claims are
shown to lead to suboptimal truth discovery results [60], [63]. Second, current truth discovery solutions are mostly designed as sequential algorithms that cannot easily run on parallel computing platforms (e.g., cloud, GPU). Such scalability deficiency greatly limits the application of current truth discovery solutions in large-scale social sensing events.

A few technical challenges exist in order to address the above limitations of the truth discovery solutions. First, it is challenging to model and quantify the degrees of uncertainty human sensors express in their claims and incorporate such uncertainty feature into a rigorous truth discovery solution. Second, it is not a simple task to rigorously quantify the accuracy of the truth discovery results with the absence of the ground truth information on either source reliability or claim correctness. Third, it is nontrivial to design a parallel truth discovery solution that can run much faster than its sequential counterpart without sacrificing the truth discovery accuracy.

To address the above challenges, this paper develops a Scalable Uncertainty-Aware Truth Discovery (SUTD) scheme (Figure 1). The SUTD scheme solves a constraint estimation problem to jointly estimate the correctness of reported data and the reliability of data sources while explicitly exploring the uncertainty feature of claims. Rigorous confidence bounds have been derived to assess the quality of the truth discovery results output by SUTD scheme using the well-grounded results from estimation theory. We also designed a parallel paradigm of SUTD that runs a Graphic Processing Unit (GPU) with 2496 cores, which is shown to run two to three orders of magnitude faster than the sequential truth discovery solutions without degrading the performance in the estimation accuracy. In evaluation, we compare our SUTD scheme with state-of-the-art discovery solutions using three real world datasets collected from recent events: Paris Attack event, Oregon Shooting event and Baltimore Riots, all in 2015. The evaluation results demonstrate that our new scheme significantly improves both truth discovery accuracy and execution time compared to the baselines. In this paper, we primarily focus on the disaster and emergency response scenarios since the amount of factual and verifiable information is more significant compared to other social events (e.g., presidential election, protests). However, the authors discuss the limitation and possible generalization of our proposed model to better handle social events in Section 7. The results of this paper address two fundamental challenges in social sensing (i.e., uncertainty of claims and scalability of the solution), which provide a solid basis for future truth discovery solutions using principled approaches.

We summarized the contributions of this paper as follows:

- We explicitly address the uncertainty and scalability challenges of the truth discovery problem in social sensing. (Section 2)
- We developed a new analytical framework SUTD that solves the uncertainty-aware truth discovery problem using a principled approach in the context of big data social sensing applications. (Section 3)
- We implemented a parallel SUTD scheme on a GPU that was shown to run a few orders of magnitude faster than the sequential truth discovery solutions. (Section 4)
- We evaluated the performance of the SUTD scheme using three real world datasets collected from recent events. The evaluation results demonstrate the significant performance gain achieved by our scheme compared to other baselines. (Section 5)

An initial version of this work has been published in [61]. This work significantly expands on our previous work and makes new contributions from the following aspects. First, we extended our previous proposed model in [61] by developing new confidence bounds to rigorously assess the quality of the truth discovery results (Section 3). Second, we developed a scalable framework SUTD to implement our proposed scheme on a parallel platform (i.e., GPU), which can efficiently handle big data and is more suitable for large-scale social sensing events in big data applications (Section 4). Third, we compared our scheme with more recent truth discovery solutions from CPS literature and carried out a more comprehensive evaluation and comparison between the SUTD scheme and the state-of-the-art baselines (Section 5). Fourth, we performed a set of experiments on three new datasets collected from recent events (i.e., Paris attack, Oregon shooting and Baltimore riots in 2015) and further evaluated the robustness and efficiency of our scheme in these real world scenarios (Section 5). Finally, we extended our related work with specific discussion on Cyber-Physical Systems and discussed the fitness of our work into the scope of the special issue (Section 6).

<table>
<thead>
<tr>
<th>Events</th>
<th>Tweet</th>
<th>Uncertainty Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oregon Shooting</td>
<td>&quot;There's a shooter! Run! Run! Get out of there!&quot; # OregonShooting</td>
<td>Low Uncertainty</td>
</tr>
<tr>
<td>Oregon Shooting</td>
<td>UNCONFIRMED: The Oregon school shooting may have been urged to action by 4chan members.</td>
<td>High Uncertainty</td>
</tr>
<tr>
<td>Baltimore Riots</td>
<td>5 things to know about Baltimore Mayor Stephanie Rawlings-Blake <a href="http://t.co/eniQSyXR9L">http://t.co/eniQSyXR9L</a></td>
<td>Low Uncertainty</td>
</tr>
<tr>
<td>Baltimore Riots</td>
<td>RT @JesusKreish: Baltimores throwin riots because this guy died?</td>
<td>High Uncertainty</td>
</tr>
</tbody>
</table>

Table 1: Claims of Different Degrees of Uncertainty in Real World Events

2 Problem Statement and Distinction

2.1 Problem Statement

In this section, we introduce the uncertainty-aware truth discovery problem in social sensing as a constraint estimation problem. Specifically, let us consider a set of $M$ sources, namely, $S_1, S_2, ..., S_M$. The sources generate a collection of $N$ claims about the physical world, namely, $C_1, C_2, ..., C_N$. In this paper, we focus on binary claims.
the observation that the states of the physical environment in many social sensing applications can be abstracted by a set of true or false statements. For example, in a geotagging application to find potholes on city streets, each possible location is associated with one claim that is true if a pothole presents at that location and false otherwise. Without loss of generality, we assume sources report only when a positive value is encountered (e.g., sources only report when she/he observes a pothole on streets). Let $S_i$ represent the $i^{th}$ source and $C_j$ represent the $j^{th}$ claim. $C_j = 1$ if it is true and $C_j = 0$ if it is false. Additionally, we introduce the definition of a Sensing Matrix $SC$ where $S_i C_j = 1$ indicates that $S_i$ reports $C_j$ to be true, and $S_i C_j = 0$ otherwise.

In this paper, the uncertainty is defined as the degree of confidence (certainty) a source expresses in his/her report to a claim. In particular, we define an Uncertainty Matrix $W$, where the element $w_{ij}$ denotes the degree of uncertainty source $S_i$ expressed on claim $C_j$. We define the value of $w_{ij}$ to be a discrete variable $k$, where $k \in [1,K]$ and $K$ is the total number of degrees of uncertainty. In particular, $w_{ij} = k$ denotes that $S_i$ reports the claim $C_j$ to be true with a uncertainty degree of $k$, where $k = 1,...,K$. The uncertainty degree $k$ that a source expresses in its reports can be extracted from social sensing data using both syntactic (e.g., RT tag and URL of a tweet) and semantic features (uncertain words, replies from other users) of the claims. The details of the uncertainty degree computation are explained in Section 5.

In our model, we denote the reliability of source $i$ as $t_i$. It indicates the likelihood that a claim is true if the source $S_i$ reports it. In particular, $t_i$ is given by:

$$t_i = P(C_j = 1|S_i C_j = 1)$$

Note that $t_i$ is the overall reliability of a source $S_i$ that incorporates all possible uncertainty degrees of $S_i$ towards the claims he/she makes. It is not defined for a claim at a particular time instant.

Considering the fact that source $S_i$ might have different reliability when it reports claims with different degrees of uncertainty [2], we define $t_k^i$ as the reliability of source $S_i$ when it reports a claim with an uncertainty degree of $k$ (where $k = 1,...,K$). Formally, $t_k^i$ is given by:

$$t_k^i = P(C_j = 1|S_i C_j = 1, w_{ij} = k)$$

Therefore,

$$t_i = \sum_{k=1}^{K} t_k^i \times \frac{s_k^i}{s_i}$$

where $s_k^i$ is the probability that $S_i$ reports $C_j$ with an uncertainty degree of $k$. In particular, $s_k^i$ can be computed based on the Uncertainty Matrix. Additionally, we denote the probability that $S_i$ contributes a claim by $s_i = P(S_i C_j = 1)$. Note that $s_i = \sum_{k=1}^{K} s_k^i$.

We further define $T_{i,k}$ and $F_{i,k}$ to be the probability that source $S_i$ reports claim $C_j$ to be true with a uncertainty degree of $k$, given that the $C_j$ is indeed true and false, respectively. In particular, $T_{i,k}$ and $F_{i,k}$ are defined as follows:

$$T_{i,k} = P(S_i C_j = 1, w_{ij} = k|C_j = 1)$$
$$F_{i,k} = P(S_i C_j = 1, w_{ij} = k|C_j = 0)$$

Following the Baye’s theorem, relation between $T_{i,k}$, $F_{i,k}$ and $t_k^i$, $s_k^i$ can be derived as follows:

$$T_{i,k} = \frac{t_k^i \times s_k^i}{d}$$
$$F_{i,k} = \frac{(1 - t_k^i) \times s_k^i}{1-d}$$

where $d$ is the probability that a randomly chosen claim is true, which is part of our estimation parameter defined in Section 3.

For completeness, we also define $T_i = P(S_i C_j = 1|C_j = 1)$ and $F_i = P(S_i C_j = 1|C_j = 0)$ to represent the overall probability that source $S_i$ reports a claim to be true given the claim is true and false, respectively. The relationship between $T_i$, $F_i$ and $T_{i,k}$, $F_{i,k}$ are as follows.

$$T_i = \sum_{k=1}^{K} T_{i,k} \times \frac{s_k^i}{s_i}$$
$$F_i = \sum_{k=1}^{K} F_{i,k} \times \frac{s_k^i}{s_i}$$
Therefore, the uncertainty-aware truth discovery problem in social sensing can be presented as a constraint estimation problem: given the input as the Sensing Matrix \( SC \) and Uncertainty Matrix \( W \), the objective is to estimate the correctness of all claims and and the reliability of all sources. Formally, we compute:

\[
\forall j, 1 \leq j \leq N : P(C_j = 1 | SC, W)
\]

\[
\forall i, 1 \leq i \leq M : P(C_i = 1 | S_iC_j = 1)
\]

(7)

### 2.2 Distinction from Previous Models

Before we present the SUTD scheme, we first highlight the difference between our model and a few closely related models from CPS and networking sensing literature [17], [36], [58], [60], [63].

Four recent models in truth discovery are most similar to our model: IPSN 12, RTSS 13, IPSN 14 and IPSN 16 model (shown in Figure 2). First, the IPSN 12 model is the seminal work that formulated the truth discovery problem as a network estimation problem [63]. Second, the RTSS 13 model extended the IPSN 12 model by considering the dependencies between claims. Both IPSN 14 and IPSN 16 considered the source dependence in the truth discovery problem. The difference between them are: the IPSN 14 simplified the source dependency graph as a set of two-level disjoint trees [60] while IPSN 16 developed a more generalized model to consider arbitrary source dependency graph (e.g., including multi-hop and cyclic dependency relationship) [17]. Moreover, the IPSN 16 also explicitly models the topic relevance feature of the claims. However, none of the above models studied the uncertainty aspect of the claims and the scalability of their schemes to large-scale social sensing events. In sharp contrast to previous work, this paper explicitly incorporates the uncertainty on the reported data and develops a parallel truth discovery solution to address the scalability problem. As shown in Figure 2, our model includes a set of variables to represent the uncertainty embedded in the claims and can run in parallel on a set of distributed nodes. The details of our SUTD scheme are presented in the following section.

### 3 An Uncertainty-Aware Truth Discovery (UTD) Scheme

In this section, we developed an UTD scheme using the Expectation-Maximization (EM) algorithm to solve the Uncertainty-Aware Truth Discovery problem. We also compute the Cramér-Rao Lower Bounds (CRLBs) to quantify the estimation accuracy of UTD scheme. In the next section, we extend the UTD scheme to SUTD scheme to address the scalability challenge.

#### 3.1 Background and Mathematical Formulation

We develop an uncertainty-aware Expectation Maximization (EM) to solve the constraint optimization problem formulated in the previous section. For the constraint estimation problem formulated in Section 2, the data we observed is Sensing Matrix \( SC \) and the Uncertainty Matrix \( W \). The estimation parameter of our model is \( \theta = (T_{1,k}, T_{2,k}, ..., T_{M,k}; F_{1,k}, F_{2,k}, ..., F_{M,k}; d) \) and \( k = 1, 2, ..., K \).\( T_{i,k} \) and \( F_{i,k} \) are defined in Equation (4) and \( d \) is the prior probability of a randomly chosen claim to be true. Furthermore, we introduce a vector of latent variables \( Z \) to represent the truthfulness of each claim. In particular, a variable \( z_j \) is defined for the \( j^{th} \) claim \( C_j \): \( z_j = 1 \) if \( C_j \) is true and \( z_j = 0 \) otherwise. Additionally, in order to incorporate different degrees of uncertainty a source may express on her/his claims into the estimation problem, we define a set of binary variables \( w_{ij}^k \) such that \( w_{ij}^k = 1 \) if \( w_{ij}^k = k \) in Uncertainty Matrix \( W \) and \( w_{ij}^k = 0 \) otherwise. The likelihood function of the uncertainty-aware truth discovery problem is as follows:

\[
L(\theta; X, Z) = \Pr(X, Z | \theta)
\]

\[
= \prod_{j=1}^{Y} \Pr(z_j | X_j, \theta) \times \prod_{i=1}^{X} \prod_{k=1}^{K} \lambda_{i,j,k} \times \Pr(z_j)
\]

(8)

where \( S_iC_j = 1 \) when source \( S_i \) reports \( C_j \) to be true and 0 otherwise. Additional variables are defined in Table 2.

#### 3.2 UTD Scheme

Using the likelihood function, we derive the E-step as follows:

\[
Q(\theta | \theta^{(n)}) = R_{X,j,\theta^{(n)}}[\log L(\theta; X, Z)]
\]

\[
= \sum_{j=1}^{N} Z(n, j) \times \sum_{i=1}^{M} (\log \lambda_{i,j,k} + \log \Pr(z_j))
\]

(9)

We then define \( Z(n, j) = p(z_j = 1 | X_j, \theta^{(n)}) \). It is the probability that a particular claim \( C_j \) is true given the observed data and current estimates of the parameters. \( Z(n, j) \) can be further expanded as:

\[
Z(n, j) = \frac{p(z_j = 1; X_j, \theta^{(n)})}{p(X_j, \theta^{(n)})}
\]

\[
= \frac{T(n, j) \times d^{(n)}}{T(n, j) \times d^{(n)} + F(n, j) \times (1 - d^{(n)})}
\]

(10)

where \( n \) is the iteration index. \( T(n, j) \) and \( F(n, j) \) are defined as follows:

\[
T(n, j) = p(X_j, \theta^{(n)} | z_j = 1)
\]

\[
= \prod_{i=1}^{M} \prod_{k=1}^{K} (T_{i,k}^{(n)})^{S_iC_j} \times (1 - \sum_{k=1}^{K} (T_{i,k}^{(n)})^{1-S_iC_j})
\]

\[
F(n, j) = p(X_j, \theta^{(n)} | z_j = 0)
\]

\[
= \prod_{i=1}^{M} \prod_{k=1}^{K} (F_{i,k}^{(n)})^{S_iC_j} \times (1 - \sum_{k=1}^{K} (F_{i,k}^{(n)})^{1-S_iC_j})
\]

(11)

The Maximization step (M-step) is given by \( \theta^{(n+1)} = \arg \max_{\theta} Q(\theta | \theta^{(n)}) \). In the M-step, we select \( \theta^* \) (i.e.,
The uncertainty degree of $S$ represents the subset of claims that source $N_d$ reports with the uncertainty degree of $b_j$.

The UTD scheme is shown in Figure 2. The confidences bounds are derived based on Cramer-Rao Lower Bounds (CRLB) of the estimations. Cramer-Rao Lower Bounds (CRLB) are the lowest bounds that can be reached by an unbiased estimator. It is defined as follows:

$$CRLB = J^{-1}$$

where $J$ represents the Fisher information, which is a way of measuring the uncertainty (i.e., variance) on the estimation parameters of the model given the observed measurements [38].

Using the likelihood function defined in Equation (8), we can calculate the Fisher Information Matrix as follows:

$$(J(\hat{\theta}_{est}))_{i,j} = -\mathbb{E} \left[ \frac{\partial^2 \ell(\theta; x_t)}{\partial \theta_i \partial \theta_j} \bigg| \theta = \hat{\theta}_{est} \right]$$

where $\mathbb{E}$ denotes the expected value.

In this subsection, we present the derivation of the confidence bounds of the estimation results of the UTD scheme.
Algorithm 1 UTD Algorithm
1: Initialize $\theta (T_{i,k} = s_i^k, F_{i,k} = 0.5 \times s_i^k, d =$Random number in $(0, 1)$)
2: while $\theta^{(n)}$ does not converge do
3: for $j = 1 : N$ do
4: compute $Z(n, j)$ based on Equation (10)
5: end for
6: $\theta^{(n+1)} = \theta^{(n)}$
7: for $i = 1 : M$ do
8: compute $T_{i,k}^{(n+1)}, F_{i,k}^{(n+1)}, d^{(n+1)}$ based on Equation (13)
9: update $T_{i,k}^{(n)}, F_{i,k}^{(n+1)}, d^{(n+1)}$ with $T_{i,k}^{(n+1)}, F_{i,k}^{(n+1)}, d^{(n+1)}$
10: end for
11: $n = n + 1$
12: end while
13: Let $Z_{i,j}^n = \text{converged value of } Z(n, j)$
14: Let $T_{i,k}^c = \text{converged value of } T_{i,k}^{(n)}$, $F_{i,k}^c = \text{converged value of } F_{i,k}^{(n)}$; $d^c = \text{converged value of } d^{(n)}$
15: for $j = 1 : N$ do
16: if $Z_{i,j}^n \geq \text{threshold value}$ then
17: claim $C_j$ is true
18: else
19: claim $C_j$ is false
20: end if
21: end for
22: for $i = 1 : M$ do
23: calculate $t_i^*$ based on Equation (4)
24: calculate $t_i^*$ form $\hat{t}_i^*$ based on Equation (3)
25: end for
26: Return the estimation on source reliability $r_i^*$ and corresponding judgment on the correctness of claim $C_j$.

where $\hat{T}_{i,k}^{est}$ and $\hat{F}_{i,k}^{est}$ are the converged values of estimation parameters derived in Equation (13). We can then obtain the CRLBs of our model by simply taking the inverse of the above Fisher information matrix.

Using the CRLB derived above, we can easily compute the derive confidence bounds of the estimation parameters [62]. In particular, the confidence bounds of $T_{i}, F_{i}$ and $t_{i}$ are computed as:

$$
(\hat{t}_i^{est} - c_p \sqrt{\text{var}(\hat{t}_i^{est})}, \hat{t}_i^{est} + c_p \sqrt{\text{var}(\hat{t}_i^{est})})
$$

where $\text{var}(\hat{T}_{i,k}^{est})$ and $\text{var}(\hat{F}_{i,k}^{est})$ are the variance of the estimation parameters, which can be directly computed from the CRLBs in Equation (17). $cp$ represents the standard score for confidence level $p$.

4 Scalable Uncertainty-Aware Truth Discovery (SUTD) Scheme

To address the scalability limitation of current truth discovery solutions, we develop a parallel implementation of the UTD scheme on a Graphic Processing Unit (GPU) using the Compute Unified Device Architecture (CUDA) programming model [35]. We refer to this parallel implementation of UTD as the Scalable Uncertainty-Aware Truth Discovery (SUTD) scheme. GPU has emerged as a new computing platform for many computational intensive applications. CUDA is a parallel programming model invented by NVIDIA. In CUDA, a kernel is defined as a grid of thread blocks and a thread of execution is the smallest unit in the parallelization. In the parallelization process, each node (called a thread node) will take care of a part of the whole computation task and users need to specify a set of kernels to parallelize the computation task.

Several challenges exist in order to implement SUTD: (i) the memory of Graphics Card is limited, so we need to design efficient strategies to handle the large-scale datasets on GPU; (ii) we need to design a mechanism to distribute the computation task of various estimation parameters and hidden variables of SUTD to different threads in an efficient way. To address these challenges, we designed the SUTD based on the estimation model developed in this paper and optimized our implementation using the following techniques: (i) we set the variables used in each thread as local variables instead of global variables given the fact that it costs more time to access global memory than local memory; (ii) we replaced the original conditional branch in the SUTD algorithm with a direct index in corresponding arrays, which allows us to save the waiting time of threads during the branch execution. The above optimization leads to significant execution time improvement achieved by SUTD as shown in the next section.

Algorithm 2 SUTD Algorithm

Input: Sensing Matrix Matrix $SC$, Uncertainty Matrix $W$

Output: Estimations of Source’s Reliability and Claim’s Correctness

1: Initialize $\theta (T_{i,k} = v_i^k, F_{i,k} = 0.5 \times v_i^k, d =$Random number in $(0, 1)$)
2: $n = 0$
3: repeat
4: $n = n + 1$
5: CUDA Kernel of E-Step:
6: for Each $j \in C$ do
7: computation of $j \rightarrow$ one thread
8: compute $\text{Pr}(z_j = 1|X_j, \theta^{(n)})$
9: end for
10: CUDA Kernel of M-Step:
11: for Each $i \in S$ do
12: computation of $i \rightarrow$ one thread
13: compute $(T_{i,k})^{(n)}, (F_{i,k})^{(n)}, (d)^{(n)}$
14: end for
15: until $\theta^{(n)}$ and $\theta^{(n-1)}$ converge
16: The decision process is the same as the SUTD in Algorithm 1.
tion task of estimation parameters (i.e., $T_{i,k}$, $F_{i,k}$ and $d$) to $2M \times K + 1$ thread nodes. We summarize the SUTD scheme in Algorithm 2.

5 Real World Case Studies

In this section, we evaluate the performance of the proposed SUTD scheme using three real-world data traces collected from Twitter. Twitter is an open data-sharing platform for average people and creates an ideal scenario for unreliable content from unvetted human sources with various degrees of uncertainty.

In our evaluation, we use the following truth discovery solutions as our baselines:

- IPSN12 [63]: it solves the truth discovery problem using an iterative principle based on a maximum likelihood estimation framework.
- IPSN14 [60]: it extended the IPSN 12 model by considering the dependencies between sources.
- IPSN16 [17]: it extended the IPSN 14 model by considering the arbitrary source dependency and relevance of the claims to a given topic.
- RTSS13 [58]: it addressed the truth discovery problem by exploring the dependency between claims.
- HITS [26]: it assumes that the relationship between source trustworthiness and claim’s credibility is linear.
- Majority Voting (MV): it simply assumes that a claim is more likely to be true if more sources report that claim.

Additionally, we also included the reference point called Raw, which represents the average percentage of true claims in a random sample set of raw tweets.

We have implemented the above schemes in the Apollo system, which is an information distillation framework the authors have developed to test truth discovery solutions in social sensing applications [60]. In particular, Apollo has two pre-processing components:

- Data Collection Component: it provides the interface for users to collect tweets using either keywords or geolocations based on the Twitter search API.
- Data Pre-processing Component: it clusters tweets based on their contents using a variant of K-means clustering algorithm based on the Jaccard distance [47]. In particular, the Jaccard distance measures the overlap of keywords between any pair of compared tweets: the more overlapped keywords two tweets have, the shorter Jaccard distance they have.

We generated the the Sensing Matrix $SC$ from the results of the data pre-processing steps. In particular, the sources are the Twitter users and the claims are the clusters of tweets that represent the collective observations from the social sensors.

The next step is to generate the Uncertainty Matrix $W$. In this paper, we focus on the binary case of claim uncertainty (i.e., $K = 2$). In particular, we use the following simple heuristics to roughly estimate the degree of uncertainty a user may express on a tweet. First, if the tweet is an original tweet (i.e., not a retweet) and contains a valid URL to an external source as the supporting evidence, it is of low uncertainty. Otherwise, it is of high uncertainty. The hypothesis of this heuristic is mainly twofold: (i) the first-hand information is often of lower uncertainty than the second-hand (e.g., retweet); (ii) including external evidence normally indicates stronger certainty of users. We call the first heuristic as Syntactic Voting as it only uses the syntactic information of the tweets (e.g., RT tag or URL). Second, if the tweet does not contain any uncertain words and symbols (e.g., may, might and “?”), it is of low uncertainty. Otherwise, it is of high uncertainty. The hypothesis of this heuristic is that including uncertain words in the tweets normally indicates higher degree of uncertainty from users.
We refer to the second heuristic as Semantic as it considers the semantic information of tweets. Lastly, we consider the combination of the above two: if the tweet is an original tweet and contains a valid supporting URL as well as it does not contain any uncertain words, it is of low uncertainty. Otherwise, it is of high uncertainty. We refer to the third heuristic as Syntactic+Semantic. Note that the above heuristics are only approximations to estimate the degree of uncertainty a source may express on a tweet. In future, we will investigate deeper text analysis techniques (e.g., natural language processing) and study its impact on the claim uncertainty estimation.

In our evaluation, we select three real-world Twitter data traces of recent events. The first trace collected tweets about Paris Attack in Nov, 2015. The second trace collected tweets about the Oregon Shooting that happened in Oct, 2015. The third one was collected from Baltimore Riots in April 2015. The reason for selecting those three data traces from disaster scenario is: those data traces contain more factual observations and their correctness can be verified from external resources. These traces are summarized in Table 3.

We fed each data trace to the Apollo system and executed all the compared truth discovery schemes. We manually graded the output of these schemes to determine the correctness of the claims. Considering the man-power limitations, we took the union of the top 50 claims returned by different schemes as our evaluation set. The following rubric is used to collect the ground truth labels for our evaluation:

- **True claims**: Claims that are statements of an event, which is generally observable by multiple independent sources and can be corroborated by credible sources external to Twitter (e.g., mainstream media).
- **Undecided claims**: Claims that do not meet the criteria of true claims.

We note that undecided claims can potentially consist of two types of claims: (i) true claims that cannot be independently verified by external sources; (ii) false claims. Thus, our evaluation actually provides pessimistic performance bounds on estimations by treating undecided claims as false.

Also note that SUTD scheme is an parallel implementation of UTD scheme. We demonstrate in Section 4 that the parallelization implementation will not miss any information from the input data. In the following discussion, we just present the performance results of the SUTD scheme.

We first present performance results of SUTD scheme on Paris Attack data trace in Figure 5. The SUTD-Syn, SUTD-Sem, and SUTD-Syn+Sem represent the SUTD scheme that uses Syntactic heuristic, Semantic heuristic or both of them to infer the degree of uncertainty on claims. We observe that SUTD schemes generally outperform the compared baselines in most of the evaluation metrics: it discovers the most number of true claims while keeping the falsely reported one the least. Specifically, the largest performance gain is achieved by SUTD-Syn. The performance gain is 20% and 14% on accuracy and F1 score compared to the best performed baselines. The performance results on Oregon Shooting data trace are shown in Figure 6. The SUTD schemes continues to outperform all the baselines. The performance gain achieved by SUTD-Syn+Sem compared to the best performed baseline is 11% and 13% on accuracy and F1 score respectively. The results on Baltimore Riots data trace are shown in Figure 7. The results are consistent with previous experiments. The results on three real world data traces demonstrate that the SUTD schemes effectively identify truthful information in real-world applications where sources are unvetted and likely to express various degrees of uncertainty on their claims.

We would also like to understand whether the top truthful claims found by different algorithms actually capture the critical events that are newsworthy and reported by media. In particular, we independently collected 10 impor-
Finally, we evaluate the efficiency of the parallel implementation of **SUTD scheme** discussed in Section 4. We implement SUTD on a computer with Nvidia GeFore GPU (2496 cores and 1.25 GHZ for each core, 4GB memory). We compare the SUTD with all baselines. We run the baselines on a regular lab computer (4 cores and 2 GHZ for each core, 8GB memory). Table 5 presents the execution time required by all algorithms on three data traces. We observe that the SUTD scheme runs several orders of magnitude faster than the compared baselines. The efficiency of SUTD is achieved by judiciously leveraging the computation power from thousands of cores on the GPU.

### 6 Related Work

Reliability is one of the fundamental challenges in Cyber-Physical Systems (CPS). Prior works in CPS have made significant advances to address the reliability challenge in time and functional dimensions [3], [9], [10], [28], [29], [34], [37], [39], [48], [51], [53], [65]. For the time reliability, there exist a rich amount of literature on designing various scheduling policies and utilization bounds in real time community [49]. For example, Liu et al. developed a set of basic utilization bounds for periodic tasks [29]. Many follow-up works extend the basic bounds by considering run-time [39], fault-tolerance [37], and multi-frame periodic models [34]. Utilization bounds have also been derived for aperiodic tasks [28], [51], [53]. For the functional reliability, it mainly focuses on correctness of program logic and system
modeling [44], [50]. For example, Cook et al. developed useful tools for program analysis and software verification in cyber-physical and hybrid systems [9], [10]. Alur et al. and Saeedoei et al. developed formalism based methods to study the correctness of models in CPS [3], [48]. In contrast, this paper studies the data reliability challenge, which is motivated by the CPS applications with human-in-the-loop, especially the applications that use human as sensors.

Social sensing has emerged as a new application paradigm in CPS and smart cities [1], [2], [24], [31], [32], [33], [55]. The ideas of having humans involved in the process of sensing (e.g., participatory [6], [18], [22], opportunistic [27], [67] and human-centric [14], [20], [23] sensing) have been extensively studied in projects such as MetroSense [7], Urban Sensing [11] and SurroundSense [4]. The idea of using humans as sensors themselves came more recently [52]. For example, human sensors can contribute their observations through “sensing campaigns” [45], [46] or social data scavenging [21], [68]. A survey of social sensing [2] covers many challenges of using humans as sensors such as privacy perseverance [5], incentives design [25], and social interaction promotions [42], [43]. However, truth discovery remains to be a critical research question in social sensing. In this paper, we developed a new SUTD scheme to solve the uncertainty-aware truth discovery problem.

Fact-finders are a set of techniques developed in data mining and machine learning community to assess the quality of aggregated information from unreliable data sources. Hubs and Authorities [26] is one of the early fact-finders that computes the source and claim credibility in an iterative fashion. More fact-finding schemes have been developed to improve the basic frameworks by using probabilistic models [66], incorporating analysis on properties of claims [40] and dependency between sources [12]. More recent fact-finding algorithms address additional complexities such as prior knowledge on sources and claims [16], [19], [41] and the semantic features of claims [32], [59], [64]. In this paper, we will use insights from fact-finders and develop a new truth discovery solution that addresses uncertainty and scalability challenges in social sensing applications.

### 7 Discussions and Limitations

This paper presented a SUTD scheme that addressed two fundamental challenges in solving the truth discovery problem in social sensing: the uncertainty of reported data and the scalability of the solution. This work contributes to addressing the veracity aspect of the big data problem in CPS applications. While the current results are encouraging, there is room of further improvements. This section discusses some limitations we identified in the current SUTD scheme as well as the future work that we plan to carry out to address these limitations.

Sources are assumed to be independent in the current SUTD scheme. However, dependency may exist between sources, especially when they are connected through social networks. A set of social-aware truth discovery models have been recently developed to effectively address the source dependency problem in social sensing [17], [60]. On the other hand, no correlations are assumed between claims in our framework. The claim correlation problem has been studied by the authors in a separate line of work by incorporating the joint distribution on claim correlations into the truth discovery problem [58]. It worthy of noting that the aforementioned solutions on source dependency and claim correlation were developed under the same analytical framework as the SUTD scheme. This allows the authors to quickly develop a more generalized uncertainty-aware truth discovery model that explicitly considers both the source dependency and claim correlation under a unified framework.

The uncertainty estimation heuristics used in the SUTD scheme offer opportunities for future improvements. The Syntactic, Semantic, Syntactic-Semantic heuristics are only first approximations. Authors plan to improve them by leveraging more comprehensive techniques (e.g., text mining, natural language processing, etc.) to estimate the uncertainty of claims from a deeper analysis of the tweet contents. Some recent efforts provide good insights into this direction by developing new methods to exploit the lexicon, syntax and semantics of data from Twitter [13], [54]. Moreover, the uncertainty estimation module is a plug-in of the SUTD scheme, which gives us the flexibility to substitute it with a more refined one in the future.

In this paper, we mainly focused on the physical events (e.g., disaster and emergency scenarios). The reason is that the factual information is more significant in the physical events compared to the social events (e.g., president elections, protests) [56]. We also applied our model on the social events based datasets and the results are not very positive. The reasons are at least twofold: (i) There are a large amount of unfactual observations, sentiments and spams in the social events, which makes the truth discovery task in such context extremely challenging. (ii) The sources have a stronger social dependency in such events and misinformation and rumor spreading is much more significant compared to the physical events. We plan to further generalize the SUTD scheme to handle the unfactual claims and source

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Paris Attack (s)</th>
<th>Oregon Shooting (s)</th>
<th>Baltimore Riots (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUTD-Syn+Sem</td>
<td>0.21</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>SUTD-Syn</td>
<td>0.25</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>SUTD-Sem</td>
<td>0.19</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>IPSN16</td>
<td>572.42</td>
<td>437.38</td>
<td>217.10</td>
</tr>
<tr>
<td>IPSN14</td>
<td>620.15</td>
<td>400.34</td>
<td>221.23</td>
</tr>
<tr>
<td>RTSS13</td>
<td>213.06</td>
<td>54.76</td>
<td>47.42</td>
</tr>
<tr>
<td>IPSN12</td>
<td>63.83</td>
<td>42.73</td>
<td>51.49</td>
</tr>
<tr>
<td>HITS</td>
<td>13.81</td>
<td>9.41</td>
<td>10.01</td>
</tr>
<tr>
<td>MV</td>
<td>0.37</td>
<td>0.31</td>
<td>0.30</td>
</tr>
</tbody>
</table>
dependency. In particular, we could model the factualness as an additional property of claims and integrate such property into the truth discovery framework. Moreover, we also plan to explicitly model the source dependency and incorporate such dependency into the SUTD scheme in a similar manner as other social-aware truth discovery framework [17], [60].

Considering the scope of the paper, we did not explicitly model the behavior of malicious users. Instead, we model the unknown source reliability in the SUTD scheme where the reliability of sources is not known to the social sensing applications a priori. Previous work have addressed malicious users detection problem and presented approaches to identify malicious users on social media [8], [15]. These results of the above work can be readily integrated with the SUTD scheme to solve the truth discovery with malicious users identification and removal as a pre-processing step. In particular, we will generalize the SUTD model by incorporating the malicious users detection results as prior knowledge, which will enforce a faster convergence of the EM algorithm and generate more accurate estimation results.

Furthermore, we also plan to extend our current model to explicitly address source dependency and misinformation spread, which is critical to address the collusion attacks from the malicious users.

The time dimension of the problem deserves more investigation. When the uncertainty that a source expresses on claims changes with large dynamics over time, how to best account for it in the estimation framework? A time-sensitive model is needed to better handle such dynamics. Recent work in fact-finding literature starts to develop a new category of streaming EM algorithms that quickly update the estimation parameters using a recursive estimation approach [57]. Inspired by these results, the authors plan to develop similar real-time features of our SUTD scheme to better capture the dynamics in the uncertainty change. One key challenge is to design a nice tradeoff between estimation accuracy and computation complexity of the streaming algorithm. The authors are actively working on the above extensions.

8 Conclusion

This paper presents a Scalable Uncertainty-Aware Truth Discovery (SUTD) scheme to address two fundamental challenges that have not been well addressed in current truth discovery solutions: uncertainty of claims and scalability of algorithms. The SUTD scheme solves a constraint estimation problem to estimate both the correctness of reported data and the reliability of data sources while explicitly considering the uncertainty on the reported data. The SUTD scheme can run a Graphic Processing Unit with thousands of cores, which is shown to run a few orders of magnitude faster than current truth discovery solutions. We evaluated the performance of SUTD in comparison with the state-of-the-art baselines using three real world datasets collected from Twitter. The results show that SUTD scheme improves both the estimation accuracy and execution time of current truth discovery solutions. The results of this paper lay out a solid foundation to develop more scalable and accurate truth discovery models for big data social sensing applications in future research.
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