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In this paper, we focus on the finite difference approximation of nonlinear degenerate parabolic 
equations, a special class of parabolic equations where the viscous term vanishes in certain 
regions. This vanishing gives rise to additional challenges in capturing sharp fronts, beyond the 
restrictive CFL conditions commonly encountered with explicit time discretization in parabolic 
equations. To resolve the sharp front, we adopt the high-order multi-resolution alternative finite 
difference WENO (A-WENO) methods for the spatial discretization, which is designed to effectively 
suppress oscillations in the presence of large gradients and achieve nonlinear stability. To alleviate 
the time step restriction from the nonlinear stiff diffusion terms, we employ the exponential 
time differencing Runge-Kutta (ETD-RK) methods, a class of efficient and accurate exponential 
integrators, for the time discretization. However, for highly nonlinear spatial discretizations such 
as high-order WENO schemes, it is a challenging problem how to efficiently form the linear 
stiff part in applying the exponential integrators, since direct computation of a Jacobian matrix 
for high-order WENO discretizations of the nonlinear diffusion terms is very complicated and 
expensive. Here we propose a novel and effective approach of replacing the exact Jacobian of high

order multi-resolution A-WENO scheme with that of the corresponding high-order linear scheme 
in the ETD-RK time marching, based on the fact that in smooth regions the nonlinear weights 
closely approximate the corresponding linear weights, while in non-smooth regions the stiff 
diffusion degenerates. The algorithm is described in detail, and numerous numerical experiments 
are conducted to demonstrate the effectiveness of such a treatment and the good performance 
of our method. The stiffness of the nonlinear parabolic partial differential equations (PDEs) is 
resolved well, and large time-step size computations of Δ𝑡∼𝑂(Δ𝑥) are achieved.

1. Introduction

In this paper, we are concerned with the finite difference methods for nonlinear degenerate parabolic equations, which arise in 
many science and engineering applications. The equations are formulated as follows:
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Fig. 1.1. The Barenblatt solutions (1.4) of PME (1.3) at 𝑡 = 1. 

𝑢𝑡 + 𝑓 (𝑢)𝑥 = 𝑔(𝑢)𝑥𝑥 ∶= (𝑎(𝑢)𝑢𝑥)𝑥, (1.1)

in one space dimension, where 𝑓 (𝑢) is the flux of the hyperbolic term, and 𝑔(𝑢) is the function of the degenerate parabolic term. 
The diffusion coefficient 𝑎(𝑢) = 𝑔′(𝑢) vanishes for certain regions of 𝑢. Similarly, in two space dimensions, the nonlinear degenerate 
parabolic equations are formulated as:

𝑢𝑡 + 𝑓1(𝑢)𝑥 + 𝑓2(𝑢)𝑦 =∇ ⋅ (∇𝑔(𝑢)), (1.2)

where the function of the parabolic term 𝑔(𝑢) may degenerate. Due to the vanishing of parabolic terms, the equations (1.1) and (1.2)

exhibit some features of hyperbolic equations, e.g., the existence of non-smooth weak solutions and the propagation of sharp wave 
fronts with finite speed.

A prototypical example of nonlinear degenerate parabolic equations is the porous media equation (PME) [47,6]:

𝑢𝑡 = (𝑢𝑚)𝑥𝑥, (1.3)

used to model gas flow in porous media, where 𝑚 > 1 is a constant, and 𝑢 ≥ 0 denotes the fluid density. The PME admits the well-known 
Barenblatt weak solution:

𝐵𝑚(𝑥, 𝑡) = 𝑡−𝑝

((
1 − 𝑝(𝑚− 1)

2𝑚 
|𝑥|2
𝑡2𝑝

)+) 1 
𝑚−1

, (1.4)

where 𝑧+ ∶= max(𝑧,0) and 𝑝 = 1 
𝑚+1 . The wave fronts 𝑥 = ±𝑡𝑝

√
2𝑚 

𝑝(𝑚−1) in the Barenblatt solution propagate at finite speed, as illustrated 
by the solutions at 𝑡 = 1 in Fig. 1.1. 

Due to the existence of sharp fronts caused by the hyperbolic features of the equations (1.1) and (1.2), high-order linear schemes 
suffer from spurious oscillations in the presence of large gradients, i.e. the Gibbs phenomenon, even though they work well in smooth 
regions. Various numerical methods with nonlinear components have been developed for solving nonlinear degenerate parabolic 
PDEs, for example, linear approximation scheme based on the nonlinear Chernoff formula with a relaxation parameter [45,51], local 
discontinuous Galerkin method [66], finite volume method [9], kinetic schemes [5], high-order relaxation schemes [14], kernel based 
integral method [16], moving mesh finite element method [49], etc.

In the literature (e.g. [41,1,4,28,2,65,3]), it has been shown that the weighted essentially non-oscillatory (WENO) methods, a 
popular class of high-order accuracy schemes for solving hyperbolic PDEs, are very effective to be adopted in the spatial discretization 
of degenerate parabolic equations, to achieve high-order accuracy in smooth regions while suppressing oscillations near wave fronts. 
The WENO methods are based on the successful essentially non-oscillatory (ENO) methods with additional advantages. The ENO 
methods were first proposed by Harten et al. [23] in the finite volume framework for hyperbolic equations, adopting the smoothest 
stencil among several candidates to reconstruct the solutions. To enhance efficiency, Shu and Osher proposed the finite difference 
framework in the subsequent work [54,55], which allow for computation in a dimension-splitting fashion. The WENO methods use 
weighted stencils rather than choosing only one stencil, to reconstruct solutions. The weighting strategy is a crucial component of 
WENO methods, designed based on the principle that in smooth regions of the solution, the nonlinear weights are close to the linear 
weights in linear schemes to yield improvement in accuracy, while being close to zero to minimize the contribution of stencils with 
large gradient of the solution. Various types of WENO methods have been proposed since the celebrated WENO methods developed 
in [39,30], e.g., very high-order finite difference WENO schemes [8], the mapped WENO schemes [24] and WENO-Z schemes [11,13] 
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for optimal order near critical points, central WENO schemes [35], energy stable WENO schemes [64], robust WENO schemes [42], 
among others.

Recently in [67], the multi-resolution WENO schemes were developed to solve hyperbolic conservation laws. This class of WENO 
schemes construct WENO approximations on unequal-sized substencils and exhibit interesting properties. For example, it is flexible 
to construct linear weights for the multi-resolution WENO schemes, which in general can be taken as arbitrary positive numbers 
with the only requirement that their sum equals 1. Such flexibility simplfies the procedure in applications of WENO schemes, e.g., 
sparse-grid simulations for multidimensional problems [59], treatment of negative linear weights for solving degenerate parabolic 
equations [28], etc. In this paper, similar to [28], we adopt the multi-resolution WENO method [67] in the finite difference framework 
developed in [54] for the spatial discretization of nonlinear degenerate parabolic equations. The WENO method based on the finite 
difference framework in [54] is referred to as the alternative finite difference WENO (A-WENO) method in [29] to distinguish it from 
the more commonly practiced one [30,55]. Significant advantages of the A-WENO method include that arbitrary monotone fluxes 
can be used in this framework [29], and it allows for a flexible choice of interpolated variables [62,63].

Efficient and high-order temporal numerical schemes are crucial for the performance of high accuracy numerical simulations of 
time-dependent PDEs. For purely hyperbolic equations, explicit methods, e.g., the strong stability preserving Runge-Kutta (SSP-RK) 
methods and multi-step methods [53,22,19,20], and Lax-Wendroff type methods [52,36,61] are widely adopted, as these explicit 
schemes require less computational effort per time step than implicit schemes and simulations are generally efficient with time

step size Δ𝑡 proportional to spatial grid size Δ𝑥 (i.e., Δ𝑡 ∼ 𝑂(Δ𝑥)) under the Courant-Friedrichs-Lewy (CFL) condition. However, 
in the context of parabolic equations, time-step sizes of explicit schemes under the CFL condition are much more restrictive which 
requires Δ𝑡 ∼ 𝑂(Δ𝑥2), due to the stiffness introduced by the diffusion terms. In such scenarios, implicit schemes are more desirable 
to allow for considerably larger time-step sizes, albeit with a significant rise in computational cost per time step. Computational 
efficiency of fully implicit schemes can be improved by semi-implicit or implicit-explicit (IMEX) methods, e.g., [7,33,12,27]. For 
solving nonlinear degenerate parabolic equations by high-order WENO schemes, most of work in the literature uses an explicit 
approach and small time-step sizes are required, which lead to relatively high computational costs. Recently in [4,65], implicit and 
semi-implicit approaches for WENO schemes were developed to show much better efficiency than explicit schemes. Another class 
of efficient temporal schemes for stiff problems are exponential integrators [25]. The exponential integrators perform an ``exact'' 
integration of stiff linear part of the problem to remove the severe time-step size restriction. Among explicit exponential integrators, 
a popular class of methods are the exponential time differencing (ETD) approaches, e.g., ETD multi-step methods and ETD Runge-Kutta 
(ETD-RK) methods [10,17,18,32,38]. ETD schemes have the advantages such as relatively small numerical errors, good steady-state 
preservation property, etc. [10,32]. To deal with stiff nonlinear reaction terms in reaction-diffusion equations and advection-diffusion

reaction equations, a class of implicit exponential integrators, called ``implicit integration factor'' (IIF) methods [48,15,31,43,40], 
were developed such that the implicit terms are free of the exponential operation of the stiff linear terms for achieving efficient 
computations.

For the fully nonlinear stiff problems such as the degenerate parabolic equations considered in this paper, the exponential in

tegrators such as the ETD schemes are still very efficient methods to tackle the stiffness explicitly and accurately. Here we adopt 
the ETD-RK methods in the time stepping due to their larger stability regions than the ETD multi-step methods [17]. To handle 
the full nonlinearity, a popular approach is to use the exponential Rosenborg-type method [26] or the exponential propagation it
erative method [57], which form the linear stiff part for applying the exponential integrators by computing the Jacobian of the 
nonlinear stiff system in each time step around the numerical solution. However, for highly nonlinear high-order spatial schemes 
such as the multi-resolution A-WENO schemes used here, it is a challenging problem how to efficiently form the linear stiff part in 
applying the exponential integrators, since direct computation of a Jacobian matrix based on high-order A-WENO discretizations of 
the nonlinear diffusion terms to obtain the linear stiff part is very complicated and expensive. In this paper, we propose a novel and 
effective approach to solve this difficulty by replacing the exact Jacobian of a high-order multi-resolution A-WENO scheme with that 
of the corresponding high-order linear scheme in the ETD-RK time marching, based on the fact that in smooth regions the nonlinear 
weights of WENO schemes closely approximate the corresponding linear weights, while in non-smooth regions the stiff diffusion 
degenerates.

The remaining of the paper is organized as follows. In Section 2, we formulate the numerical methods in details for the nonlinear 
degenerate parabolic equations, incorporating the multi-resolution A-WENO spatial discretization and ETD-RK time integration by the 
proposed novel approach. A comprehensive set of numerical experiments and comparisons with traditional methods are performed 
in Section 3 to demonstrate the effectiveness of the proposed approach, and verify high-order accuracy, nonlinear stability and high 
efficiency of the new methods. The stiffness of the nonlinear degenerate parabolic PDEs is resolved well, and large time-step size 
computations of Δ𝑡 ∼𝑂(Δ𝑥) are achieved. Conclusions and discussions of the paper are provided in Section 4.

2. The numerical methods

In this section, we present the details of the numerical methods that will be employed in the subsequent numerical tests. The spatial 
discretization is based on the multi-resolution WENO interpolations in the alternative formulation of the finite difference method. 
The ETD-RK methods are adopted to evolve the nonlinear ODE system resulted from the spatial discretization, with the linear stiff 
component of the exponential integrators derived from the corresponding high-order linear schemes for the diffusion terms.
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2.1. Spatial discretization

2.1.1. Discretization for the diffusion terms

We first consider the parabolic equations with only diffusion terms. In one space dimension, the general form of the equation is

𝑢𝑡 = 𝑔(𝑢)𝑥𝑥. (2.1)

A uniform grid ⋯ < 𝑥0 < 𝑥1 < 𝑥2 <⋯ is adopted for computation, where 𝑥𝑖, 𝑖 = 0,±1,… are the grid points, and Δ𝑥 is the grid size. 
The finite difference method for the diffusion equation (2.1) is formulated as follows:

𝑑𝑢𝑖
𝑑𝑡 

=
𝑏̂
𝑖+ 1

2
− 𝑏̂

𝑖− 1
2

Δ𝑥 
, 𝑖 = 0,±1,… , (2.2)

where the grid function {𝑢𝑖}∀𝑖 approximates the function values 𝑢(𝑥𝑖, 𝑡) at grid points, and 𝑏̂
𝑖+ 1

2
is the discretization for the flux 

𝑏 ∶= 𝑔(𝑢)𝑥 at the interface 𝑥
𝑖+ 1

2
∶= (𝑥𝑖 + 𝑥𝑖+1)∕2. Here and henceforth, we denote 𝑔𝑖 = 𝑔(𝑢𝑖) for brevity.

To achieve the 2𝑟-th order accurate approximation

𝑏̂
𝑖+ 1

2
− 𝑏̂

𝑖− 1
2

Δ𝑥 
= 𝑔(𝑢)𝑥𝑥|𝑥=𝑥𝑖

+𝑂(Δ𝑥2𝑟),

the numerical flux 𝑏̂
𝑖+ 1

2
, which depends on 𝑔𝑖−𝑟+1,… , 𝑔𝑖+𝑟 in the alternative finite difference formulation [54,28], is taken as

𝑏̂
𝑖+ 1

2
=

𝑟−1 ∑
𝑚=0

𝑐𝑚Δ𝑥2𝑚 ̂(
𝜕2𝑚+1𝑥 𝑔

)
𝑖+ 1

2
, (2.3)

where the constant coefficients 𝑐0 = 1, 𝑐1 = − 1 
24 , 𝑐2 =

7 
5760 , 𝑐3 = − 31 

967680 ,… are determined from Taylor expansion to attain the de

signed accuracy, and ̂(𝜕2𝑚+1𝑥 𝑔)
𝑖+ 1

2
are approximations to 𝜕2𝑚+1𝑥 𝑔 at the interface 𝑥

𝑖+ 1
2
, for 𝑚 = 0,1,… , 𝑟− 1.

When the parabolic equation is degenerate, it is desired to control spurious oscillations around sharp fronts and achieve nonlinear 
stability of simulation. Following [28], we adopt the multi-resolution WENO interpolations to obtain the lowest order term (̂𝜕𝑥𝑔)𝑖+ 1

2
, 

and use central numerical differentiation (linear scheme) to calculate the high order ones ̂(𝜕2𝑚+1𝑥 𝑔)
𝑖+ 1

2
,𝑚 ≥ 1. The 2𝑟-th order multi

resolution WENO procedure for obtaining (̂𝜕𝑥𝑔)𝑖+ 1
2

is outlined as follows.

• Step 1: find Lagrange interpolation on nested stencils.

In the multi-resolution WENO, we choose the 𝑟 nested stencils 𝑆(1) = {𝑥𝑖, 𝑥𝑖+1}, 𝑆(2) = {𝑥𝑖−1, 𝑥𝑖, 𝑥𝑖+1, 𝑥𝑖+2},..., 𝑆𝑟 = 
{𝑥𝑖−𝑟+1,… , 𝑥𝑖+𝑟}, and perform the Lagrange interpolation on the stencils, i.e., find polynomials 𝑝𝑘(𝑥) of degree 2𝑘 − 1, for 
𝑘 = 1,2,… , 𝑟, such that

𝑝𝑘(𝑥𝑗 ) = 𝑔𝑗 , 𝑥𝑗 ∈ 𝑆(𝑘). (2.4)

Consequently, we approximate 𝑔′(𝑥
𝑖+ 1

2
) by 𝑝′

𝑘
(𝑥

𝑖+ 1
2
) with accuracy 𝑂(Δ𝑥2𝑘):

𝑝′1(𝑥𝑖+ 1
2
) = 1 

Δ𝑥
(−𝑔𝑖 + 𝑔𝑖+1),

𝑝′2(𝑥𝑖+ 1
2
) = 1 

24Δ𝑥
(𝑔𝑖−1 − 27𝑔𝑖 + 27𝑔𝑖+1 − 𝑔𝑖+2),

𝑝′3(𝑥𝑖+ 1
2
) = 1 

1920Δ𝑥
(−9𝑔𝑖−2 + 125𝑔𝑖−1 − 2250𝑔𝑖 + 2250𝑔𝑖+1 − 125𝑔𝑖+2 + 9𝑔𝑖+3),

𝑝′4(𝑥𝑖+ 1
2
) = 1 

107520Δ𝑥
(75𝑔𝑖−3 − 1029𝑔𝑖−2 + 8575𝑔𝑖−1 − 128625𝑔𝑖 + 128625𝑔𝑖+1

− 8575𝑔𝑖+2 + 1029𝑔𝑖+3 − 75𝑔𝑖+4),

⋯

(2.5)

• Step 2: form linear weights for interpolation.

We write the highest order interpolation polynomial 𝑝𝑟(𝑥) as a convex combination of polynomials 𝑞1(𝑥), 𝑞2(𝑥),… , 𝑞𝑟(𝑥) with 
linear coefficients {𝑑𝑘}𝑟𝑘=1 as follows:

𝑝𝑟(𝑥) =
𝑟 ∑

𝑘=1
𝑑𝑘𝑞𝑘(𝑥), (2.6)

where
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𝑑𝑘 = 𝜃𝑘,𝑟, 𝜃𝑛,𝑚 ∶=
𝜃𝑛,𝑚∑𝑚
𝓁=1 𝜃𝓁,𝑚

, 1 ≤ 𝑛 ≤𝑚 ≤ 𝑟, (2.7)

and

𝑞1(𝑥) =𝑝1(𝑥),

𝑞𝑘(𝑥) =
1 

𝜃𝑘,𝑘
𝑝𝑘(𝑥) −

𝑘−1 ∑
𝓁=1

𝜃𝓁,𝑘

𝜃𝑘,𝑘
𝑞𝓁(𝑥), 𝑘 = 2,3,… , 𝑟.

(2.8)

Following the practice in [67,28], we take 𝜃𝑛,𝑚 = 10𝑛−1. Consequently, we have the linear weights

𝑑1 =1, for 𝑟 = 1,

𝑑1 =
1 
11

, 𝑑2 =
10
11

, for 𝑟 = 2,

𝑑1 =
1 

111
, 𝑑2 =

10 
111

, 𝑑3 =
100
111

, for 𝑟 = 3,

𝑑1 =
1 

1111
, 𝑑2 =

10 
1111

, 𝑑3 =
100 
1111

, 𝑑4 =
1000
1111

, for 𝑟 = 4,

⋯

(2.9)

and

𝑞1(𝑥) =𝑝1(𝑥),

𝑞2(𝑥) =
11
10

𝑝2(𝑥) −
1 
10

𝑞1(𝑥),

𝑞3(𝑥) =
111
100

𝑝3(𝑥) −
1 
10

𝑞2(𝑥) −
1 

100
𝑞1(𝑥),

𝑞4(𝑥) =
1111
1000

𝑝4(𝑥) −
1 
10

𝑞3(𝑥) −
1 

100
𝑞2(𝑥) −

1 
1000

𝑞1(𝑥),

⋯

(2.10)

• Step 3: compute nonlinear weights for interpolation.

The nonlinear weights 𝜔𝑘 are obtained based on the smoothness indicators 𝛽𝑘 and the linear weights 𝑑𝑘 for the polynomials 
𝑞𝑘(𝑥), 𝑘 = 1,2,… , 𝑟. Following the practice in [28], we use the smoothness indicator measuring the smoothness of 𝑝𝑘(𝑥) instead 
of 𝑞𝑘(𝑥) on the interval [𝑥𝑖, 𝑥𝑖+1], as 𝑝𝑘(𝑥) is the major component of 𝑞𝑘(𝑥). It is dfined as

𝛽𝑘 =
2𝑘−1∑
𝑚=1 

Δ𝑥2𝑚−1

𝑥𝑖+1

∫
𝑥𝑖

(
𝑑𝑚𝑝𝑘(𝑥)
𝑑𝑥𝑚

)2
𝑑𝑥. (2.11)

The detailed expressions of 𝛽1, 𝛽2, 𝛽3 and 𝛽4 are given in the Appendix A. Consequently, we calculate the nonlinear weights 𝜔𝑘

as

𝜔𝑘 =
𝜔̃𝑘∑𝑟

𝑚=1 𝜔̃𝑚

, 𝜔̃𝑘 = 𝑑𝑘

(
1 +

𝜏𝑟
𝛽𝑘 + 𝜖

)
, 𝑘 = 1,2,… , 𝑟, (2.12)

where 𝜏𝑟 =
(∑𝑟−1

𝑚=1 |𝛽𝑚 − 𝛽𝑟|) 𝑟+1
2 

, and 𝜖 is a small positive number to avoid dividing by zero, e.g., 𝜖 = 10−10.

• Step 4: compute multi-resolution WENO interpolation.

Finally, we obtain the multi-resolution WENO interpolation polynomial by replacing the linear weights with the nonlinear weights 
in (2.6):

𝑄(𝑥) =
𝑟 ∑

𝑘=1
𝜔𝑘𝑞𝑘(𝑥),

and consequently,

(̂𝜕𝑥𝑔)𝑖+ 1
2
=

𝑟 ∑
𝑘=1

𝜔𝑘𝑞
′
𝑘(𝑥𝑖+ 1

2
). (2.13)

It remains to calculate the high-order derivative terms in (2.3), which is based on linear central numerical differentiation with 
much less computational costs than the first-order derivative term. For different orders of approximation, one can calculate:

• 𝑟 = 2:

𝑐1Δ𝑥2
(̂
𝜕3𝑥𝑔

)
𝑖+ 1

2
= 1 

24Δ𝑥
(𝑔𝑖−1 − 3𝑔𝑖 + 3𝑔𝑖+1 − 𝑔𝑖+2), (2.14)
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• 𝑟 = 3:

𝑟−1 ∑
𝑚=1

𝑐𝑚Δ𝑥2𝑚 ̂(
𝜕2𝑚+1𝑥 𝑔

)
𝑖+ 1

2
= 1 
5760Δ𝑥

(−37𝑔𝑖−2 + 425𝑔𝑖−1 − 1090𝑔𝑖

+ 1090𝑔𝑖+1 − 425𝑔𝑖+2 + 37𝑔𝑖+3),

(2.15)

• 𝑟 = 4:

𝑟−1 ∑
𝑚=1

𝑐𝑚Δ𝑥2𝑚 ̂(
𝜕2𝑚+1𝑥 𝑔

)
𝑖+ 1

2
= 1 
322560Δ𝑥

(351𝑔𝑖−3 − 4529𝑔𝑖−2 + 31171𝑔𝑖−1 − 73325𝑔𝑖

+ 73325𝑔𝑖+1 − 31171𝑔𝑖+2 + 4529𝑔𝑖+3 − 351𝑔𝑖+4).

(2.16)

The 2𝑟-th order alternative formulation of finite difference multi-resolution WENO scheme for the one-dimensional diffusion 
equation (2.1) is then obtained by integrating (2.2), (2.3), (2.13), (2.14) (or (2.15), (2.16)).

Likewise, for the two-dimensional diffusion equation

𝑢𝑡 = 𝑔(𝑢)𝑥𝑥 + 𝑔(𝑢)𝑦𝑦, (2.17)

we adopt the uniform grid ⋯ < 𝑥0 < 𝑥1 < 𝑥2 < ⋯ and ⋯ < 𝑦0 < 𝑦1 < 𝑦2 < ⋯ for the 𝑥 and 𝑦 directions, respectively, where 
(𝑥𝑖, 𝑦𝑗 ), 𝑖, 𝑗 = 0,±1,… are grid points, and Δ𝑥,Δ𝑦 are the grid sizes.

The alternative formulation of finite difference method for the two-dimensional diffusion equation (2.17) is formulated as follows:

𝑑𝑢𝑖,𝑗

𝑑𝑡 
=

𝑏̂1
𝑖+ 1

2 ,𝑗
− 𝑏̂1

𝑖− 1
2 ,𝑗

Δ𝑥 
+

𝑏̂2
𝑖,𝑗+ 1

2

− 𝑏̂2
𝑖,𝑗− 1

2

Δ𝑦 
, 𝑖, 𝑗 = 0,±1,… , (2.18)

where the grid function {𝑢𝑖,𝑗}∀𝑖,𝑗 approximates the function values 𝑢(𝑥𝑖, 𝑦𝑗 , 𝑡) at grid points, and 𝑏̂1
𝑖+ 1

2 ,𝑗
and 𝑏̂2

𝑖,𝑗+ 1
2

are the discretizations 

for the fluxes 𝑏1 ∶= 𝑔(𝑢)𝑥 and 𝑏2 ∶= 𝑔(𝑢)𝑦 at (𝑥
𝑖+ 1

2
, 𝑦𝑗 ) and (𝑥𝑖, 𝑦𝑗+ 1

2
), respectively. Since we are using finite difference method, the 

discretization in (2.18) is performed in a dimension by dimension fashion, and the computation for each dimension follows exactly 
the same procedure as we have established for the one-dimensional case. The equation in the 3D case is handled in exactly the same 
manner and is therefore omitted.

The resulting ODE system from the scheme (2.2) for the one-dimensional problems or the scheme (2.18) for the two-dimensional 
problems is generally denoted by

𝐮𝑡 =𝐺(𝐮), (2.19)

where 𝐮 is the vector {𝑢𝑖}∀𝑖 in the one-dimensional case, or {𝑢𝑖,𝑗}∀𝑖,𝑗 in the two-dimensional case, at grid points.

To prepare for the ETD time evolution method in the later subsections, we describe the corresponding linear scheme of (2.19)

as follows. This scheme is obtained by replacing the nonlinear weights 𝜔𝑘 ’s with the linear weights 𝑑𝑘 ’s in the WENO interpolation 
(2.13):

𝐮𝑡 =𝐺𝐿(𝐮). (2.20)

In one space dimension, the 2𝑟-th order linear scheme (2.20) is given as follows:

• 𝑟 = 1:

𝑑𝑢𝑖
𝑑𝑡 

= 1 
Δ𝑥2

(𝑔𝑖−1 − 2𝑔𝑖 + 𝑔𝑖+1), (2.21)

• 𝑟 = 2:

𝑑𝑢𝑖
𝑑𝑡 

= 1 
12Δ𝑥2

(−𝑔𝑖−2 + 16𝑔𝑖−1 − 30𝑔𝑖 + 16𝑔𝑖+1 − 𝑔𝑖+2), (2.22)

• 𝑟 = 3:

𝑑𝑢𝑖
𝑑𝑡 

= 1 
180Δ𝑥2

(2𝑔𝑖−3 − 27𝑔𝑖−2 + 270𝑔𝑖−1 − 490𝑔𝑖 + 270𝑔𝑖+1 − 27𝑔𝑖+2 + 2𝑔𝑖+3), (2.23)

• 𝑟 = 4:

𝑑𝑢𝑖
𝑑𝑡 

= 1 
5040Δ𝑥2

(−9𝑔𝑖−4 + 128𝑔𝑖−3 − 1008𝑔𝑖−2 + 8064𝑔𝑖−1 − 14350𝑔𝑖

+ 8064𝑔𝑖+1 − 1008𝑔𝑖+2 + 128𝑔𝑖+3 − 9𝑔𝑖+4).
(2.24)
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The formulation of the 2𝑟-th order linear scheme (2.20) in two and three space dimensions is obtained in a dimension by dimension 
manner.

2.1.2. Discretization for the convection terms

In this section, we describe the multi-resolution WENO discretization for the convection terms in the degenerate parabolic equa

tions, using the alternative formulation of finite difference method. Consider the one-dimensional convection equation

𝑢𝑡 + 𝑓 (𝑢)𝑥 = 0. (2.25)

The semi-discrete conservative finite difference scheme is formulated as

𝑑𝑢𝑖
𝑑𝑡 

= −
𝑓
𝑖+ 1

2
− 𝑓

𝑖− 1
2

Δ𝑥 
, 𝑖 = 0,±1,… , (2.26)

where {𝑢𝑖}∀𝑖 is the grid function to approximate 𝑢(𝑥𝑖, 𝑡) at grid points, and 𝑓
𝑖+ 1

2
is the numerical flux to approximate 𝑓 (𝑢) at the 

interface 𝑥
𝑖+ 1

2
.

To achieve the 2𝑟-th order accurate approximation, the numerical flux 𝑓
𝑖+ 1

2
, which depends on 𝑢𝑖−𝑟,… , 𝑢𝑖+𝑟+1, is dfined in a 

similar fashion as for the diffusion equations:

𝑓
𝑖+ 1

2
= ℎ(𝑢−

𝑖+ 1
2
, 𝑢+

𝑖+ 1
2
) +

𝑟−1 ∑
𝑚=1

𝑐𝑚Δ𝑥2𝑚
(̂
𝜕2𝑚𝑥 𝑓

)
𝑖+ 1

2
. (2.27)

Here the coefficients 𝑐1, 𝑐2, 𝑐3,… are the same as in (2.3). ℎ(⋅, ⋅) is the numerical flux function of 𝑓 (𝑢) obtained from an exact or 
approximate Riemann solver, e.g., the Lax-Friedrichs flux. 𝑢±

𝑖+ 1
2

is computed using the multi-resolution WENO interpolation for the 

grid function {𝑢𝑗}∀𝑗 at the interface 𝑥
𝑖+ 1

2
with left/right bias, and (̂𝜕2𝑚𝑥 𝑓 )

𝑖+ 1
2

are approximations to 𝜕2𝑚𝑥 𝑓 at 𝑥
𝑖+ 1

2
, for 𝑚 = 1,… , 𝑟−1. 

In the following, we first outline the (2𝑟 + 1)-th order multi-resolution WENO procedure for computing 𝑢−
𝑖+ 1

2

. The procedure of the 

multi-resolution WENO interpolation for 𝑢+
𝑖+ 1

2

follows similarly in that it is mirror-symmetric with respect to 𝑥
𝑖+ 1

2
.

• Step 1: find Lagrange interpolation on nested stencils.

In the multi-resolution WENO interpolation, we choose the nested stencils 𝑆(0) = {𝑥𝑖}, 𝑆(1) = {𝑥𝑖−1, 𝑥𝑖, 𝑥𝑖+1},…, 𝑆(𝑟) =
{𝑥𝑖−𝑟,… , 𝑥𝑖+𝑟}, and perform the Lagrange interpolation on these stencils, i.e., find polynomials 𝑝𝑘(𝑥) of degree 2𝑘 for 𝑘 =
0,1,… , 𝑟, such that,

𝑝𝑘(𝑥𝑗 ) = 𝑢𝑗 , 𝑥𝑗 ∈ 𝑆(𝑘). (2.28)

Consequently, we use 𝑝𝑘(𝑥𝑖+ 1
2
) to approximate 𝑢(𝑥

𝑖+ 1
2
) with accuracy Δ𝑥2𝑘+1 as follows:

𝑝0(𝑥𝑖+ 1
2
) =𝑢𝑖,

𝑝1(𝑥𝑖+ 1
2
) =1

8
(−𝑢𝑖−1 + 6𝑢𝑖 + 3𝑢𝑖+1),

𝑝2(𝑥𝑖+ 1
2
) = 1 

128
(3𝑢𝑖−2 − 20𝑢𝑖−1 + 90𝑢𝑖 + 60𝑢𝑖+1 − 5𝑢𝑖+2),

𝑝3(𝑥𝑖+ 1
2
) = 1 

1024
(−5𝑢𝑖−3 + 42𝑢𝑖−2 − 175𝑢𝑖−1 + 700𝑢𝑖 + 525𝑢𝑖+1 − 70𝑢𝑖+2 + 7𝑢𝑖+3),

𝑝4(𝑥𝑖+ 1
2
) = 1 

32768
(35𝑢𝑖−4 − 360𝑢𝑖−3 + 1764𝑢𝑖−2 − 5880𝑢𝑖−1 + 22050𝑢𝑖 + 17640𝑢𝑖+1

− 2940𝑢𝑖+2 + 504𝑢𝑖+3 − 45𝑢𝑖+4),

⋯

(2.29)

• Step 2: form linear weights for interpolation.

We write the highest order interpolation polynomial 𝑝𝑟(𝑥) as a convex combination of polynomials 𝑞0(𝑥), 𝑞1(𝑥),… , 𝑞𝑟(𝑥) with 
linear coefficients {𝑑𝑘}𝑟𝑘=0 as follows:

𝑝𝑟(𝑥) =
𝑟 ∑

𝑘=0
𝑑𝑘𝑞𝑘(𝑥), (2.30)

where

𝑑𝑘 = 𝜃𝑘,𝑟, 𝜃𝑛,𝑚 ∶=
𝜃𝑛,𝑚∑𝑚
𝓁=0 𝜃𝓁,𝑚

, 0 ≤ 𝑛 ≤𝑚 ≤ 𝑟, (2.31)
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and

𝑞0(𝑥) =𝑝0(𝑥),

𝑞𝑘(𝑥) =
1 

𝜃𝑘,𝑘
𝑝𝑘(𝑥) −

𝑘−1 ∑
𝓁=0

𝜃𝓁,𝑘

𝜃𝑘,𝑘
𝑞𝓁(𝑥), 𝑘 = 1,2,… , 𝑟.

(2.32)

In practice, we take 𝜃𝑛,𝑚 = 10𝑛. Consequently, we have the linear weights

𝑑0 =1, for 𝑟 = 0,

𝑑0 =
1 
11

, 𝑑1 =
10
11

, for 𝑟 = 1,

𝑑0 =
1 

111
, 𝑑1 =

10 
111

, 𝑑2 =
100
111

, for 𝑟 = 2,

𝑑0 =
1 

1111
, 𝑑1 =

10 
1111

, 𝑑2 =
100 
1111

, 𝑑3 =
1000
1111

, for 𝑟 = 3,

𝑑0 =
1 

11111
, 𝑑1 =

10 
11111

, 𝑑2 =
100 

11111
, 𝑑3 =

1000 
11111

, 𝑑4 =
10000
11111

for 𝑟 = 4,

⋯

(2.33)

and

𝑞0(𝑥) =𝑝0(𝑥),

𝑞1(𝑥) =
11
10

𝑝1(𝑥) −
1 
10

𝑞0(𝑥),

𝑞2(𝑥) =
111
100

𝑝2(𝑥) −
1 
10

𝑞1(𝑥) −
1 

100
𝑞0(𝑥),

𝑞3(𝑥) =
1111
1000

𝑝3(𝑥) −
1 
10

𝑞2(𝑥) −
1 

100
𝑞1(𝑥) −

1 
1000

𝑞0(𝑥),

𝑞4(𝑥) =
11111
10000

𝑝4(𝑥) −
1 
10

𝑞3(𝑥) −
1 

100
𝑞2(𝑥) −

1 
1000

𝑞1(𝑥) −
1 

10000
𝑞0(𝑥),

⋯

(2.34)

• Step 3: compute nonlinear weights for interpolation.

For 𝑘 = 1,… , 𝑟, we compute the nonlinear weight 𝜔𝑘 for the multi-resolution WENO interpolation, based on the smoothness 
indicator 𝛽𝑘 which measures the smoothness of 𝑞𝑘(𝑥) on the interval [𝑥

𝑖− 1
2
, 𝑥

𝑖+ 1
2
]:

𝛽𝑘 =
2𝑘 ∑
𝑚=1

Δ𝑥2𝑚−1

𝑥
𝑖+ 1

2

∫
𝑥
𝑖− 1

2

(
𝑑𝑚𝑞𝑘(𝑥)
𝑑𝑥𝑚

)2
𝑑𝑥, 𝑘 ≥ 1. (2.35)

The detailed expressions of 𝛽1, 𝛽2, 𝛽3 and 𝛽4 are given in the Appendix B. The only exception for (2.35) is 𝛽0, which is magnfied 
from zero to a tiny value. See [67] for details. Consequently, we calculate the nonlinear weights 𝜔𝑘 as

𝜔𝑘 =
𝜔̃𝑘∑𝑟

𝑚=0 𝜔̃𝑚

, 𝜔̃𝑘 = 𝑑𝑘

(
1 +

𝜏𝑟
𝛽𝑘 + 𝜖

)
, 𝑘 = 0,1,2,… , 𝑟, (2.36)

where 𝜏𝑟 =
(
1
𝑟 
∑𝑟−1

𝑚=0 |𝛽𝑚 − 𝛽𝑟|)𝑟
, and 𝜖 is a small positive number to avoid dividing by zero, e.g. 𝜖 = 10−10.

• Step 4: compute multi-resolution WENO interpolation.

Finally, the multi-resolution WENO interpolation 𝑢−
𝑖+ 1

2

is obtained by replacing the linear weights 𝑑𝑘 ’s with the nonlinear weights 

𝜔𝑘’s in (2.30) and evaluating at 𝑥
𝑖+ 1

2
:

𝑢−
𝑖+ 1

2
=

𝑟 ∑
𝑘=0

𝜔𝑘𝑞𝑘(𝑥𝑖+ 1
2
).

It remains to calculate the high-order derivative terms in (2.27), which is based on linear central numerical differentiation with 
much less computational costs than the first term. Here and henceforth, we denote 𝑓 (𝑢𝑖) by 𝑓𝑖 for brevity. The high-order derivative 
terms are computed as follows:

• 𝑟 = 2:

𝑐1Δ𝑥2(𝜕2𝑥𝑓 )𝑖+ 1
2
= 1 

48
(−𝑓𝑖−1 + 𝑓𝑖 + 𝑓𝑖+1 − 𝑓𝑖+2), (2.37)
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• 𝑟 = 3:

𝑟−1 ∑
𝑚=1

𝑐𝑚Δ𝑥2𝑚
(̂
𝜕2𝑚𝑥 𝑓

)
𝑖+ 1

2
= 1 
3840

(19𝑓𝑖−2 − 137𝑓𝑖−1 + 118𝑓𝑖

+ 118𝑓𝑖+1 − 137𝑓𝑖+2 + 19𝑓𝑖+3),

(2.38)

• 𝑟 = 4:

𝑟−1 ∑
𝑚=1

𝑐𝑚Δ𝑥2𝑚
(̂
𝜕2𝑚𝑥 𝑓

)
𝑖+ 1

2
= 1 
215040

(−243𝑓𝑖−3 + 2279𝑓𝑖−2 − 9859𝑓𝑖−1 + 7823𝑓𝑖

+ 7823𝑓𝑖+1 − 9859𝑓𝑖+2 + 2279𝑓𝑖+3 − 243𝑓𝑖+4).

(2.39)

The discretizations for the two-dimensional convection equation

𝑢𝑡 + 𝑓1(𝑢)𝑥 + 𝑓2(𝑢)𝑦 = 0 (2.40)

are performed in a dimension by dimension manner, with each spatial dimension being exactly the same as in the one-dimensional 
case. Also, the same procedure is applied to the three-dimensional case.

To this end, we denote the resulting ODE system from these finite difference spatial discretizations of the convection equations by

𝐮𝑡 = 𝐹 (𝐮), (2.41)

for all the one-, two-, and three-dimensional cases.

Remark 2.1. The major difference between the scheme (2.2) to approximate the diffusion term and the scheme (2.26) to approximate 
the convection term is that a monotone numerical flux function ℎ(⋅, ⋅) must be used to compute the first term (the major term) in 
the numerical flux 𝑓

𝑖+ 1
2

as in (2.27). This monotone numerical flux is an exact or approximate Riemann solver, which is essential in 
numerical approximations of hyperbolic terms to maintain the upwinding and linear stability of the numerical scheme. In this paper, 
we use the Lax-Friedrichs monotone flux for ℎ(⋅, ⋅) in (2.27), and it takes the following form

ℎ(𝑢−
𝑖+ 1

2
, 𝑢+

𝑖+ 1
2
) = 1

2
[𝑓 (𝑢−

𝑖+ 1
2
) + 𝑓 (𝑢+

𝑖+ 1
2
) − 𝛼(𝑢+

𝑖+ 1
2
− 𝑢−

𝑖+ 1
2
)]. (2.42)

Here 𝑢−
𝑖+ 1

2

and 𝑢+
𝑖+ 1

2

are numerical approximations for the value 𝑢(𝑥
𝑖+ 1

2
), based on left and right biased stencils respectively. 𝛼 =

max𝑢 |𝑓 ′(𝑢)| is a constant and the maximum is taken over the relevant range of 𝑢 on all grid points. However, for the diffusion term, 
stencils centered around the target point (e.g. the point 𝑥

𝑖+ 1
2
) are directly used for computing the numerical flux (e.g. 𝑏̂

𝑖+ 1
2

in (2.3)), 
based on the property of parabolic terms, which is different from the upwinding and biased-stencil requirement for approximating 
hyperbolic terms. Note that both the numerical flux (2.3) for the diffusion term and the numerical flux (2.27) for the convection 
term are based on the Taylor expansion in the alternative finite difference formulation [54,28], and these high-order derivative 
terms in (2.3) and (2.27) contribute to the desired accuracy in high-order spatial approximations to 𝑔(𝑢)𝑥𝑥|𝑥=𝑥𝑖

and 𝑓 (𝑢)𝑥|𝑥=𝑥𝑖
that 

the right-hand-side terms in (2.2) and (2.26) carry out. Since the numerical flux 𝑏̂
𝑖+ 1

2
approximates 𝑔(𝑢)𝑥|𝑥=𝑥

𝑖+ 1
2

and the numerical 

flux 𝑓
𝑖+ 1

2
approximates 𝑓 (𝑢)|𝑥=𝑥

𝑖+ 1
2

, the high-order derivative terms have odd orders in 𝑏̂
𝑖+ 1

2
and even orders in 𝑓

𝑖+ 1
2

respectively. 

However, all of these high-order derivative terms are directly approximated by the corresponding central difference schemes with 
low computational costs as suggested in [54,28].

Remark 2.2. Both the standard finite difference WENO schemes (e.g. [30,41]) and the finite difference A-WENO schemes (e.g. [29, 
28]) were developed for efficiently solving multidimensional hyperbolic or convection-diffusion problems on uniform or structured 
Cartesian grids. The standard finite difference WENO schemes use the reconstruction to compute a numerical flux. The idea of WENO 
reconstruction for finite difference schemes is similar to that in finite volume schemes. Namely, numerical values of flux function on 
grid points are ``identfied'' as cell averages of an approximation polynomial, and these cell averages are used to reconstruct the needed 
polynomial function and obtain high-order WENO approximations to numerical fluxes at the cell interfaces. Since the reconstruction

based finite difference WENO schemes directly approximate the fluxes in the hyperbolic PDEs rather than the conservative variables, a 
robust flux-splitting approach is needed to maintain the upwinding and linear stability of the schemes. The flux-splitting approach has 
restrictions on the monotone numerical flux used in the scheme. For example, it requires the monotone numerical flux to be smooth 
enough for achieving the desired high-order accuracy, and not every monotone numerical flux can be split as needed. However, 
the finite difference A-WENO methods use the WENO interpolations, rather than the WENO reconstructions, to compute numerical 
fluxes. For hyperbolic terms, interpolation polynomials are constructed based on numerical values of the conservative variables on 
grid points and the corresponding WENO interpolations are computed at the interface points to supply the values 𝑢−

𝑖+ 1
2

and 𝑢+
𝑖+ 1

2

for 

a monotone numerical flux ℎ(⋅, ⋅). For example, see (2.27) in the discretization of the convection term for the nonlinear degenerate 
parabolic equations. Any monotone numerical flux ℎ(⋅, ⋅) can be used in the finite difference A-WENO schemes, which is more flexible 
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than the standard reconstruction-based finite difference WENO schemes. For the discretization of the diffusion term in the nonlinear 
degenerate parabolic equations, there is no need to use a monotone numerical flux. The reconstruction-based finite difference WENO 
schemes in [41] use the standard equal-sized substencils to compute the WENO reconstructions of the numerical fluxes for the 
diffusion term. However, for this kind of equations, the standard WENO procedure of combining the low-order reconstructions on 
the smaller substencils to provide the high-order reconstruction on the big stencil generates negative linear weights, which require 
a special splitting technique to maintain the stability of the schemes. Moreover, the error analysis in [41] shows that these WENO 
reconstructions lose accuracy and a mapped function has to be applied to the nonlinear weights for achieving the designed high-order 
accuracy of these WENO schemes. These issues make the algorithm of the reconstruction-based finite difference WENO schemes in 
[41] relatively complicated. The multi-resolution A-WENO schemes [28] adopted for the spatial discretization in this paper, use a 
series of unequal-sized hierarchical central substencils to perform high-order WENO interpolations for computing numerical fluxes. 
In general the linear weights can be taken as any positive numbers with the only condition that their sum equals one. The analysis 
in [28] shows that the nonlinear weights satisfy the required condition to ensure the designed high-order accuracy for the A-WENO 
schemes. Hence the multi-resolution A-WENO schemes resolve those issues aforementioned in the standard WENO schemes for solving 
the nonlinear degenerate parabolic equations. The ETD-RK A-WENO methods developed in this paper, can efficiently resolve the 
stiffness of the degenerate parabolic equations and are more efficient than the SSP-RK A-WENO methods in [28] as shown in the 
next numerical experiments, while the SSP-RK A-WENO methods [28] have similar performance to the standard WENO methods 
[41] in the accuracy and efficiency for solving problems with a smooth solution. In our numerical experiments, it is interesting to 
find that for stiff problem with a non-smooth solution, e.g. the PME problem with 𝑚 = 8 in Example 3 of Section 3, the scheme with 
the multi-resolution A-WENO spatial discretization permits much larger time-step sizes than the scheme with the standard WENO 
spatial discretization [41], to achieve nonlinear stability and non-oscillatory numerical solution. This verfies that the multi-resolution 
A-WENO spatial discretization is more robust in solving a problem with non-smooth solution, and it is consistent with the advantage 
of the multi-resolution WENO schemes [67,37] over the standard WENO schemes [30] in solving hyperbolic conservation laws and 
their steady-state problems.

2.2. ETD temporal discretization

2.2.1. A new semilinearization approach

The overall nonlinear ODE system resulting from the multi-resolution A-WENO spatial discretization for the nonlinear degenerate 
parabolic equation (1.1) (or (1.2)) is denoted by

𝐮𝑡 =𝐺(𝐮) + 𝐹 (𝐮) ∶=𝐿(𝐮), (2.43)

where 𝐺(𝐮) and 𝐹 (𝐮) correspond to the discretizations for the diffusion and convection terms of the equations, respectively. Suitable 
time discretization approaches for the ODE system (2.43), which is stiff due to 𝐺(𝐮) from the diffusion terms, are desired to obtain 
efficient and accurate approximation to the solution. Implicit schemes are often used to solve such kind of stiff systems and achieve 
large time-step size computations. Challenges in designing implicit methods include developing efficient iterative solvers for nonlinear 
algebraic systems, computing the exact Jacobian matrices of nonlinear terms which are often highly complex for nonlinear schemes 
(e.g., WENO methods [21]), etc.

As an alternative approach for solving stiff systems efficiently, the exponential integrator methods are originally designed to solve 
the semilinear ODEs with stiff linear part and non-stiff nonlinear part:

𝐮𝑡 = 𝐶𝐮+𝑁(𝐮), (2.44)

where 𝐶 is a constant matrix and 𝑁(𝐮) is a nonlinear vector function of 𝐮. The idea behind the exponential integrator methods is to 
multiply (2.44) by the integrating factor 𝑒−𝐶𝑡 to absorb the linear stiff term:

𝑑

𝑑𝑡
(𝑒−𝐶𝑡𝐮) = 𝑒−𝐶𝑡𝑁(𝐮). (2.45)

Consequently, the system can be transformed into the exact integral formula,

𝐮𝑛+1 = 𝑒𝐶Δ𝑡𝐮𝑛 +

Δ𝑡 

∫
0 

𝑒(Δ𝑡−𝜏)𝐶𝑁(𝐮(𝑡𝑛 + 𝜏))𝑑𝜏, (2.46)

after being integrated over one time interval [𝑡𝑛, 𝑡𝑛+1] where 𝑡𝑛 and 𝑡𝑛+1 are the time steps, and Δ𝑡 = 𝑡𝑛+1 − 𝑡𝑛. 𝐮𝑛+1 and 𝐮𝑛 are the 
numerical solutions of 𝐮 at 𝑡𝑛+1 and 𝑡𝑛 respectively. Different numerical discretization strategies for the integral in (2.46) give rise to 
various methods in the family of the exponential integrators, e.g., the implicit integration factor methods, ETD multi-step methods, 
ETD-RK methods, etc. The severe time-step size restriction imposed by the stiff linear part is removed, as this stiff component of the 
system is integrated exactly here.

For a fully nonlinear stiff ODE system with the general form 𝐮𝑡 =𝐿(𝐮), the exponential Rosenborg-type method takes a linearization 
at every time step to yield the equivalent semilinear reformulation:

𝐮𝑡 = 𝐶𝑛𝐮+𝑁𝑛(𝐮), 𝑡 ∈ [𝑡𝑛, 𝑡𝑛+1], (2.47)
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where 𝐶𝑛 ∶= 𝐿′(𝐮𝑛) is the Jacobian matrix of 𝐿(𝐮) and 𝑁𝑛(𝑢) ∶= 𝐿(𝐮) − 𝐶𝑛𝐮 is the nonlinear remainder. Then the exponential 
integrators are ready to be applied in solving (2.47) and remove the stiffness from the linear part of the system.

Note that in the stiff ODE system (2.43), since the stiffness arises from the parabolic term, it is reasonable to compute the Jacobian 
matrix 𝐶𝑛 only based on 𝐺(𝐮) in the semilinear reformulation (2.47). However, even without the complex computation of the Jacobian 
matrix from the hyperbolic term 𝐹 (𝐮), due to the high nonlinearity of high-order WENO discretizations for the diffusion term, it is 
still very difficult and expensive to compute the exact Jacobian matrix of 𝐺(𝐮) to obtain 𝐶𝑛 in (2.47). The feasible approach we 
propose here to resolve this difficulty is based on the key observation that the stiffness of the system indeed comes from the non

degenerate region of the diffusion terms, where the solution is smooth and approximations by the nonlinear WENO discretizations 
are very close to these by the corresponding linear schemes. Therefore, we adopt the Jacobian matrix of the spatial discretization of 
the linear scheme (2.20) to formulate the semilinear system (2.47), i.e., 𝐶𝑛 =𝐺′

𝐿
(𝐮𝑛) and 𝑁𝑛(𝐮) =𝐺(𝐮) + 𝐹 (𝐮) −𝐶𝑛𝐮, where 𝐺𝐿(𝐮)

is the spatial discretization for the diffusion terms in the linear scheme (2.20). More specifically, for the problems with one space 
dimension, we have

• 𝑟 = 1,

𝐶𝑛
𝑖⋅ =

1 
Δ𝑥2

(0,… ,0, 𝑔′
𝑖−1,−2𝑔

′
𝑖 , 𝑔

′
𝑖+1,0,… ,0), (2.48)

• 𝑟 = 2,

𝐶𝑛
𝑖⋅ =

1 
12Δ𝑥2

(0,… ,0,−𝑔′
𝑖−2,16𝑔

′
𝑖−1,−30𝑔

′
𝑖 ,16𝑔

′
𝑖+1,−𝑔′

𝑖+2,0,… ,0), (2.49)

• 𝑟 = 3,

𝐶𝑛
𝑖⋅ =

1 
180Δ𝑥2

(0,… ,0,2𝑔′
𝑖−3,−27𝑔

′
𝑖−2,270𝑔

′
𝑖−1,−490𝑔

′
𝑖 ,

270𝑔′
𝑖+1,−27𝑔

′
𝑖+2,2𝑔

′
𝑖+3,0,… ,0),

(2.50)

• 𝑟 = 4,

𝐶𝑛
𝑖⋅ =

1 
5040Δ𝑥2

(0,… ,0,−9𝑔′
𝑖−4,128𝑔

′
𝑖−3,−1008𝑔

′
𝑖−2,8064𝑔

′
𝑖−1,−14350𝑔

′
𝑖 ,

8064𝑔′
𝑖+1,−1008𝑔

′
𝑖+2,128𝑔

′
𝑖+3,−9𝑔

′
𝑖+4,0,… ,0),

(2.51)

where 𝐶𝑛
𝑖⋅ denotes the 𝑖-th row of the matrix 𝐶𝑛, 𝑔′

𝑘
= 𝑔′(𝑢𝑘), and the lower ellipsis stands for zero components of the vectors. Likewise, 

the Jacobian matrix of the spatial discretization of the linear scheme for the problems with two space dimensions is computed in a 
similar manner.

In the consequent subsections, we present an efficient and accurate class of explicit exponential integrators, the ETD Runge-Kutta 
schemes [17], for solving (2.47) using the new semilinearization approach proposed above. For conciseness, we drop the superscript 
𝑛.

2.2.2. ETD-RK methods

It is important to note that the matrices involved in the algorithms are highly sparse. Therefore, the data structure used for storing 
and computing these matrices is specialized for sparse matrices in our implementation.

The first-order ETD scheme is derived through approximation to the nonlinear part 𝑁(𝐮) in the integrand (2.46) by the constant 
quantity 𝑁(𝐮𝑛), and a direct evaluation of the integral gives

𝐮𝑛+1 =𝑒Δ𝑡𝐶𝐮𝑛 +Δ𝑡𝜑1(Δ𝑡𝐶)𝑁(𝐮𝑛)

=𝐮𝑛 +Δ𝑡𝜑1(Δ𝑡𝐶)(𝐶𝐮𝑛 +𝑁(𝐮𝑛)),
(2.52)

where 𝜑1(𝑧) ∶=
𝑒𝑧−1
𝑧 is a member of the family of 𝜑-functions (see e.g. [25]). Analogous to the classic RK methods, the high-order 

ETD-RK schemes were derived in [17]. Also see e.g. [38] for their formulations in terms of the 𝜑-functions. In the following, we show 
the third-order and the fourth-order ETD-RK methods used for solving the system (2.47) in this paper:

• ETD-RK3

𝐚𝑛 =𝐮𝑛 + Δ𝑡

2 
𝜑1(

Δ𝑡

2 
𝐶)(𝐶𝐮𝑛 +𝑁(𝐮𝑛)),

𝐛𝑛 =𝐮𝑛 +Δ𝑡𝜑1(Δ𝑡𝐶)(𝐶𝐮𝑛 −𝑁(𝐮𝑛) + 2𝑁(𝐚𝑛)),

𝐮𝑛+1 =𝐮𝑛 +Δ𝑡𝜑1(Δ𝑡𝐶)(𝐶𝐮𝑛 +𝑁(𝐮𝑛))

+ Δ𝑡𝜑2(Δ𝑡𝐶)(−3𝑁(𝐮𝑛) + 4𝑁(𝐚𝑛) −𝑁(𝐛𝑛))

+ Δ𝑡𝜑3(Δ𝑡𝐶)(4𝑁(𝐮𝑛) − 8𝑁(𝐚𝑛) + 4𝑁(𝐛𝑛)),

(2.53)
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• ETD-RK4

𝐚𝑛 =𝐮𝑛 + Δ𝑡

2 
𝜑1(

Δ𝑡

2 
𝐶)(𝐶𝐮𝑛 +𝑁(𝐮𝑛)),

𝐛𝑛 =𝐮𝑛 + Δ𝑡

2 
𝜑1(

Δ𝑡

2 
𝐶)(𝐶𝐮𝑛 +𝑁(𝐚𝑛)),

𝐜𝑛 =𝐚𝑛 + Δ𝑡

2 
𝜑1(

Δ𝑡

2 
𝐶)(𝐶𝐚𝑛 −𝑁(𝐮𝑛) + 2𝑁(𝐛𝑛)),

𝐮𝑛+1 =𝐮𝑛 +Δ𝑡𝜑1(Δ𝑡𝐶)(𝐶𝐮𝑛 +𝑁(𝐮𝑛))

+ Δ𝑡𝜑2(Δ𝑡𝐶)(−3𝑁(𝐮𝑛) + 2𝑁(𝐚𝑛) + 2𝑁(𝐛𝑛) −𝑁(𝐜𝑛))

+ Δ𝑡𝜑3(Δ𝑡𝐶)(4𝑁(𝐮𝑛) − 4𝑁(𝐚𝑛) − 4𝑁(𝐛𝑛) + 4𝑁(𝐜𝑛)),

(2.54)

where the 𝜑-functions in (2.53)-(2.54) are dfined by the recurrence relation 𝜑𝓁(𝑧) = 𝑧𝜑𝓁+1(𝑧) +
1 
𝓁! ,𝓁 = 0,1,… [25]. For example, 

for small values of 𝓁,

𝜑0 = 𝑒𝑧, 𝜑1(𝑧) =
𝑒𝑧 − 1

𝑧 
, 𝜑2(𝑧) =

𝑒𝑧 − 1 − 𝑧

𝑧2
, 𝜑3(𝑧) =

𝑒𝑧 − 1 − 𝑧− 1
2𝑧

2

𝑧3
. (2.55)

It is clear that the semidiscrete scheme (2.43) is conservative, as the convection and diffusion terms in the problem (1.1) (or (1.2)) are 
both discretized in conservation form. More importantly, the fully discretized ETD-RK schemes (2.52) - (2.54) are also conservative, 
which is stated in the following theorem.

Theorem 2.1. The ETD-RK schemes (2.52) - (2.54) are conservative in the sense that 
∑

𝑖 𝑢
𝑛
𝑖 =

∑
𝑖 𝑢

𝑛+1
𝑖 under periodic or compactly supported 

boundary conditions.

Proof. Let 𝟏 denote the vector of all ones with the same size as 𝐮𝑛 . Since the semidiscrete WENO discretization (2.19) for the diffusion 
term and (2.41) for the convection term, as well as the linear discretization (2.20) for the diffusion term, are all conservative, we 
have:

𝟏𝑇 𝐺(𝐮) = 𝟏𝑇 𝐹 (𝐮) = 𝟏𝑇 𝐺𝐿(𝐮) = 0.

Consequently, 𝟏𝑇 𝐶 = 𝟎𝑇 and 𝟏𝑇𝑁(𝐮) = 0 because:

𝟏𝑇 𝐶 = 𝟏𝑇 𝐺′
𝐿(𝐮

𝑛) =
𝜕(𝟏𝑇 𝐺𝐿(𝐮𝑛))

𝜕𝐮 
= 𝜕0 

𝜕𝐮
= 𝟎𝑇 ,

and

𝟏𝑇𝑁(𝐮) = 𝟏𝑇 𝐺(𝐮) + 𝟏𝑇 𝐹 (𝐮) − 𝟏𝑇 𝐶𝐮 = 0.

Moreover, we have 𝟏𝑇 𝜑𝑘(𝐶Δ𝑡) = 1 
𝑘!𝟏

𝑇 , which follows from the recurrence relation,

𝟏𝑇 𝜑𝑘(𝐶Δ𝑡) = 𝟏𝑇 𝐶Δ𝑡𝜑𝑘+1(𝐶Δ𝑡) + 1 
𝑘!

𝟏𝑇 = 1 
𝑘!

𝟏𝑇 .

Combining all the results above, it is straightforward to verify that 𝟏𝑇 𝐮𝑛+1 = 𝟏𝑇 𝐮𝑛 for the schemes (2.52) - (2.54). □

Remark 2.3. The current scheme does not guarantee the preservation of positivity in the solution. In [18], first- and second-order 
exponential time-differencing approaches were developed to satisfy the maximum principle for semilinear parabolic equations of the 
form 𝑢𝑡 =Δ𝑢+𝑓 (𝑢). However, it remains an open question how to enforce the maximum principle for degenerate parabolic equations 
in high-order ETD-RK methods. In numerical tests, we observed negative values at certain time steps, on specific grids, or for certain 
index values of 𝑚 in the porous media equation. That said, the ETD-RK A-WENO algorithm is robust enough to avoid blow-up even 
when negative values (anti-diffusion) appear.

Remark 2.4. The design of the linear operator term here for the ETD-RK schemes is based on balancing efficiency (in terms of 
derivation, coding, and computation) and effectiveness (in terms of achieving large time-step sizes). Note that accuracy is not a 
concern for any choice of splitting, as the integration of the nonlinear residual is high-order accurate. Obtaining the Jacobian of the 
corresponding linear operator term is significantly simpler and cheaper in computational cost than that of the WENO operator itself. 
The ETD schemes are considered effective if they resolve the stiffness of the ODE system, thus allowing for a large time-step size. 
The motivation for using the linear operator lies in the fact that the WENO discretization closely approximates the linear operator in 
non-degenerate regions, which are believed to be the source of stiffness in the degenerate parabolic equations. Indeed, as validated 
by extensive numerical tests in Section 3, our choice of the linear operator yields satisfactory results, achieving the expected large 
time-step sizes and computational efficiency.
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2.2.3. Fast computation of 𝜑-functions in the implementation

Notice that every stage in the ETD-RK schemes (2.53)-(2.54) is a linear combination of 𝜑-functions of matrices acting on a set of 
vectors,

𝜑0(𝐴)𝐯0 +𝜑1(𝐴)𝐯1 +⋯+𝜑𝑝(𝐴)𝐯𝑝, (2.56)

where 𝐴 is an  -by- sparse matrix, 𝐯𝑘 ∈ ℝ , 𝑘 = 0,… , 𝑝, and  is the size of the system (2.47). Hence fast computation of 
𝜑-functions is crucial for the efficient implementation of these ETD methods. In this paper, the algorithm phipm developed in [50], 
which is based on the Krylov subspace method for matrix exponentials (see e.g. [46]), is adopted for the computation of (2.56). One 
may also conduct the computation based on its modfied versions, e.g. phipm-simul-iom2 in [44]. For completeness, a brief description 
of the algorithm is given below.

The Krylov subspace with a dimension 𝑚 (𝑚≪ ) for the matrix-vector pair 𝐴 ∈ℝ× ,𝐯 ∈ℝ is dfined as

𝐾𝑚 = span{𝐯,𝐴𝐯,… ,𝐴𝑚−1𝐯}.

The Arnoldi iteration [58], a stabilized Gram-Schmidt process, is employed to obtain an orthonormal basis of 𝐾𝑚 . We denote the 
basis by {𝐯̃1, 𝐯̃2,… , 𝐯̃𝑚} and let 𝑉𝑚 = [𝐯̃1, 𝐯̃2,… , 𝐯̃𝑚] ∈ℝ×𝑚, then the Hessenberg matrix 𝐻𝑚 = 𝑉 𝑇

𝑚 𝐴𝑉𝑚 ∈ℝ𝑚×𝑚 obtained as one of 
the products of the Arnoldi iteration is the matrix representation of 𝐴 in the Krylov subspace 𝐾𝑚 with the basis {𝐯̃1,… , 𝐯̃𝑚}. Note 
that 𝑉𝑚𝐻𝑚𝑉

𝑇
𝑚 is the matrix representation of 𝐴 in the Krylov subspace 𝐾𝑚 with the standard basis of ℝ , so one can approximate 

𝜑𝑘(𝐴)𝐯 in the Krylov subspace 𝐾𝑚 as

𝜑𝑘(𝐴)𝐯 ≈ 𝜑𝑘(𝑉𝑚𝐻𝑚𝑉
𝑇
𝑚 )𝐯 = 𝑉𝑚𝜑𝑘(𝐻𝑚)𝑉 𝑇

𝑚 𝐯 = ||𝐯||𝑉𝑚𝜑𝑘(𝐻𝑚)𝐞1,

where || ⋅ || is the standard Euclidean norm and 𝐞1 is the first standard basis in ℝ𝑚. The Krylov subspace method reduces the 
computation of 𝜑𝑘(𝐴)𝐯 down to that of 𝜑𝑘(𝐻𝑚)𝐞1, whose computation is discussed in [50] and the references therein.

As that pointed out in [50], the linear combination (2.56) is actually the solution of the initial value problem of the ordinary 
differential equation

𝐲𝑡 =𝐴𝐲 + 𝐯1 + 𝑡𝐯2 +⋯+ 𝑡𝑝−1

(𝑝− 1)!
𝐯𝑝, 𝐲(0) = 𝐯0, (2.57)

at 𝑡 = 1. A time-stepping method built upon efficient computation of 𝜑-function of matrices by the Krylov subspace method is used to 
compute 𝐲(1). As the two critical parameters affecting the computational cost, the dimension 𝑚 of the Krylov subspace 𝐾𝑚 and the 
time-step size 𝜏 in the time-stepping method for (2.57) are determined adaptively during computations to optimize the performance. 
See [50] for details of the method.

2.2.4. Other time marching approaches for comparison

To show the efficiency of the ETD schemes with the proposed techniques for solving the complex ODE systems resulting from 
the multi-resolution A-WENO spatial discretization, we compare their computational costs and accuracy with some commonly used 
explicit and implicit strong stability preserving Runge-Kutta (SSP-RK) methods. Specifically, the following three-stage third order 
explicit Runge-Kutta (SSP-ERK3) and three-stage third order diagonally implicit Runge-Kutta (SSP-IRK3) schemes are employed for 
the comparison. Their forms for solving the ODE system 𝐮𝑡 =𝐿(𝐮) are

• SSP-ERK3:

𝐮(1) =𝐮𝑛 +Δ𝑡𝐿(𝐮𝑛),

𝐮(2) =3
4
𝐮𝑛 + 1

4
(𝐮(1) + Δ𝑡𝐿(𝐮(1))),

𝐮𝑛+1 =1
3
𝐮𝑛 + 2

3
(𝐮(2) + Δ𝑡𝐿(𝐮(2))),

(2.58)

• SSP-IRK3:

𝐮(1) =𝐮𝑛 +Δ𝑡(𝑎11𝐿(𝐮(1))),

𝐮(2) =𝐮𝑛 +Δ𝑡(𝑎21𝐿(𝐮(1)) + 𝑎22𝐿(𝐮(2))),

𝐮(3) =𝐮𝑛 +Δ𝑡(𝑎31𝐿(𝐮(1)) + 𝑎32𝐿(𝐮(2)) + 𝑎33𝐿(𝐮(3))),

𝐮𝑛+1 =𝐮𝑛 +Δ𝑡(𝑎41𝐿(𝐮(1)) + 𝑎42𝐿(𝐮(2)) + 𝑎43𝐿(𝐮(3))),

(2.59)

where the coefficients are given as

𝑎11 = 0.1464466094067262,

𝑎21 = 0.3535533905932738, 𝑎22 = 0.1464466094067262,

𝑎31 = 0.3535533905932738, 𝑎32 = 0.3535533905932738, 𝑎33 = 0.1464466094067262,

𝑎41 = 0.33333333333333333, 𝑎42 = 0.33333333333333333, 𝑎43 = 0.33333333333333333.
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As discussed in the previous sections, the high complexity and costs in the calculation of Jacobian matrices for high-order WENO 
spatial discretizations lead to significant challenges in applying a fully implicit time-stepping method, which is also a motivation 
for us to design a new semilinearization technique for the exponential integrators in this paper. To simplify the implementation in 
applying the SSP-IRK3 method for the numerical comparison studies here, we couple the SSP-IRK3 method with the linear spatial 
discretization scheme (2.20). The Newton iteration is used to solve the nonlinear algebraic systems at every time step of the SSP-IRK3 
scheme. Note that appropriate preconditioning techniques could speed up the computation of an implicit method such as the SSP

IRK3 method. Here, we do not further explore more sophisticated nonlinear system solvers for the implicit methods, but leave this 
interesting topic in our future work. For more detailed introduction of these SSP-RK schemes, we refer the readers to the monograph 
[20]. In the following section, the numerical results obtained from these different time-stepping approaches are presented to compare 
their efficiency and accuracy.

3. Numerical experiments

This section is devoted to the numerical tests of the ETD-RK multi-resolution A-WENO schemes developed in the previous sections. 
All numerical examples, except for Example 2, are adopted from the published benchmarks that are widely used in the literature, e.g. 
[34,41,4,28,65,60].

We present the examples in order of increasing complexity and compare the results of the ETD-RK methods with those obtained 
using the explicit SSP-RK (SSP-ERK3) and the diagonally implicit SSP-RK (SSP-IRK3) methods. For the ETD-RK and the implicit 
SSP-RK methods, we adopt the time-step size Δ𝑡 = CFL × Δ𝑥 for one-dimensional problems and Δ𝑡 = CFL × min{Δ𝑥,Δ𝑦} for two

dimensional problems, respectively, where CFL is a constant that may take different values in different examples. For the SSP-ERK3 
method, we follow the CFL stability condition of explicit methods and take Δ𝑡 = 0.4 

𝑐∕Δ𝑥+𝑏∕Δ𝑥2
for one-dimensional problems, where 

𝑐 =max𝑢 |𝑓 ′(𝑢)| and 𝑏=max𝑢 |𝑔′(𝑢)|; and Δ𝑡 = 0.4 
𝑐𝑥∕Δ𝑥+𝑐𝑦∕Δ𝑦+𝑏∕Δ𝑥2+𝑏∕Δ𝑦2

for two-dimensional problems, where 𝑐𝑥 =max𝑢 |𝑓 ′
1(𝑢)|, 𝑐𝑦 =

max𝑢 |𝑓 ′
2(𝑢)| and 𝑏 = max𝑢 |𝑔′(𝑢)|. The CFL conditions for three-dimensional problems follow the same pattern. All computations 

in this paper are conducted using Matlab R2023b on an Apple M2 Pro chip 12-core CPU with 16 GB of RAM. In the following 
discussions of numerical results, 𝑁,𝑀 and 𝐿 denote the number of grid points in the 𝑥−, 𝑦− and 𝑧− directions of the computational 
grid respectively.

Example 1. Heat equations

In this test, we solve the heat equation

𝑢𝑡 =Δ𝑢, (3.1)

on domains Ω= [−𝜋,𝜋]𝑑 with periodic boundary conditions, where 𝑑 = 1,2,3 are the dimensions of space. The exact solutions of the 
problem are given as 𝑢(𝑥, 𝑡) = 𝑒−𝑡 sin(𝑥), 𝑢(𝑥, 𝑦, 𝑡) = 𝑒−2𝑡 sin(𝑥+ 𝑦) and 𝑢(𝑥, 𝑦, 𝑧, 𝑡) = 𝑒−3𝑡 sin(𝑥+ 𝑦+ 𝑧) for 𝑑 = 1,2,3, respectively.

Using the ETD-RK multi-resolution A-WENO methods of different temporal and spatial orders, we compute the solutions up to 
𝑇 = 1 with the time-step size Δ𝑡 = Δ𝑥. The numerical errors and orders of convergence are presented in Table 1, 2, 3 for 𝑑 = 1,2,3, 
respectively. The designed accuracy orders of the spatial discretizations, instead of the temporal discretizations, are observed in 
the tables. The results verify that for pure linear diffusion problems with a smooth solution, the numerical errors of the temporal 
discretizations using these exponential integrators for the diffusion term are very small.

In addition, we compare the computational efficiency of the ETD-RK3 scheme with the SSP-ERK3 scheme and the SSP-IRK3 
scheme, coupled with the fourth-order spatial discretizations (i.e., the 𝑟 = 2 case in the section 2.1.1). Specifically, the fourth-order 
linear spatial discretization is used for the SSP-IRK3 scheme as that discussed in the section 2.2.4. For 𝑑 = 1 and 2, the computation 
is conducted on the grids with 𝑁 = 20,40,60,… ,140 cells in each dimension. On all grids, we take Δ𝑡 =Δ𝑥 for the SSP-IRK3 scheme 
as that for the ETD-RK3 scheme. In the ETD-RK3 scheme, both the A-WENO and the linear spatial discretizations are applied for the 
comparison. The 𝐿1 errors versus the CPU times for different methods are shown in Fig. 3.1. In the figure, we observe the superiority 
of the efficiency of the ETD-RK method compared to both the explicit and the implicit SSP-RK methods. It takes less CPU time costs 
for the ETD-RK3 scheme than the other schemes to achieve a similar level of small numerical errors on rfined meshes. For 𝑑 = 3, the 
computation is conducted on the grids with 𝑁 = 20,40,60,80 cells in each direction. The 𝐿1 accuracy and CPU times for SSP-ERK3 
and ETD-RK3 are presented in Table 4. From the table, we observe superiority of the efficiency of the ETD-RK3 method compared to 
SSP-ERK3. The SSP-IRK3 time-stepping method is not included in the 3D test because it requires significantly more computational time 
than the other methods, primarily due to the costly Newton iterations. To make a fair comparison of implicit methods, appropriate 
preconditioning or other specifically designed acceleration techniques would be necessary. Since implicit methods are not the focus 
of this paper, we have chosen not to present such results. We also performed computations using the WENO spatial discretization 
from [41]. The results indicate that both the WENO scheme from [41] and the multi-resolution A-WENO scheme adopted in this 
paper demonstrate very close accuracy and efficiency for smooth problems when used with the SSP-ERK3 method. Therefore, we do 
not present these results here to save space. 
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Table 1
Example 1. Numerical errors of the ETD-RK multi-resolution A-WENO methods for the heat 
equation with the time-step size Δ𝑡 = Δ𝑥 in one-dimensional space. MRWENO2𝑟 stands for the 
2𝑟-th order multi-resolution A-WENO discretization in space.

ETD-RK3 
MRWENO4 MRWENO6 MRWENO8 

𝑁 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
20 1.58 × 10−4 - 2.48 × 10−6 - 4.31 × 10−8 -

40 9.92 × 10−6 3.99 3.93 × 10−8 5.98 1.72 × 10−10 7.97
60 1.96 × 10−6 4.00 3.46 × 10−9 5.99 6.74 × 10−12 7.99
80 6.22 × 10−7 4.00 6.16 × 10−10 6.00 6.60 × 10−13 8.07
100 2.55 × 10−7 4.00 1.62 × 10−10 6.00 1.16 × 10−13 7.80

ETD-RK4 
MRWENO4 MRWENO6 MRWENO8 

𝑁 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
20 1.58 × 10−4 - 2.48 × 10−6 - 4.31 × 10−8 -

40 9.92 × 10−6 3.99 3.93 × 10−8 5.98 1.72 × 10−10 7.97
60 1.96 × 10−6 4.00 3.46 × 10−9 5.99 6.74 × 10−12 7.99
80 6.22 × 10−7 4.00 6.16 × 10−10 6.00 6.60 × 10−13 8.08
100 2.55 × 10−7 4.00 1.62 × 10−10 6.00 1.15 × 10−13 7.84

Table 2
Example 1. Numerical errors of the ETD-RK multi-resolution A-WENO methods for the heat equation 
with the time-step size Δ𝑡 = Δ𝑥 in two-dimensional space. MRWENO2𝑟 stands for the 2𝑟-th order 
multi-resolution A-WENO discretization in space.

ETD-RK3 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
20 × 20 7.28 × 10−4 - 1.14 × 10−5 - 1.99 × 10−7 -

40 × 40 4.59 × 10−5 3.99 1.81 × 10−7 5.98 7.94 × 10−10 7.97
60 × 60 9.08 × 10−6 4.00 1.60 × 10−8 5.99 3.11 × 10−11 7.99
80 × 80 2.87 × 10−6 4.00 2.85 × 10−9 6.00 3.05 × 10−12 8.08
100 × 100 1.18 × 10−6 4.00 7.47 × 10−10 6.00 5.27 × 10−13 7.86

ETD-RK4 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
20 × 20 7.28 × 10−4 - 1.14 × 10−5 - 1.99 × 10−7 -

40 × 40 4.59 × 10−5 3.99 1.81 × 10−7 5.98 7.94 × 10−10 7.97
60 × 60 9.08 × 10−6 4.00 1.60 × 10−8 5.99 3.11 × 10−11 7.99
80 × 80 2.87 × 10−6 4.00 2.85 × 10−9 6.00 3.05 × 10−12 8.08
100 × 100 1.18 × 10−6 4.00 7.47 × 10−10 6.00 5.28 × 10−13 7.86

Example 2. Nonlinear stiff reaction-diffusion equations

In this test, we solve the nonlinear stiff reaction-diffusion equation

𝑢𝑡 = 128Δ𝑢8 +𝑅𝑑 (𝑢), (3.2)

on domains Ω = [−𝜋,𝜋]𝑑 with periodic boundary conditions, where 𝑑 = 1,2,3 are the dimensions of space. The source terms and 
exact solutions of the problem are given as 𝑅1(𝑢) =

1 
1024𝑢7 −

𝑢 
8 +128𝑢8 −1, 𝑢(𝑥, 𝑡) = 1

2 (𝑒
−𝑡 sin(𝑥)+ 2)

1
8 , 𝑅2(𝑢) = − 𝑢 

4 +256𝑢8 + 1 
512𝑢7 − 2, 

𝑢(𝑥, 𝑦, 𝑡) = 1
2 (𝑒

−2𝑡 sin(𝑥 + 𝑦) + 2)
1
8 and 𝑅3(𝑢) = − 𝑢 

4 + 1 
512𝑢7 + 384𝑢8 − 3, 𝑢(𝑥, 𝑦, 𝑧, 𝑡) = 1

2 (𝑒
−2𝑡 sin(𝑥 + 𝑦 + 𝑧) + 2)

1
8 , for 𝑑 = 1,2 and 3, 

respectively.

Using the ETD-RK multi-resolution A-WENO methods of different temporal and spatial orders, we compute the solutions with 
the time-step size Δ𝑡 = 0.01Δ𝑥. Note that due to these complex nonlinear stiff diffusion and reaction terms, a smaller CFL number 
is required in this example than Example 1. However, time-step size Δ𝑡 ∼ 𝑂(Δ𝑥) can still be preserved in the mesh rfinement 
study. The solutions are computed up to 𝑇 = 1,0.2 and 0.05 for 𝑑 = 1,2 and 3, respectively. The numerical errors and orders of 
convergence are presented in Tables 5 - 7. We observe that for the fourth-order multi-resolution A-WENO scheme coupled with 
either the ETD-RK3 or the ETD-RK4 temporal discretizations, the numerical errors of the spatial discretization show strong ifluence 
and a fourth-order / close to fourth-order convergence rate is obtained. However, for the sixth-order and the eighth-order multi

resolution A-WENO schemes coupled with either the ETD-RK3 or the ETD-RK4 temporal discretizations, the numerical errors of the 
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Table 3
Example 1. Numerical errors of the ETD-RK multi-resolution A-WENO methods for the heat equation 
with the time-step size Δ𝑡 = Δ𝑥 in three-dimensional space. MRWENO2𝑟 stands for the 2𝑟-th order multi

resolution A-WENO discretization in space.

ETD-RK3 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 ×𝐿 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
20 × 20 × 20 2.52 × 10−3 - 3.96 × 10−5 - 6.89 × 10−7 -

40 × 40 × 40 1.59 × 10−4 3.99 6.29 × 10−7 5.98 2.75 × 10−9 7.97
60 × 60 × 60 3.15 × 10−5 4.00 5.54 × 10−8 5.99 1.08 × 10−10 7.99
80 × 80 × 80 9.96 × 10−6 4.00 9.87 × 10−9 6.00 1.06 × 10−11 8.08
100 × 100 × 100 4.08 × 10−6 4.00 2.59 × 10−9 6.00 1.80 × 10−12 7.92

ETD-RK4 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 ×𝐿 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
20 × 20 × 20 2.52 × 10−3 - 3.96 × 10−5 - 6.89 × 10−7 -

40 × 40 × 40 1.59 × 10−4 3.99 6.29 × 10−7 5.98 2.75 × 10−9 7.97
60 × 60 × 60 3.15 × 10−5 4.00 5.54 × 10−8 5.99 1.08 × 10−10 7.99
80 × 80 × 80 9.96 × 10−6 4.00 9.87 × 10−9 6.00 1.06 × 10−11 8.08
100 × 100 × 100 4.08 × 10−6 4.00 2.59 × 10−9 6.00 1.80 × 10−12 7.92

Fig. 3.1. Example 1. Comparison of efficiency for different time-stepping methods for the heat equation. SSP-IRK3-linear and ETD-RK3-linear indicate that the linear 
spatial discretization is used for them. CPU time unit: second.

Table 4
Example 1. Comparison of efficiency for SSP-ERK3 and ETD-RK3 methods 
for the three-dimensional heat equation. The fourth-order multi-resolution 
A-WENO spatial discretization is adopted. The time-step size Δ𝑡 =Δ𝑥 is used 
in the ETD-RK3 method.

SSP-ERK3 ETD-RK3 
𝑁 ×𝑀 ×𝐿 𝐿1 Error CPU (s) 𝐿1 Error CPU (s) 
20 × 20 × 20 2.50 × 10−3 5.93 × 100 2.52 × 10−3 5.51 × 10−1
40 × 40 × 40 1.59 × 10−4 1.61 × 102 1.59 × 10−4 6.14 × 100
60 × 60 × 60 3.14 × 10−5 1.17 × 103 3.15 × 10−5 2.64 × 101
80 × 80 × 80 9.96 × 10−6 4.77 × 103 9.96 × 10−6 7.70 × 101

temporal discretizations dominate along with the rfinement of the meshes, hence the designed accuracy orders of the temporal 
discretizations, instead of the spatial discretizations, are observed in the tables. Comparing with Example 1 which is a linear problem 
with a pure diffusion term, in this example the equation has a highly nonlinear and complex reaction term in addition to a stiff 
nonlinear diffusion term, and numerical errors of the spatial discretizations and the temporal discretizations from the different terms 
have a richer structure.
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Table 5
Example 2. Numerical errors of the ETD-RK multi-resolution A-WENO methods for the non

linear stiff reaction-diffusion equation with the time-step size Δ𝑡 = 0.01Δ𝑥 in one-dimensional 
space. MRWENO2𝑟 stands for the 2𝑟-th order multi-resolution A-WENO discretization in space.

ETD-RK3 
MRWENO4 MRWENO6 MRWENO8 

𝑁 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
50 1.19 × 10−1 - 2.78 × 10−3 - 2.52 × 10−3 -

100 6.74 × 10−3 4.15 3.22 × 10−4 3.11 3.18 × 10−4 2.99
150 1.36 × 10−3 3.96 9.47 × 10−5 3.01 9.44 × 10−5 2.99
200 4.38 × 10−4 3.92 3.99 × 10−5 3.00 3.99 × 10−5 2.99
250 1.84 × 10−4 3.90 2.05 × 10−5 3.00 2.04 × 10−5 3.00

ETD-RK4 
MRWENO4 MRWENO6 MRWENO8 

𝑁 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
50 1.16 × 10−1 - 2.70 × 10−4 - 1.25 × 10−5 -

100 6.42 × 10−3 4.18 4.78 × 10−6 5.82 7.43 × 10−7 4.07
150 1.26 × 10−3 4.01 5.03 × 10−7 5.56 1.44 × 10−7 4.05
200 3.98 × 10−4 4.00 1.01 × 10−7 5.56 4.48 × 10−8 4.05
250 1.63 × 10−4 4.00 4.19 × 10−8 3.96 1.91 × 10−8 3.83

In addition, we compare the computational efficiency of the ETD-RK3 method with the SSP-ERK3 and the SSP-IRK3 methods, 
coupled with the fourth-order spatial discretization (i.e., the 𝑟 = 2 case in the section 2.1.1) on grids of different levels of rfine

ment. Similar to Example 1, the fourth-order linear spatial discretization is used for the SSP-IRK3 scheme as that discussed in the 
section 2.2.4, and both the A-WENO and the linear spatial discretizations are applied for the ETD-RK3 scheme in one- and two-

dimensional tests. For 𝑑 = 1, the time-step size Δ𝑡 = 0.02Δ𝑥 is taken for the simulations using the ETD-RK3 method on all grids, while 
for the SSP-IRK3 method, we take Δ𝑡 = 0.02Δ𝑥 for the simulations on the grids with 𝑁 = 50,100, Δ𝑡= 0.01Δ𝑥 for the simulations on 
the grids with 𝑁 = 150,200, and Δ𝑡= 0.005Δ𝑥 for the simulations on the other finer grids to ensure the stability in solving this stiff 
nonlinear problem. The 𝐿1 errors versus the CPU times for different methods are shown in Fig. 3.2 (a), which demonstrates that the 
ETD-RK3 method is more efficient than both the explicit and the implicit SSP-RK methods here. It takes less CPU time costs for the 
ETD-RK3 method than the other two methods to achieve a similar level of small numerical errors. For 𝑑 = 2, we take the time-step 
size Δ𝑡 = 0.01Δ𝑥 in the computations using the ETD-RK3 method on all grids, while for the SSP-IRK3 method, we take Δ𝑡 = 0.01Δ𝑥
in the simulations on the grids with 𝑁 = 𝑀 = 50,100, Δ𝑡 = 0.005Δ𝑥 in the simulations on the grids with 𝑁 = 𝑀 = 150,200, and 
Δ𝑡 = 0.002Δ𝑥 in the simulation on the grid with 𝑁 = 𝑀 = 250 to ensure the stability in solving this 2D stiff nonlinear problem. 
The 𝐿1 errors versus the CPU times for different methods are shown in Fig. 3.2 (b), which verfies that the ETD-RK3 method is 
much more efficient than both the explicit and the implicit SSP-RK methods here. It takes much less CPU time costs for the ETD-RK3 
method than the other two methods to reach a similar level of numerical errors. For 𝑑 = 3, we compare the efficiency of the ETD-RK3 
method with the SSP-ERK3 method. The accuracy and CPU times on different grids are presented in Table 8. The SSP-IRK method 
requires significantly longer computational times without appropriate preconditioning or fast solvers and is therefore not included in 
the comparison. Based on the data in the table, a consistent conclusion regarding efficiency, similar to that observed in the one- and 
two-dimensional problems, is drawn for this three-dimensional case. We also performed computations using the SSP-ERK3 method 
coupled with the WENO spatial discretization developed in [41]. The results indicate that both the WENO scheme from [41] and the 
A-WENO scheme adopted in this paper demonstrate very close accuracy and efficiency for the smooth nonlinear problems when used 
with the SSP-ERK3 method. Therefore, we do not present these results here to save space.

Example 3. PME with the Barenblatt solutions

We solve the PME

𝑢𝑡 =Δ𝑢𝑚, 𝐱 ∈ℝ𝑑 , (3.3)

with the Barenblatt solutions

𝐵𝑚(𝐱, 𝑡) = 𝑡−𝑝

((
1 − 𝑝(𝑚− 1)

2𝑑𝑚 
|𝐱|2
𝑡
2𝑝
𝑑

)+) 1 
𝑚−1

, 𝑝 = 1 
𝑚− 1 + 2∕𝑑

. (3.4)

Different values of 𝑚 (𝑚 = 2,3,5,8) and 𝑑 (𝑑 = 1,2,3) are taken in this test. The solutions at 𝑡0 = 1 are used as the initial conditions 
and the homogeneous Dirichlet boundary conditions are applied if not otherwise stated.

We first compute the solutions up to 𝑇 = 2 using the ETD-RK4 scheme coupled with the sixth-order multi-resolution A-WENO 
(A-WENO6) spatial discretization. Numerical results with other spatial and temporal order accuracy exhibit a similar pattern and are 



Journal of Computational Physics 529 (2025) 113838

18

Z. Xu and Y.-T. Zhang 

Table 6
Example 2. Numerical errors of the ETD-RK multi-resolution A-WENO methods for the nonlin

ear stiff reaction-diffusion equation with the time-step size Δ𝑡 = 0.01Δ𝑥 in two-dimensional space. 
MRWENO2𝑟 stands for the 2𝑟-th order multi-resolution A-WENO discretization in space.

ETD-RK3 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
50 × 50 2.10 × 10−4 - 3.48 × 10−5 - 3.43 × 10−5 -

100 × 100 1.54 × 10−5 3.77 4.38 × 10−6 2.99 4.38 × 10−6 2.97
150 × 150 3.47 × 10−6 3.67 1.31 × 10−6 2.99 1.30 × 10−6 2.98
200 × 200 1.24 × 10−6 3.59 5.52 × 10−7 2.99 5.52 × 10−7 2.99
250 × 250 5.64 × 10−7 3.52 2.83 × 10−7 2.99 2.83 × 10−7 2.99

ETD-RK4 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
50 × 50 1.76 × 10−4 - 7.68 × 10−7 - 3.25 × 10−7 -

100 × 100 1.10 × 10−5 4.00 2.75 × 10−8 4.80 2.06 × 10−8 3.98
150 × 150 2.17 × 10−6 4.00 4.70 × 10−9 4.36 4.09 × 10−9 3.98
200 × 200 6.88 × 10−7 4.00 1.41 × 10−9 4.19 1.30 × 10−9 4.00
250 × 250 2.82 × 10−7 4.00 5.62 × 10−10 4.12 5.35 × 10−10 3.96

Table 7
Example 2. Numerical errors of the ETD-RK multi-resolution A-WENO methods for the nonlinear stiff 
reaction-diffusion equation with the time-step size Δ𝑡 = 0.01Δ𝑥 in three-dimensional space. MRWENO2𝑟
stands for the 2𝑟-th order multi-resolution A-WENO discretization in space.

ETD-RK3 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 ×𝐿 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
50 × 50 × 50 4.74 × 10−5 - 1.47 × 10−5 - 1.46 × 10−5 -

100 × 100 × 100 3.73 × 10−6 3.67 1.88 × 10−6 2.96 1.88 × 10−6 2.96
150 × 150 × 150 9.01 × 10−7 3.50 5.63 × 10−7 2.98 5.63 × 10−7 2.97

ETD-RK4 
MRWENO4 MRWENO6 MRWENO8 

𝑁 ×𝑀 ×𝐿 𝐿1 Error Order 𝐿1 Error Order 𝐿1 Error Order 
50 × 50 × 50 3.74 × 10−5 - 2.87 × 10−7 - 2.19 × 10−7 -

100 × 100 × 100 2.34 × 10−6 4.00 1.51 × 10−8 4.24 1.41 × 10−8 3.96
150 × 150 × 150 4.61 × 10−7 4.00 2.90 × 10−9 4.08 2.81 × 10−9 3.98

Fig. 3.2. Example 2. Comparison of efficiency for different time-stepping methods. SSP-IRK3-linear and ETD-RK3-linear indicate that the linear spatial discretization 
is used for them. CPU time unit: second.
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Table 8
Example 2. Comparison of efficiency for SSP-ERK3 and ETD-RK3 methods for 
the three-dimensional nonlinear stiff reaction-diffusion equation. The fourth

order multi-resolution A-WENO spatial discretization is adopted. The time-step 
size Δ𝑡 = 0.01Δ𝑥 is used in the ETD-RK3 method.

SSP-ERK3 ETD-RK3 
𝑁 ×𝑀 ×𝐿 𝐿1 Error CPU (s) 𝐿1 Error CPU (s) 
50 × 50 × 50 3.72 × 10−5 3.74 × 102 4.74 × 10−5 6.26 × 101
100 × 100 × 100 2.33 × 10−6 1.12 × 104 3.73 × 10−6 1.10 × 103

therefore not shown here to save space. For 𝑑 = 1, we take the computational domain Ω = [−6,6] with 𝑁 = 200 grid points and time

step size Δ𝑡 =Δ𝑥. The numerical solutions are shown in Fig. 3.3. Furthermore, we use the same mesh size and time-step size in a larger 
computational domain to track the solution fronts at different times and the results are shown in Fig. 3.4. The excellent agreement 
between the numerical solutions and the exact ones at different times is observed in Fig. 3.4, which indicates that the scheme can 
track the movement of interface well. For 𝑑 = 2, we take the computational domains Ω= [−6,6]2 with 𝑁 ×𝑀 = 200×200 grid points 
for the 𝑚 = 2,3,5 cases and Ω= [−7,7]2 with 𝑁 ×𝑀 = 233×233 grid points for the 𝑚 = 8 case, to capture the entire non-zero prfile. 
The time-step size is taken as Δ𝑡 = 1

2Δ𝑥. The numerical results are shown in Fig. 3.5. For 𝑑 = 3, we take the computational domains 
Ω = [0,6]3, [0,7]3, [0,8]3, [0,9]3 for 𝑚 = 2,3,5,8 cases, respectively. Here to reduce the computational cost, we have exploited the 
symmetry of the problem by restricting the domain to the first octant and imposing the homogeneous Neumann boundary conditions. 
The mesh size is uniformly set to Δ𝑥 =Δ𝑦 =Δ𝑧 = 1 

15 , and the time-step size is taken as Δ𝑡 = 1
3Δ𝑥. The numerical results are shown in 

Fig. 3.6. From the numerical results presented in the figures, we observe that the sharp wave fronts are captured with non-oscillatory 
performance and the numerical solutions match the exact solutions very well in all space dimensions.

Then, we compare the computational efficiency of different third-order time-marching approaches for solving the equations. For 
𝑑 = 1, the solutions are computed up to 𝑇 = 10 on the computational domain Ω = [−9,9] with 𝑁 = 300 grid points. For 𝑑 = 2, the 
solutions are computed up to 𝑇 = 5 on the computational domain Ω = [−8,8]2 with 𝑁 ×𝑀 = 200 × 200 grid points. The time-step 
sizes used in different methods are chosen to be at their maximum values to achieve stable computations and numerical solutions 
that approximate well the exact solutions. The comparison of the ratios of the time-step sizes to the spatial grid size, Δ𝑡 

Δ𝑥
, and the 

corresponding CPU times of different methods are shown in Table 9 and 10 for 𝑑 = 1 and 2, respectively. From the numerical results 
in the tables, we observe that the ETD-RK3 method, which is coupled with either the multi-resolution A-WENO spatial discretizations 
or the corresponding linear spatial discretizations, allows for much larger time-step sizes and takes much less CPU time costs than 
both the explicit and the implicit SSP-RK methods here. Moreover, the permitted maximum time-step sizes have very small changes 
as the complexity of the equation and the accuracy order of spatial discretization increase, which shows the robustness of the ETD-RK 
method. For 𝑑 = 3, the computational time of SSP-ERK3 is significantly longer, and that of SSP-IRK3 appears prohibitively large. 
It is not feasible to provide a comprehensive comparison as we did for 𝑑 = 1 and 𝑑 = 2, since doing so would be excessively time

consuming. Instead, we conducted a specific test for the most challenging case, 𝑚 = 8, with Δ𝑥 =Δ𝑦 =Δ𝑧 = 1 
10 . We found that, when 

coupled with the sixth-order spatial discretization, the CPU times for ETD-RK3 and SSP-ERK3 were 4.44× 102 seconds and 1.84× 104
seconds, respectively. Again, similar to the previous examples, the high computational efficiency of the ETD-RK method is verfied 
here.

Finally, it is interesting to compare the performance of the WENO discretization from [41] with the multi-resolution A-WENO 
method adopted here. When coupled with the SSP-ERK3 time-stepping method, both WENO and A-WENO exhibit similar robustness 
in the one-dimensional tests. However, for the very stiff problem (𝑚 = 8), unlike the smooth problems in Examples 1 and 2, the 
WENO method [41] shows weaker nonlinear stability in higher dimensions for non-smooth solutions. Consequently, it requires much 
smaller time-step sizes and thus longer computational time. Fig. 3.7 shows the numerical results of the 2D case which is solved by 
the sixth-order A-WENO and WENO schemes. A much smaller CFL number (about five times smaller) has to be used for the WENO 
method in [41] to achieve a comparable numerical solution to the multi-resolution A-WENO method, and a slight larger CFL number 
for the WENO method [41] leads to oscillation / nonlinear instability around the sharp wave front. As a result, the multi-resolution 
A-WENO method is about five times faster than the WENO method [41] in solving this problem.

Example 4. Interacting and merging regions

We solve the PME (3.3) to investigate the interaction and merging of two compactly supported solutions. The ETD-RK4 scheme 
coupled with the sixth-order multi-resolution A-WENO spatial discretization is used in the simulations.

For 𝑑 = 1, we solve the equation with 𝑚 = 6. The interaction of two boxes is depicted by the initial condition

𝑢(𝑥,0) =
⎧⎪⎨⎪⎩
1, −4 < 𝑥 < −1,
2, 0 < 𝑥 < 3,
0, otherwise,

(3.5)

on the domain Ω= [−6,6] with the homogeneous Dirichlet boundary conditions. This setup models how temperature changes when 
two hot spots are suddenly placed in the domain. The solution is computed up to 𝑇 = 0.8 on a grid with 𝑁 = 160, and the time-step 
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Fig. 3.3. Example 3. Numerical solutions of the ETD-RK4 multi-resolution A-WENO6 method on the grid with 𝑁 = 200, for the one-dimensional PME with different 
values of 𝑚 for the Barenblatt solution at 𝑇 = 2. The time-step size is Δ𝑡 =Δ𝑥.

size is taken as Δ𝑡 = 0.01Δ𝑥. The numerical results at different times are shown in Fig. 3.8, from which we observe merging of the 
two boxes over time. Similar to Example 3, the sharp wave fronts of the solution are captured stably with high resolution.

For 𝑑 = 2, we solve the equation with 𝑚 = 2 and the initial condition

𝑢(𝑥, 𝑦,0) =
⎧⎪⎨⎪⎩
exp( −1 

6−(𝑥−2)2−(𝑦+2)2 ), (𝑥− 2)2 + (𝑦+ 2)2 < 6,
exp( −1 

6−(𝑥+2)2−(𝑦−2)2 ), (𝑥+ 2)2 + (𝑦− 2)2 < 6,
0, otherwise,

(3.6)

which represents two cones on the domain Ω= [−10,10]2. The homogeneous Dirichlet boundary conditions are applied. The solution 
is computed up to 𝑇 = 4 on a grid with 𝑁 ×𝑀 = 100×100. The time-step size is taken as Δ𝑡 = 0.3Δ𝑥. The numerical solution prfiles 
at the times 𝑡 = 0,0.5,1, and 4 are shown in Fig. 3.9, which illustrates the merging process of two cones. Similar to the 1D case, the 
sharp wave fronts of the solution are captured stably with high resolution in the simulation. 

Example 5. Buckley-Leverett equations

In this test, we consider the viscous Buckley-Leverett equations, which are used to model the two-phase flow in porous media. 
The proposed ETD-RK4 multi-resolution A-WENO6 scheme is used to solve these problems.

In one-dimensional space, the equation is given by

𝑢𝑡 + 𝑓 (𝑢)𝑥 = 𝜖(𝜈(𝑢)𝑢𝑥)𝑥. (3.7)

The nonlinear diffusion coefficient is taken as

𝜈(𝑢) =

{
4𝑢(1 − 𝑢), 0 ≤ 𝑢 ≤ 1,
0, otherwise,

(3.8)

so that the function of the parabolic term 𝑔(𝑢)𝑥𝑥 = 𝜖(𝜈(𝑢)𝑢𝑥)𝑥 is given by
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Fig. 3.4. Example 3. Numerical solutions of the ETD-RK4 multi-resolution A-WENO6 method for the one-dimensional PME with different values of 𝑚 for the Barenblatt 
solution at different times 𝑇 + 𝑡0 = 𝑇 + 1. 𝑇 is the time points indicated in the pictures. The mesh size and time-step size are the same as those used in Fig. 3.3.

𝑔(𝑢) =
⎧⎪⎨⎪⎩
0, 𝑢 < 0,
𝜖(2𝑢2 − 4

3𝑢
3), 0 ≤ 𝑢 ≤ 1,

2
3 𝜖, 𝑢 > 1.

(3.9)

Two different convection fluxes are considered, namely, the flux without gravitational effects given by

𝑓 (𝑢) = 𝑢2

𝑢2 + (1 − 𝑢)2
, (3.10)

and the one with gravitational effects given by

𝑓 (𝑢) = 𝑢2

𝑢2 + (1 − 𝑢)2
(1 − 5(1 − 𝑢)2). (3.11)

We take 𝜖 = 0.01, and solve two initial-boundary value problems. The first initial-boundary value problem dfined on Ω = [0,1] has 
the initial condition

𝑢(𝑥,0) =

{
1 − 3𝑥, 0 ≤ 𝑥 ≤ 1

3 ,

0, 1
3 < 𝑥 ≤ 1,

(3.12)

and the boundary condition 𝑢(0, 𝑡) = 1, 𝑢(1, 𝑡) = 0. The second problem is a Riemann problem dfined on Ω = [0,1], which has the 
initial condition

𝑢(𝑥,0) =
⎧⎪⎨⎪⎩
0, 0 ≤ 𝑥 < 1 − 1 √

2
,

1, 1 − 1 √
2
≤ 𝑥 ≤ 1,

(3.13)
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Fig. 3.5. Example 3. Numerical approximations at 𝑇 = 2 to the Barenblatt solutions of the two-dimensional PME with different values of 𝑚. (a),(d),(g),(j): surface 
plots of the numerical solutions; (b), (e), (h), (k): contour plots of the numerical errors; (c), (f), (i), (l): 1D slice-plots of the numerical solutions along 𝑥 = 𝑦. The 
ETD-RK4 multi-resolution A-WENO6 method is used on the grid with 𝑁 ×𝑀 = 200 × 200 for the 𝑚 = 2,3,5 cases and on the grid with 𝑁 ×𝑀 = 233 × 233 for the 
𝑚 = 8 case. The time-step size is Δ𝑡 = 1

2
Δ𝑥. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
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Fig. 3.6. Example 3. Numerical approximations at 𝑇 = 2 to the Barenblatt solutions of the three-dimensional PME with different values of 𝑚. (a),(c),(e),(g): the 
numerical solutions; (b), (d), (f), (h): the numerical errors. The ETD-RK4 multi-resolution A-WENO6 method is used to solve the problems on grids with uniform mesh 
size ℎ = 1 

15
. The time-step size is Δ𝑡 = 1

3
Δ𝑥.

and the boundary condition 𝑢(0, 𝑡) = 0 and 𝑢(1, 𝑡) = 1. The simulations are performed on the computational grids with 𝑁 = 100 and 
𝑁 = 800. The time-step sizes are chosen to be the maximum permitted values for achieving a stable computation in each problem. 
The obtained numerical solutions at 𝑇 = 0.2 are shown in Fig. 3.10. We observe that the numerical solutions on different grids match 
very well, which verfies the convergence of the numerical solutions. Similar to the previous examples, the large gradients of the 
solutions are captured stably with high resolution in the simulations, which verfies the nonlinear stability of the method. Moreover, 
the desired time-step size Δ𝑡 ∼𝑂(Δ𝑥) for the ETD-RK method is still preserved on different grids in this example.

In two-dimensional space, the equation is given by

𝑢𝑡 + 𝑓1(𝑢)𝑥 + 𝑓2(𝑢)𝑦 = 𝜖(𝑢𝑥𝑥 + 𝑢𝑦𝑦), (3.14)
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Table 9
Example 3. Maximum ratios of the time-step sizes to the spatial grid size and the corresponding CPU 
times of different methods in the computation of the Barenblatt solutions of the one-dimensional PME. 
MRWENO2𝑟 stands for the 2𝑟-th order multi-resolution A-WENO discretization in space. SSP-IRK3

linear and ETD-RK3-linear indicate that the corresponding linear spatial discretizations of the MRWENO 
schemes are used.

𝑚 = 2

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.6 0.27 1.6 0.31 1.5 0.35
SSP-ERK3 0.0198 2.13 0.0198 1.93 0.0198 2.82
ETD-RK3-linear 1.6 0.26 1.5 0.30 1.4 0.33
SSP-IRK3-linear 0.3 1.28 0.3 1.41 0.2 2.31

𝑚 = 3

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.5 0.34 1.4 0.38 1.5 0.42
SSP-ERK3 0.0166 2.72 0.0166 2.54 0.0166 3.53
ETD-RK3-linear 1.5 0.32 1.4 0.38 1.5 0.41
SSP-IRK3-linear 0.2 2.00 0.2 2.18 0.2 2.38

𝑚 = 5

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.5 0.42 1.5 0.47 1.5 0.51
SSP-ERK3 0.0125 3.73 0.0125 3.47 0.0125 4.74
ETD-RK3-linear 1.4 0.40 1.4 0.47 1.4 0.51
SSP-IRK3-linear 0.1 3.83 0.1 4.14 0.1 4.60

𝑚 = 8

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.4 0.51 1.4 0.57 1.4 0.62
SSP-ERK3 0.009 5.25 0.009 4.90 0.009 6.65
ETD-RK3-linear 1.4 0.50 1.3 0.58 1.3 0.62
SSP-IRK3-linear 0.09 4.52 0.07 5.94 0.06 7.59

where 𝑓1(𝑢) and 𝑓2(𝑢) are the fluxes without and with gravitational effects as in the one-dimensional case (3.10) and (3.11) respec

tively, and 𝜖 = 0.01. We solve the problem on the domain Ω= [−3
2 ,

3
2 ]

2 with the initial condition

𝑢(𝑥, 𝑦,0) =

{
1, 𝑥2 + 𝑦2 < 1

2 ,

0, otherwise,
(3.15)

and the homogeneous Dirichlet boundary condition. The computation is performed on the grid with 𝑁 ×𝑀 = 120 × 120. The time

step size is taken as Δ𝑡 = 0.3Δ𝑥. The obtained numerical solution at 𝑇 = 0.5 is shown in Fig. 3.11. Similar to the 1D case, the large 
gradients of the solution are captured stably with high resolution and without numerical oscillation in the simulation of this 2D 
problem, which verfies the nonlinear stability of the proposed method. 

Example 6. Strongly degenerate convection-diffusion equations

We consider the convection-diffusion equations

𝑢𝑡 + (𝑢2)𝑥 = 𝜖(𝜈(𝑢)𝑢𝑥)𝑥, (3.16)

and

𝑢𝑡 + (𝑢2)𝑥 + (𝑢2)𝑦 = 𝜖(𝜈(𝑢)𝑢𝑥)𝑥 + 𝜖(𝜈(𝑢)𝑢𝑦)𝑦, (3.17)

in one- and two-dimensional spaces, respectively, with the strongly degenerate viscosity coefficient

𝜈(𝑢) =

{
0, |𝑢| ≤ 1

4 ,

1, |𝑢| > 1
4 ,

(3.18)
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Table 10

Example 3. Maximum ratios of the time-step sizes to the spatial grid size and the corresponding CPU 
times of different methods in the computation of the Barenblatt solutions of the two-dimensional PME. 
MRWENO2𝑟 stands for the 2𝑟-th order multi-resolution A-WENO discretization in space. SSP-IRK3-linear 
and ETD-RK3-linear indicate that the corresponding linear spatial discretizations of the MRWENO schemes 
are used.

𝑚 = 2

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.0 2.6 × 101 1.0 3.0 × 101 0.9 3.5 × 101
SSP-ERK3 0.0129 8.8 × 102 0.0129 8.9 × 102 0.0129 1.1 × 103
ETD-RK3-linear 1.0 2.5 × 101 0.9 3.0 × 101 0.9 3.4 × 101
SSP-IRK3-linear 0.2 4.4 × 102 0.2 6.7 × 102 0.2 1.1 × 103

𝑚 = 3

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.0 3.2 × 101 1.0 3.5 × 101 1.0 4.0 × 101
SSP-ERK3 0.01 1.1 × 103 0.01 1.2 × 103 0.01 1.4 × 103
ETD-RK3-linear 1.0 3.0 × 101 1.0 3.4 × 101 1.0 3.8 × 101
SSP-IRK3-linear 0.2 4.5 × 102 0.1 1.3 × 103 0.1 1.8 × 103

𝑚 = 5

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.0 3.9 × 101 1.0 4.4 × 101 1.0 5.0 × 101
SSP-ERK3 0.0067 1.7 × 103 0.0067 1.8 × 103 0.0067 2.1 × 103
ETD-RK3-linear 1.0 3.8 × 101 1.0 4.3 × 101 1.0 4.8 × 101
SSP-IRK3-linear 0.1 9.7 × 102 0.09 1.7 × 103 0.08 2.3 × 103

𝑚 = 8

Time MRWENO4 MRWENO6 MRWENO8 
marching Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) Δ𝑡∕Δ𝑥 CPU (s) 
ETD-RK3 1.0 4.9 × 101 1.0 5.6 × 101 1.0 6.4 × 101
SSP-ERK3 0.0045 2.6 × 103 0.0045 2.7 × 103 0.0045 3.1 × 103
ETD-RK3-linear 1.0 4.8 × 101 1.0 5.5 × 101 0.9 6.3 × 101
SSP-IRK3-linear 0.06 1.9 × 103 0.05 3.2 × 103 0.04 6.1 × 103

and the corresponding function of the parabolic term

𝑔(𝑢) =
⎧⎪⎨⎪⎩
𝜖(𝑢+ 1

4 ), 𝑢 < −1
4 ,

𝜖(𝑢− 1
4 ), 𝑢 > 1

4 ,

0, |𝑢| ≤ 1
4 .

(3.19)

So the equation is hyperbolic when 𝑢 ∈ [−1
4 ,

1
4 ] and parabolic otherwise. We take 𝜖 = 0.1 in the tests. The ETD-RK4 multi-resolution 

A-WENO6 scheme is used to perform the simulations.

In one-dimensional space, we solve the problem on the domain Ω= [−2,2] with the initial condition

𝑢(𝑥,0) =

⎧⎪⎪⎨⎪⎪⎩
1, − 1 √

2
− 2

5 < 𝑥 < − 1 √
2
+ 2

5 ,

−1, 1 √
2
− 2

5 < 𝑥 < 1 √
2
+ 2

5 ,

0, otherwise,

(3.20)

and the homogeneous Dirichlet boundary condition. The computational grids with 𝑁 = 100 and 𝑁 = 800 are used in computation. 
The time-step size is taken as Δ𝑡 = 0.08Δ𝑥 such that the desired time-step size condition, Δ𝑡 ∼ 𝑂(Δ𝑥), for the ETD-RK method is 
satified on different grids. The obtained numerical results at 𝑇 = 0.7 are reported in Fig. 3.12. It is observed that the numerical 
solutions on different grids match very well, which verfies the convergence of the numerical solutions. The sharp interfaces of the 
solutions and the kinks where the type of the equation changes are captured stably with high resolution in the simulations, which 
indicates good nonlinear stability of the method.
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Fig. 3.7. Example 3. Numerical approximations at 𝑇 = 2 to the Barenblatt solutions of the two-dimensional PME with 𝑚= 8 on the grid 𝑁 ×𝑀 = 233 × 233. Row 1: 
sixth-order multi-resolution A-WENO method with SSP-ERK3 time stepping and CFL number 0.4; Row 2: sixth-order WENO method from [41] with SSP-ERK3 time 
stepping and CFL number 0.084. (a),(d): surface plots of the numerical solutions; (b), (e): contour plots of the numerical errors; (c), (f): 1D slice-plots of the numerical 
solutions along 𝑥 = 𝑦. The WENO method established in [41] exhibits weaker nonlinear stability, requiring much smaller time-step sizes and thereby significantly 
longer (roughly 5 times) computational time.

In two-dimensional space, we solve the problem on the domain Ω= [−3
2 ,

3
2 ]

2 with the initial condition

𝑢(𝑥, 𝑦,0) =
⎧⎪⎨⎪⎩
1, (𝑥+ 1

2 )
2 + (𝑦+ 1

2 )
2 < 4 

25 ,

−1, (𝑥− 1
2 )

2 + (𝑦− 1
2 )

2 < 4 
25 ,

0, otherwise,

(3.21)

and the homogeneous Dirichlet boundary condition. The computational grid with 𝑁 ×𝑀 = 120 × 120 is adopted. The time-step size 
is taken as Δ𝑡 = 0.1Δ𝑥. The obtained numerical solution at 𝑇 = 0.5 is shown in Fig. 3.13. Again, similar to the 1D example, the sharp 
interfaces of the solution are captured stably with high resolution and without numerical oscillation in the simulation of this 2D 
degenerate convection-diffusion problem, which verfies the nonlinear stability of the proposed numerical method. 

4. Conclusions and discussions

High-order WENO methods have been well developed in the literature to effectively solve nonlinear degenerate parabolic equations 
with high resolution. However, most of them are coupled with explicit temporal numerical schemes for the evolution of simulation. 
Since the sophisticated nonlinear properties and high-order accuracy of WENO methods require more operations than many other 
schemes, their computational costs increase significantly when they are applied to stiff degenerate parabolic PDEs and the time-step 
sizes are small under the CFL condition, especially for multidimensional problems. How to achieve fast computations of high-order 
WENO methods is a very important and challenging question. To tackle this challenge, implicit temporal schemes have been applied 
to the high-order WENO methods for the nonlinear degenerate parabolic equations, which are more efficient than explicit schemes. 
Due to the highly nonlinear property of the high-order WENO spatial discretizations, sophisticated techniques [4,65] need to be 
designed for efficiently solving the complex nonlinear systems from implicit schemes. Instead of implicit schemes, in this paper we 
apply the ETD-RK methods, a class of accurate exponential integrators, to the high-order multi-resolution alternative finite difference 
WENO methods for solving degenerate parabolic equations efficiently and dealing with the challenge of stiffness. The motivation of 
studying exponential integrators here is that although this class of stiff-problem solvers are also global schemes as implicit schemes, 
their implementations are essentially explicit. In other words, exponential integrators have some advantages of both explicit schemes 
and implicit schemes, which lead to the relatively simple implementation of the methods and excellent computational efficiency. 
However, it is difficult to directly use the popular semilinearization approach in the exponential Rosenborg-type method and apply 
exponential integrators to highly nonlinear schemes such as the WENO schemes for solving a fully nonlinear PDE, since the Jacobian 
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Fig. 3.8. Example 4. Numerical solutions of the ETD-RK4 multi-resolution A-WENO6 method on the grid with 𝑁 = 160, for the one-dimensional problem of interaction 
of two boxes. The time-step size is Δ𝑡= 0.01Δ𝑥.
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Fig. 3.9. Example 4. Numerical solutions for the problem of the merging cones, modeled by the two-dimensional PME. The ETD-RK4 multi-resolution A-WENO6 
scheme is use on a grid with 𝑁 ×𝑀 = 100 × 100. The time-step size is Δ𝑡= 0.3Δ𝑥.

matrix from the highly nonlinear schemes is too complicated and expensive to compute at every time step. In this paper, a novel 
and effective semilinearization approach, namely replacing the exact Jacobian of a high-order nonlinear scheme such as a WENO 
scheme with that of the corresponding high-order linear scheme, is proposed to efficiently form the linear stiff part in applying the 
exponential integrators. This novel method is designed based on the property of the degenerate parabolic PDEs. Namely, the diffusion 
coefficient vanishes in non-smooth regions of the solution and the stiffness of the parabolic PDEs occurs in smooth regions. Since the 
nonlinear scheme is well approximated by its corresponding linear scheme in the smooth regions of the PDEs (i.e., the stiff regions), 
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Fig. 3.10. Example 5. Numerical solutions of the one-dimensional Buckley-Leverett equation at 𝑇 = 0.2. The ETD-RK4 multi-resolution A-WENO6 scheme is used. 
The time-step sizes are chosen to be the maximum permitted values for achieving a stable computation.

Fig. 3.11. Example 5. Numerical solution of the two-dimensional Buckley–Leverett equation at 𝑇 = 0.5. The ETD-RK4 multi-resolution A-WENO6 scheme is used to 
solve the problem on a grid with 𝑁 ×𝑀 = 120 × 120. The time-step size is Δ𝑡= 0.3Δ𝑥.
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Fig. 3.12. Example 6. Numerical solutions of the one-dimensional strongly degenerate convection-diffusion equation at 𝑇 = 0.7. The ETD-RK4 multi-resolution 
A-WENO6 scheme is used. The time-step size is Δ𝑡 = 0.08Δ𝑥.

Fig. 3.13. Example 6. Numerical solution of the two-dimensional strongly degenerate convection-diffusion equation at 𝑇 = 0.5. The ETD-RK4 multi-resolution 
A-WENO6 scheme is used on a grid with 𝑁 ×𝑀 = 120 × 120. The time-step size is Δ𝑡= 0.1Δ𝑥.

the proposed construction of the linear stiff term based on the corresponding linear scheme is effective here for using the exponential 
integrators to solve the degenerate parabolic PDEs. Extensive numerical experiments are performed to demonstrate the effectiveness 
of this new approach, and verify high-order accuracy, nonlinear stability and high efficiency of the developed ETD-RK multi-resolution 
alternative WENO methods. The ETD-RK methods resolve the stiffness of the nonlinear degenerate parabolic PDEs very well, and the 
desired large time-step size simulations of Δ𝑡 ∼𝑂(Δ𝑥) are achieved. The comparisons with some commonly used explicit and implicit 
SSP-RK methods show that the proposed methods are more efficient in solving the nonlinear degenerate parabolic PDEs, especially 
the multidimensional problems.

In this paper, we focus on applying the ETD-RK schemes with the new semilinearization approach to high-order multi-resolution 
A-WENO spatial discretizations for solving the nonlinear degenerate parabolic PDEs. However, the proposed novel semilinearization 
approach in applying the exponential integrators to a high-order nonlinear spatial discretization is a general method and is expected to 
have a broad impact. For example, the method can be applied to other high-order nonlinear schemes besides the WENO schemes, such 
as the discontinuous Galerkin (DG) finite element methods. The DG methods have been developed to solve the nonlinear degenerate 
parabolic PDEs (e.g. [66,56]), which have advantages to deal with complex domain geometries in application problems over the finite 
difference methods. The DG methods often use a nonlinear limiter or a nonlinear damping term to control numerical oscillations and 
ensure nonlinear stability in non-smooth regions of the solution. They are also nonlinear schemes with rich structures. Again, most of 
them are still coupled with explicit temporal schemes to solve the stiff PDEs such as the nonlinear degenerate parabolic PDEs, which 
are often computationally expensive due to very small time-step sizes under restrictive CFL condition. The exponential integrators 
with the new semilinearization method developed in this paper are ready to be applied to the high-order DG spatial discretizations and 
obtain significantly more efficient DG finite element methods for solving multidimensional degenerate parabolic PDEs on complex 
domain geometries, which have broad applications in engineering problems. According to the method developed in this paper, a DG 
formulation without the nonlinear limiter or the nonlinear damping term will serve as the linear scheme in the semilinearization 
procedure for the exponential integrators. In smooth regions (the stiff regions) of the solution, the full nonlinear DG scheme agrees 
well with its corresponding linear scheme, hence the simple and computational cheap Jacobian matrix based on the linear scheme 
captures the stiffness of the PDEs and efficient computations will be obtained for the high-order nonlinear DG methods coupled with 
the exponential integrators. This interesting project will be carried out in our next research.
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Appendix A. The smoothness indicators of the multi-resolution WENO in Section 2.1.1

The expressions of the smoothness indicators 𝛽1, 𝛽2, 𝛽3 and 𝛽4 in the definition (2.11) are given as follows:

𝛽1 =(−𝑔𝑖 + 𝑔𝑖+1)2,

𝛽2 =
781
720

(𝑔𝑖−1 − 3𝑔𝑖 + 3𝑔𝑖+1 − 𝑔𝑖+2)2 +
13
48

(𝑔𝑖−1 − 𝑔𝑖 − 𝑔𝑖+1 + 𝑔𝑖+2)2 + (𝑔𝑖−1 − 𝑔𝑖)2,

𝛽3 =
21520059541
19838649600

(𝑔𝑖−2 − 5𝑔𝑖−1 + 10𝑔𝑖 − 10𝑔𝑖+1 + 5𝑔𝑖+2 − 𝑔𝑖+3)2

+ 1 
440858880

(1851𝑔𝑖−2 − 31123𝑔𝑖−1 + 84114𝑔𝑖 − 84114𝑔𝑖+1 + 31123𝑔𝑖+2 − 1851𝑔𝑖+3)2

+ 1 
2246400

(131𝑔𝑖−2 − 1173𝑔𝑖−1 + 1042𝑔𝑖 + 1042𝑔𝑖+1 − 1173𝑔𝑖+2 + 131𝑔𝑖+3)2

+ 1421461
5241600

(𝑔𝑖−2 − 3𝑔𝑖−1 + 2𝑔𝑖 + 2𝑔𝑖+1 − 3𝑔𝑖+2 + 𝑔𝑖+3)2 + (−𝑔𝑖 + 𝑔𝑖+1)2,

𝛽4 =
1 

326918592000
(459034864256𝑔2

𝑖−3 + 21743036840504𝑔2
𝑖−2 + 193082473956456𝑔2

𝑖−1

− 633842107028865𝑔𝑖−1𝑔𝑖 + 533907688202000𝑔2𝑖 + 610844549719320𝑔𝑖−1𝑔𝑖+1
− 1054387388310025𝑔𝑖𝑔𝑖+1 + 533907688202000𝑔2

𝑖+1 − 346465395978597𝑔𝑖−1𝑔𝑖+2
+ 610844549719320𝑔𝑖𝑔𝑖+2 − 633842107028865𝑔𝑖+1𝑔𝑖+2 + 193082473956456𝑔2

𝑖+2

+ 107421495993504𝑔𝑖−1𝑔𝑖+3 − 192940877965535𝑔𝑖𝑔𝑖+3 + 204591754773560𝑔𝑖+1𝑔𝑖+3
− 127805625375939𝑔𝑖+2𝑔𝑖+3 + 21743036840504𝑔2

𝑖+3 − 7𝑔𝑖−2(18257946482277𝑔𝑖−1
− 29227393539080𝑔𝑖 + 27562982566505𝑔𝑖+1 − 15345927999072𝑔𝑖+2
+ 4682081208019𝑔𝑖+3 − 605170517992𝑔𝑖+4) + 𝑔𝑖−3(−6214446276409𝑔𝑖−2
+ 17764726801752𝑔𝑖−1 − 27790531210295𝑔𝑖 + 25709223617840𝑔𝑖+1
− 14082592044087𝑔𝑖+2 + 4236193625944𝑔𝑖+3 − 540644243257𝑔𝑖+4)

− 14082592044087𝑔𝑖−1𝑔𝑖+4 + 25709223617840𝑔𝑖𝑔𝑖+4 − 27790531210295𝑔𝑖+1𝑔𝑖+4
+ 17764726801752𝑔𝑖+2𝑔𝑖+4 − 6214446276409𝑔𝑖+3𝑔𝑖+4 + 459034864256𝑔2

𝑖+4).

Appendix B. The smoothness indicators of the multi-resolution WENO in Section 2.1.2

The expressions of the smoothness indicators 𝛽1, 𝛽2, 𝛽3 and 𝛽4 in the definition (2.35) are given as follows:

𝛽1 =
121
300

(4𝑢2
𝑖−1 − 13𝑢𝑖−1𝑢𝑖 + 13𝑢2𝑖 + 5𝑢𝑖−1𝑢𝑖+1 − 13𝑢𝑖𝑢𝑖+1 + 4𝑢2

𝑖+1),

𝛽2 =
1 

67200000
(112756316𝑢2

𝑖−2 + 1657473113𝑢2
𝑖−1 + 3613771547𝑢2𝑖 − 4707412996𝑢𝑖𝑢𝑖+1

+ 1657473113𝑢2
𝑖+1 + 𝑢𝑖−1(−4707412996𝑢𝑖 + 2846027902𝑢𝑖+1 − 631012985𝑢𝑖+2)

− 37𝑢𝑖−2(22231031𝑢𝑖−1 − 29557877𝑢𝑖 + 17054405𝑢𝑖+1 − 3632623𝑢𝑖+2)

+ 1093641449𝑢𝑖𝑢𝑖+2 − 822548147𝑢𝑖+1𝑢𝑖+2 + 112756316𝑢2
𝑖+2),

𝛽3 =
1 

696729600000000
(1191368301143900𝑢2

𝑖−3 + 40597776375544695𝑢2
𝑖−2 + 247305166240620450𝑢2

𝑖−1

− 645469279961828850𝑢𝑖−1𝑢𝑖 + 435991844146445900𝑢2𝑖 + 462392655194742375𝑢𝑖−1𝑢𝑖+1
− 645469279961828850𝑢𝑖𝑢𝑖+1 + 247305166240620450𝑢2

𝑖+1 − 173309501486101245𝑢𝑖−1𝑢𝑖+2
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+ 248679888594363540𝑢𝑖𝑢𝑖+2 − 196807231970740065𝑢𝑖+1𝑢𝑖+2 + 40597776375544695𝑢2
𝑖+2

− 1111𝑢𝑖−3(12262548688269𝑢𝑖−2 − 28726145190345𝑢𝑖−1 + 35285736074690𝑢𝑖
− 24003850977690𝑢𝑖+1 + 8594065910145𝑢𝑖+2 − 1267677095269𝑢𝑖+3)

+ 26668278436213590𝑢𝑖−1𝑢𝑖+3 − 39202452778980590𝑢𝑖𝑢𝑖+3 + 31914747306473295𝑢𝑖+1𝑢𝑖+3
− 13623691592666859𝑢𝑖+2𝑢𝑖+3 + 1191368301143900𝑢2

𝑖+3 − 3𝑢𝑖−2(65602410656913355𝑢𝑖−1
− 82893296198121180𝑢𝑖 + 57769833828700415𝑢𝑖+1 − 21137663643408778𝑢𝑖+2 + 3182669075390365𝑢𝑖+3)),

𝛽4 =
1 

66952927641600000000000
(118023030647523865761268𝑢2

𝑖−4 + 7310547749226640675750391𝑢2
𝑖−3

+ 87932799446502525538448131𝑢2
𝑖−2 − 346770742441690854589241870𝑢𝑖−2𝑢𝑖−1

+ 348437796897631753060606543𝑢2
𝑖−1 + 420998749597335849842664020𝑢𝑖−2𝑢𝑖

− 861675614228526685698528040𝑢𝑖−1𝑢𝑖 + 542828069875679609578330025𝑢2𝑖
− 322534893789595815857580562𝑢𝑖−2𝑢𝑖+1 + 671504849402026017193551778𝑢𝑖−1𝑢𝑖+1
− 861675614228526685698528040𝑢𝑖𝑢𝑖+1 + 348437796897631753060606543 ∗ 𝑢2

𝑖+1

+ 152497445486154126541234954𝑢𝑖−2𝑢𝑖+2 − 322534893789595815857580562𝑢𝑖−1𝑢𝑖+2
+ 420998749597335849842664020𝑢𝑖𝑢𝑖+2 − 346770742441690854589241870𝑢𝑖+1𝑢𝑖+2
+ 87932799446502525538448131𝑢2

𝑖+2 − 40748949157768827653691322𝑢𝑖−2𝑢𝑖+3
+ 87450773089630621117847210𝑢𝑖−1𝑢𝑖+3 − 115964286531853100210189720𝑢𝑖𝑢𝑖+3
+ 97177290555967138846616342𝑢𝑖+1𝑢𝑖+3 − 50211686059457479298460454𝑢𝑖+2𝑢𝑖+3
+ 7310547749226640675750391𝑢2

𝑖+3 + 𝑢𝑖−3(−50211686059457479298460454𝑢𝑖−2
+ 97177290555967138846616342𝑢𝑖−1 − 115964286531853100210189720𝑢𝑖
+ 87450773089630621117847210𝑢𝑖+1 − 40748949157768827653691322𝑢𝑖+2
+ 10740612518336469754371154𝑢𝑖+3 − 1227581961831224200169527𝑢𝑖+4)

− 11111𝑢𝑖−4(165355769190611079815𝑢𝑖−3 − 556722292425786917777𝑢𝑖−2
+ 1058534363076305872403𝑢𝑖−1 − 1243189747760266986565𝑢𝑖
+ 923938536129339626101𝑢𝑖+1 − 424690494183694671475𝑢𝑖+2
+ 110483481399624174257𝑢𝑖+3 − 12465257465998279583𝑢𝑖+4)

+ 4718736080875031494758725𝑢𝑖−2𝑢𝑖+4 − 10265881074933092585608211𝑢𝑖−1𝑢𝑖+4
+ 13813081287364326487723715𝑢𝑖𝑢𝑖+4 − 11761375308140834548269733𝑢𝑖+1𝑢𝑖+4
+ 6185741391142918443420247𝑢𝑖+2𝑢𝑖+4 − 1837267951476879707824465𝑢𝑖+3𝑢𝑖+4
+ 118023030647523865761268𝑢2

𝑖+4).

Data availability

Data will be made available on request.
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