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Abstract

Fast sweeping methods are a class of efficient iterative methods developed in the
literature to solve steady-state solutions of hyperbolic partial differential equations
(PDEs). In (Zhang et al. 2006 [35]; Xiong et al. 2010 [31]), high order accuracy fast
sweeping schemes based on classical weighted essentially non-oscillatory (WENQO) local
solvers were developed for solving static Hamilton-Jacobi equations. However, since
high order classical WENO methods (e.g., fifth order and above) often suffer from dif-
ficulties in their convergence to steady-state solutions, iteration residues of high order
fast sweeping schemes with these local solvers may hang at a level far above round-off
errors even after many iterations. This issue makes it difficult to determine the conver-
gence criterion for the high order fast sweeping methods and challenging to apply the
methods to complex problems. Motivated by the recent work on absolutely convergent
fast sweeping method for steady-state solutions of hyperbolic conservation laws in (Li
et al. 2021 [11]), in this paper we develop high order fast sweeping methods with
multi-resolution WENO local solvers for solving Eikonal equations, an important class
of static Hamilton-Jacobi equations. Based on such kind of multi-resolution WENO
local solvers with unequal-sized sub-stencils, iteration residues of the designed high or-
der fast sweeping methods can settle down to round-off errors and achieve the absolute
convergence. In order to obtain high order accuracy for problems with singular source-
point, we apply the factored Eikonal approach developed in the literature and solve
the resulting factored Eikonal equations by the new high order WENO fast sweeping
methods. Extensive numerical experiments are performed to show the accuracy, com-
putational efficiency, and advantages of the new high order fast sweeping schemes for
solving static Hamilton-Jacobi equations.
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1 Introduction

In this paper, we develop new high order accuracy finite difference fast sweeping meth-
ods for solving static Hamilton-Jacobi (H-J) equations [2], especially Eikonal equations.
The two-dimensional (2D) static H-J equations have the following general form

{H(%,%):f(%y)a (z,y) € Q\T, (1)

d(x,y) = g(z,y), (z,y) el CQ,

where ¢(x,y) is the unknown function, and f(x,y), g(x,y) are given functions. H is
the Hamiltonian, €2 is a computational domain in R2, and I is a subset of £2. Boundary
conditions are defined on I'. Note that although we focus on 2D problems in this paper,
extension of the methods to solve higher dimensional problems is straightforward, due
to the dimension-by-dimension property of finite difference methods. Among the static
H-J equations, a very important class of them are the Eikonal equations. For example,
the standard isotropic Eikonal equations have the form

|v¢($7y)| :f($,y)7 (,T,y)EQ\F, (2)
o(x,y) = g(z,y), (z,y) e CQ,

where f(x,y) is a positive function. The numerical computations of static H-J equa-
tions, especially the Eikonal equations appear in many applications, such as optimal
control, image processing and computer vision, geometric optics, seismic waves, level
set methods, etc.

Due to nonlinearity of the PDEs and possible singularities in their solutions, it is
challenging to design efficient and high order accurate numerical methods for solving
static H-J equations such as the Eikonal equations (2). In the literature, a popular
approach is to first discretize the PDE (2) into a nonlinear system by an appropri-
ate scheme, and then design a fast numerical method to solve the nonlinear system.
Among such methods are the fast marching method and the fast sweeping method.
The fast marching method uses the Dijkstra’s algorithm [3] and updates the solution
by following the Eikonal equations’ causality sequentially, e.g., see [23, 24, 25]. In the
fast sweeping method [37, 36, 8, 19, 20, 4], Gauss-Seidel iterations with alternating or-
derings are combined with upwind schemes. Different from the fast marching method,
the fast sweeping method is an iterative method and follows the Eikonal equations’
causality along characteristics in a parallel way, i.e., each Gauss-Seidel iteration with a
specific sweeping ordering covers a family of characteristics in a certain direction simul-
taneously. The iterative framework of fast sweeping method provides good flexibility
to incorporate high order accuracy schemes for hyperbolic PDEs, such as weighted
essentially non-oscillatory (WENO) methods [35, 31] or discontinuous Galerkin (DG)
methods [9, 32, 29], into it for developing high order fast sweeping methods. As a
generalization of the high order fast sweeping methods [35], fixed-point fast sweep-
ing methods were designed to solve static H-J equations in [34]. They were applied
to sparse-grid WENO schemes for efficiently solving multidimensional Eikonal equa-
tions in [17], and in [30, 11], high order accuracy WENO fixed-point fast sweeping
methods for efficiently solving steady-state problems of compressible flows modeled by



nonlinear hyperbolic conservation laws were developed. Recently, a second-order dis-
tributed memory parallel fast sweeping method was developed to solve large problems
modeled by Eikonal equations in [27]. In [5], hybrid fast sweeping methods for solv-
ing anisotropic Eikonal equation in two-dimensional tilted transversely isotropic media
were designed. To solve the generalized Eikonal equation arising from wave propa-
gation in an isotropic acoustic medium occupied by a moving fluid, a Newton-type
Gauss-Seidel Lax-Friedrichs fast sweeping method was proposed and studied in [12].
High order WENO fast sweeping methods [35, 34, 31] have a nice property that
they are explicit, which is achieved by a strategy designed in the iterative schemes
to avoid directly solving very complicated local nonlinear equations derived from high
order WENO discretizations. Hence they can be easily adopted to solve complex hy-
perbolic systems stably with a high order accuracy. There are two important issues
to be resolved when high order WENO fast sweeping methods are designed. One is
that high order classical WENO methods (e.g., fifth order and above) often suffer
from difficulties in their convergence to steady-state solutions, which make the itera-
tion residues of high order fast sweeping schemes based on such WENO local solvers
[31] hang at a level far above round-off errors even after many iterations. This issue
makes it difficult to determine the convergence criterion for the high order WENO
fast sweeping methods and challenging to apply the methods to complex problems.
Recently, studies on high order WENO schemes with unequal-sized sub-stencils re-
veal that they improve the convergence of high order WENO schemes with equal-sized
sub-stencils to steady-state solutions [38, 21]. In [39], a new type of WENO schemes,
called multi-resolution WENO (MR-WENO) schemes, were developed to solve hyper-
bolic conservation laws. This class of WENO schemes are also based on unequal-sized
sub-stencils. Specifically, the MR-WENO schemes use the information defined on a
hierarchy of nested central spatial stencils to construct polynomials for sustaining high
order approximations at the boundary points of a computational cell, which makes the
degrading of accuracy near discontinuities of the solution be gradual and improves the
resolution of numerical solution. The MR-WENO schemes exhibit interesting prop-
erties such as their simplicity in constructing linear weights, which in general can be
taken as arbitrary positive numbers with the only requirement that their sum equals
1. They were applied to solve time-dependent Hamilton-Jacobi equations on moving
meshes in [13]. In [11], the MR-WENO schemes were incorporated in fixed-point fast
sweeping methods for solving steady-state problems of hyperbolic conservation laws,
and it was found that the residue of fast sweeping iterations can be driven to machine
zero / round-off errors. The property of an iterative scheme that the residue of its
iterations can settle down to machine zero or round-off error level in a finite number
of iterations is called “absolute convergence” in [11]. Motivated by this work, in this
paper we develop high order fast sweeping methods with MR-WENO local solvers for
solving static Hamilton-Jacobi equations and verify that the absolute convergence can
be maintained. The second issue is to deal with numerical boundary conditions near
inflow boundaries in high order WENO fast sweeping methods, since high order WENO
discretization involves a wider stencil than a low order scheme. For problems in which
the inflow boundary I' is a smooth curve or the solution does not have singularity near
T", the Richardson extrapolation procedure or the inverse Lax-Wendroff procedure as
in [6, 31, 10] provide accurate numerical boundary conditions. However, for problems



with a singular source-point inflow boundary, the factored Eikonal approach developed
in [4, 14] is more effective to treat the inflow boundary and achieve high order accuracy.
The factored Eikonal approach decomposes the solution of original Eikonal equation
to a non-smooth part and a smooth part. The non-smooth part of solution carries the
upwind source singularity which causes the pollution to the accuracy of numerical solu-
tion, and it can be derived analytically (e.g., the distance function to the source-point).
The original Eikonal equation is then transformed to a factored Eikonal equation for
the smooth part of the solution, which does not have the upwind source singularity
any more. Hence, high order fast sweeping methods can be applied to the factored
Eikonal equation to obtain desired accuracy. In this paper, we apply the developed
high order MR-WENO fast sweeping methods to solve factored Eikonal equations for
these problems with a singular source-point inflow boundary, and maintain the high
order accuracy of numerical solution of the original Eikonal equation.

The organization of the paper is as follows. The detailed description of the new ab-
solutely convergent MR-WENO fast sweeping methods for static H-J equations and the
approaches to treat inflow boundaries is provided in Section 2. In Section 3, we perform
numerical experiments to study the proposed methods, and carry out comparisons of
different methods. Extensive numerical examples, including isotropic and anisotropic
Eikonal equations, and the corresponding factored Eikonal equations for problems with
singular source-point, are solved to show the accuracy, computational efficiency, and
absolute convergence of the presented high order MR-WENO fast sweeping schemes.
Concluding remarks are given in Section 4.

2 Description of the numerical methods

In this section, we describe the development of the new high order WENO fast sweeping
methods for solving the static Hamilton-Jacobi equations, based on the framework of
high order fast sweeping methods in [35, 31] and the multi-resolution WENO methods
in [39].

2.1 The local solvers

The computational domain € is partitioned by a Cartesian grid {(z;,y;),1 < i <
N,1 < j < M}, with uniform grid sizes h, and h,, in the z and y directions respectively.
For simplicity of the description, we take h, = h, = h. The Hamiltonian H in the
equation (1) is discretized by a monotone numerical Hamiltonian H [18] for finding
viscosity numerical solution. As in [35], two types of numerical Hamiltonian are used
in this paper: the Godunov numerical Hamiltonian and the Lax-Friedrichs numerical
Hamiltonian. For the Eikonal equations (2), the Godunov numerical Hamiltonian is
easily applied and explicit form of solutions of local solvers can be derived, which results
in efficient schemes [36, 35]. For a general static H-J equation (1), it is more suitable to
use the Lax-Friedrichs numerical Hamiltonian to form a fast sweeping method [8, 35],
which is adopted to solve the factored Eikonal equations in the following sections.
For the Eikonal equation (2) with the Godunov numerical Hamiltonian discretiza-
tion, the local solver using a high order approximation to update the new solution at



the grid point (x;,y;) is derived in [35] and has the following form:

mln( :'E ‘mmv (bu mm) + fidhv |¢CE min _ y mm| = fw
new __ . i
i =\ 9 min + ¢ij1n (inz,th —( i ¢3J‘mm)2)0'5 otherwise
2 b b

(3)

where ¢}'5" denotes the to-be-updated numerical solution for ¢ at the grid point (z;,y;),
fl,] = f(xuy]) and

f,jm.in = min( Ole h- (Qb );J7 Old +h- (¢I):_]))
S = min( g8 — - (815,00 + - (97,

Here qSOld denotes the currently available value for ¢ at the same grid point (z;,y;).
(bx)i s (gbm):j, (¢y);,; and ((by):r] are high order approximations for the one-sided
derivatives of ¢ at (z;,y;). In this paper, they are computed by the high order multi-
resolution WENO schemes described in the following. Note that according to the
philosophy of Gauss-Seidel iterations in the fast sweeping methods, we always use the
newest available values of ¢ in the multi-resolution WENO schemes’ stencils to compute
these approximations of derivatives. Namely, a numerical value (e.g. ¢p;) used in the
multi-resolution WENO schemes’ stencils could be the value of the previous iteration
step, or the new value which has been updated and available in the current iteration
step, depending on the current sweeping direction of the iteration.

For the general static H-J equations (1), the Lax-Friedrichs numerical Hamiltonian
is used, which has the form

(4)

. - + + 1
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2 2 2 :
with
g = max, |Hy(u,v)|, ay= Jnax, |Ha(u,v)]|. (5)
CZviD C<v<D

Here u and v correspond to ¢, and ¢, respectively. H;(u,v) is the partial derivative
of H with respect to the ith argument, or the Lipschitz constant of H with respect to
the ith argument. [A, B] is the value range for u™, and [C, D] is the value range for
vE. The local solver using the Lax-Friedrichs numerical Hamiltonian and a high order
approximation to update the new solution at the grid point (x;,y;) is derived in [35]
and has the following form:

y T iy T
;z;w _ ( h ) lf _ H<(¢lﬂ)1,g —; ((bw)z,g, (¢y)z,y —; (¢y)1,j>

Qg + Oy

(¢m)j; - (¢m)1—g +a (¢U)TJ - (¢y)z_g

5 v 5 + QbOld (6)
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Again (¢z); (qﬁm);fj, (¢y);; and ((bu):rj are high order approximations for the one-
sided derivatives of ¢ at (z;,y;), and they are computed by the high order multi-
resolution WENO schemes in this paper, with the philosophy of Gauss-Seidel iterations
applied.



Now we describe the procedure of computing high order approximations of the one-
sided derivatives (¢;); (¢w)?:j, (¢y);; and ((bu)jj in Eq. (4) and Eq. (6). Specifically,
the third order multi-resolution WENO (MR-WENO3) scheme and the fifth order
multi-resolution WENO (MR-WENO5) scheme are used. We present the construction
of WENO approximations on the cell I. = [z;, z;+1], with the computational stencil
of the MR-WENQO3 scheme shown in Fig. 1 and the computational stencil of the MR-
WENOb5 scheme shown in Fig. 2. They are used to compute ((bm):rj and ((bw)ijrl,j
then. Note that due to the nice dimension-by-dimension property of finite difference
methods, we only need to simply describe the methods for the one-dimensional case. So
in the following description, we omit the notations for the y-direction and just denote
the grid points by their indexes (e.g., the grid point ¢ means x;, etc.)

e Step 1: The hierarchical central spatial stencils Ty = {i,i 4+ 1} and T = {i —
1,4, + 1,i + 2} are chosen for the MR-WENO3 scheme (see Fig. 1). For the
MR-WENO5 scheme, one more stencil T5 = {i — 2,4 — 1,4, + 1,4 + 2,7+ 3} is
needed (see Fig. 2). We interpolate the point values of ¢ on these nodes of stencils
to obtain a first degree polynomial p;(z) on T, a third degree polynomial g ()
on Ty, and a fifth degree polynomial gs(x) on T5.

1
e Step 2: Define another third degree polynomial by pa(z) = —q2( )— Lpl( ).
2, 72,2
For the MR-WENObH scheme, we also define another fifth degree polynomlal by
pa(a) = ——as(e) — 22p () ~ 222 py().
73,3 3,3 73,3

) ) )

Here 712 and 722 are the linear weights, which can be chosen as any positive
numbers with the only condition that their sum equals 1. Similarly, the linear
weights v1.3,72,3, and 733 are chosen such that their sum is 1. Following the
practice in [39] for a good balance of accuracy in smooth regions and oscillation
control near singularities, we choose

1 10

M2 =172 = and
1 10 100
7,3 = 111,’723 111,’733 11

e Step 3: Compute the smoothness indicators 1, 82 and f3 to measure how smooth
the derivatives of p1 (), p2(z), and ps(x) are in the cell I.. respectively. The similar
definition as in [7] is used, except that we start the measurement of smoothness
from the second derivative rather than the first derivative, following the approach
for solving H-J equations (e.g. [33]). The smoothness indicators 82 and S5 are

given by
2k—1

Bk—Z/ h2a1( 55)) dr, k=23 (7)

For the first degree polynomial p;(z), if the formula (7) is used directly, 51 = 0
is obtained. As that pointed out in [39], usage of 1 = 0 does not cause any
problems in schemes’ accuracy, but may lead to more smeared shock transitions.
So similar to the approach in [39, 13], the size of f; is increased slightly. This is
done by first adding either the left neighboring node 7 —1 or the right neighboring



node 7 + 2 into the stencil T; to get two quadratic interpolation polynomials, and
using the formula (7) to calculate their smoothness indicators

B(1) = (¢it1,; — 2¢ij + bi—1,5)°,
B(2) = (hiya,; — 20i41,5 + Gij)°-

Since it is preferred to increase (31 from zero as little as possible, we choose the
smaller one of them as the final value of (31:

A1 = min(5(1), B(2)). (®)

Step 4: Compute the nonlinear weights following the WENO-JS strategy [7] for
the MR-WENO3 scheme as

W) = s k=12, 9)
=1
where ) -
) (6+7ﬂz)27 =12, (10)
and for the MR-WENQOb5 scheme as
TR (PP (11)
Conha” o
where ) s
W, = m, 1=1,2,3. (12)

Here € is a small number, and in our simulations it is chosen to be ¢ = 1073
unless otherwise indicated in specific examples.

Step 5: The final MR-WENQO3 approximations are

2
dpk
(6a)i; = D wy o (aa), (13)
=1
2 dpk
- 3
(¢w)i+1,j = Zwl(c )E(iﬂiﬂ)a (14)
k=1

and the MR-WENO5 approximations are

3
dp
(¢w):rg = sz(j)d_;(xi)a (15)
k=1
- dpk
— 5
(9a)iing = D _wp) 7 (zie1): (16)
k=1



The computations of (¢y):rj and (¢y); ;,; are analogous.

Remark 1. Note that different from [39, 13] in which the computations of nonlinear
weights adopt the WENO-Z strategy [1], here the classical WENO-JS strategy [7] is
used in the step 4 when computing nonlinear weights. The motivation of doing this
is that we aim to use a uniform set of parameters in the WENO approximations (e.g.
linear weights, € and the power parameter in nonlinear weights) for the same class
of problems (e.g. the isotropic Eikonal equations), with the goal to have problem-
independent parameters in the local solvers. Via numerical experiments, we find that
if the WENO-JS strategy is used, a uniform set of parameters in the MR-WENOQO5 ap-
proximation can be taken to achieve the desired accuracy and convergence of the fast
sweeping methods, for all examples of the isotropic Eikonal equations in this paper.
However, if the WENO-Z nonlinear weights are used in the step 4, the parameters
in nonlinear weights have to be adjusted in different problems to obtain satisfactory
accuracy and convergence results for the proposed fast sweeping methods. Since the
WENO-Z schemes improve the accuracy of the classical WENO-JS schemes at smooth
extrema or critical points, it will be an interesting topic for our future work to ex-
plore more about this and find an approach to design the proposed methods using the
WENO-Z nonlinear weights with problem-independent parameters.

2.2 Inflow boundary treatments

In this section, we describe methods adopted in this paper to treat inflow boundary.
If a grid point is at the inflow boundary I', the numerical solution ¢; ; at the point
is prescribed by the physical boundary condition and fixed during the fast sweeping
iterations. However, for some points near inflow boundary I' (i.e., the points whose
distances to I' is less than or equal to 2h for the MR-WENQO3 scheme, or the points
whose distances to T' is less than or equal to 3h for the MR-WENOS5 scheme), due to
wide stencil of a WENO scheme, these points usually need to be considered as part
of the inflow boundary and accurate approximations for values on them need to be
provided. As pointed out in [35], this is for the maintenance of the desired accuracy
of the fast sweeping schemes. Following [31], we use the Richardson extrapolation
procedure or the inverse Lax-Wendroff procedure to obtain a third order or a fifth
order accuracy approximation for most of the cases that I' is a smooth curve or the
solution does not have singularity near I'. On the other hand, for the problems with
a singular source-point inflow boundary, we use a different approach from [35, 31], the
factored Eikonal approach in [4, 14], to treat the inflow boundary and achieve high
order accuracy. In the following we describe these approaches in details.

2.2.1 Richardson extrapolation procedure

The Richardson extrapolation procedure is to first obtain several solutions using the
first order fast sweeping iterations with different mesh sizes, then the Richardson ex-
trapolation is used to obtain high order accurate numerical values for those grid points
near the inflow boundary . For such a point e.g. (z,y), assume that I is the exact
solution at (z,y) and Ij, is the numerical solution of the first order fast sweeping scheme
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Figure 1: The stencil of the MR-WENO3 scheme for approximations on the cell I..
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Figure 2: The stencil of the MR-WENObS scheme for approximations on the cell I..



(Xa, ya)

(Xb, yb)

r

Figure 3: Inverse Lax-Wendroff procedure for an inflow boundary I'.

[36] with mesh size h. We calculate five first order numerical approximations at the
location (x,y) with mesh sizes h,h/2,h/4,h/8, h/16: In, Iy 2, /4, Inys, Injr6- When
the exact solution is smooth enough at (z,y), the Richardson extrapolation [31] gives
a fifth order approximation to I as the following

~ 1 2 8 64 1024
Tn= =T — =T+ oTyss — =Ty s + 1T 16- 1
n= gyt = gylhe gl = 5ydns + 5 It (17)

The fifth order approximation (17) is used for the local solver with the MR-WENO5
scheme. Similarly, the third order Richardson extrapolation [6] approximation to I is

Iy = % n—2Ip0 + glh/zla (18)
which is used for the local solver with the MR-WENQO3 scheme. This boundary treat-
ment method is suitable for a case that the inflow boundary is a single point and the
solution is smooth around the source point. Since the solution is smooth in the neigh-
borhood of the source point, the Richardson extrapolations (17) and (18) give stable
high order accuracy approximations of numerical values for those grid points near the
source point.

2.2.2 Inverse Lax-Wendroff procedure

The inverse Lax-Wendroff procedure for inflow boundary treatment of the H-J equa-
tions in [6, 31] is to repeatedly use the PDE, the physical boundary condition and the
Taylor expansion, to obtain high order approximations of numerical values for those
grid points near the inflow boundary I'. Here we illustrate the details of the procedure.
Considering the inflow boundary I" as in Fig. 3, we denote the parametric equations of
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I by 2 = x(s),y = y(s) with a parameter s, and the inflow boundary condition on T'

is given by
p(x(s),y(s)) = g(x(s), y(s)). (19)

For example, (x4,y,) is the point for which we are looking for a high order approxi-
mation of numerical value. We first identify the point (xp,yp) on the boundary I' such
that the outward normal at (zp, ys) goes through (x4, y.). See Fig. 3 for an illustration.
The coordinates of the point (zp,y) and the outward normal are obtained from the
given geometry of I'. A local coordinate system (n, ) at the point (xp,ys) is set up as

n\ [ cosf sinf) [z
7)  \—sinf cosf) \y

where 6 is the angle between the outward normal vector and the z-axis. The n-axis has
the same direction as the outward normal and the 7-axis is the tangential direction.
Under this local coordinate system, the function ¢(z,y) is transformed to é(n,r).
Denote the coordinates of (xp,y) under the local coordinate system by (ngy, 75), and
the coordinates of (z4,¥,) under the local coordinate system by (ng,7,). The fifth
order Taylor expansion to the numerical value of ¢ at the grid point (z4,y,) gives

~ ~ _ 2 ~

d(ny, ) + (ng — np) P (ny, 7) + %%n(nbﬁb)
N3 TRV

%37!%)%%(%,%) + (naTnb)qum(nb,Tb) +O0((ng —mp)?), (20)

H(TasYa) =
+
where ¢, (np, 1) is the first order derivative in the normal direction (i.e., the n-axis) at
the point (ny, ) (i.e., (xp,yp)), and similarly for the second, the third, and the fourth
order derivatives in the normal direction.

Here, the first term at the right hand side is directly obtained by the given inflow
boundary condition (19), namely ¢(ny,7) = é(zp,y) = g(xp,y). The remaining
normal derivative terms are found by using the PDE and the condition (19) together.
For ¢, (np, 1), we use the PDE (1) under the local coordinate system, evaluated at the
point (ng, 7p):

H(¢n (i, 70), br (1, 7)) = (10, 73). (21)

The tangential derivative value (;AST(nb,Tb) can be found explicitly using the inflow
boundary condition (19) and the parametric equations of I". Then we proceed to
solve for giA)n(nb,Tb) using the equation (21). Since the equation is usually nonlinear
(e.g., it is a quadratic equation for an Eikonal equation), there might be more than
one solution. As suggested in [6, 31], in this case we choose the solution so that

OuH (dn (i, ), b7 (11, 7)) > 0, (22)

where 9, refers to the partial derivative with respect to the first argument in H (u,v).
This is consistent with the condition that the boundary I' is an inflow boundary. If we
still cannot pin down a solution, then the solution which is closest to the value from
the first order fast sweeping solution [8, 36] at the same grid point is chosen.

11



To find the second order normal derivative value énn(nb, ), we first differentiate
the PDE (1) with respect to 7 under the local coordinate system (see the equation
(21)), and then evaluate it at (np, ), which gives

OuH (P (1, 7)), O (M6, 7)) Prur (5, T) +00 H (¢ (0, v ), O (6, ) ) P (106, T) = fr(?ba;-b)-
23

Here 0, and 0, refer to the partial derivatives with respect to the first and second

arguments in H (u, v) respectively. Again, brr (np, 7p) can be found explicitly using the

inflow boundary condition (19) and the parametric equations of I'. The equation (23)

is then easily solved to obtain ¢y, (1, 7). Next the PDE (1) under the local coordinate

system is differentiated with respect to n, and evaluated at (np,7) to obtain

8uH(¢n(nb; Tb)a br (nb; Tb))¢nn(nb; Tb)+8vH(¢n(nb7 Tb)a ¢T(nba Tb))(bn‘r (nba Tb) = fn(nbv Tb)'

(24)
As (;3,” (np, 7p) has already been obtained, the only unknown is the second order normal
derivative qg,m (np, 7p) which we can solve for readily. Similarly, we can follow this
procedure to find the values of qg,mn(nb, 7p) and (lgnnnn (np, Tp) in order to obtain the
fifth order approximation in the equation (20). Again, the fifth order approximation
in (20) is used for the local solver with the MR-WENOS5 scheme. For the local solver
with the MR-WENQO3 scheme, we take the first three terms at the right hand side of
(20) to obtain the third order approximation of ¢(xq,y,). As indicated in [6, 31], the
inverse Lax-Wendroff procedure is suitable for the case that the inflow boundary is not
a single point.

2.2.3 Factored Eikonal approach

When the inflow boundary I' is a singular source-point (i.e. the corresponding solution
of Eikonal equation has singularity at the source-point), we can not use either the
Richardson extrapolation procedure because the solution is singular at I', or the inverse
Lax-Wendroff procedure since the inflow boundary is a single point. In this case,
factored Eikonal approach developed in [4, 14, 16] is an efficient boundary treatment
method. Here we briefly describe the method. More details can be found in [4, 14, 16].
For the Eikonal equation (2), |V¢| = f, if it has a singular source-point at (o, yo),
the multiplicative factorization is to decompose the solution ¢(z,y) by ¢(x,y) =
do(z,y)u(z,y), and correspondingly the right-hand-side function f(z,y) by f(z,y) =
folx,y)a(z,y). The idea is that the factor ¢o(x,y) captures the source singularity such
that the underlying function w(z,y) is smooth in a neighborhood of the source point.
¢o(x,y) satisfies the equation
Vool = fo. (25)
fo is often chosen as some constant, so ¢g(z,y) is the travel-time corresponding to the
constant velocity field 1/fy and it can be written out explicitly. For example, if we
take fo = 1, then ¢o(x,y) = /(z — 20)% + (y — yo)2, which is the distance function to
the source point. The function ¢y contains the source singularity. Since it is factored
out from ¢, the remaining function u(x,y) is smooth in a neighborhood of the source.
u(x,y) satisfies the multiplicative factored Eikonal equation

VB2 +u2) + 200u(oatie + doyuy) +u2fE = F. (26)
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We use the Lax-Friedrichs numerical Hamiltonian with the multi-resolution WENO
approximations to the derivatives as the local solver to solve the multiplicative factored
Eikonal equation (26) for u(z,y).

Alternatively, the Eikonal equation (2) can be factored additively by the decompo-
sition 6(z,y) = do(x,y) + u(z,y) and f(2,y) = folw,y) + alz,y), as in [16]. fo(z,y)
and ¢g(z,y) are chosen and written out explicitly in the same way as that in the mul-
tiplicative factored Eikonal approach. u(z,y) satisfies the following additive factored
Eikonal equation

V(62 + 02) + 2(Boat + doyuy) + 13 = F. (27)

Similarly, the Lax-Friedrichs numerical Hamiltonian with the multi-resolution WENO
approximations to the derivatives as the local solver is used to solve the additive fac-
tored Eikonal equation (27) for u(x,y).

Finally, the solution to the original Eikonal equation (2) is recovered by either

¢(x,y) = do(z,y)u(z,y) or d(z,y) = ¢o(x,y) + u(z,y).

2.3 Algorithm summary: multi-resolution WENO fast sweep-
ing methods

We summarize the high order multi-resolution WENO fast sweeping methods as fol-
lowing:

1. Initialization: for the problems that the Richardson extrapolation procedure or
the inverse Lax-Wendroff procedure is used for inflow boundary, according to
the given boundary condition ¢(z,y) = g(z,y), (z,y) € T, follow the methods
described in Sec. 2.2 to obtain numerical values at grid points whose distances
to I are less than or equal to 2h for the MR-WENO3 local solver or 3h for the
MR-WENOS5 local solver. If a grid point is on I', exact value from the condition
o(z,y) = g(x,y) is directly used to specify the numerical value at that point. The
numerical values at these grid points near inflow boundary are fixed during the
iteration. For the problems that the factored Eikonal approach is used, the initial
values for u(x,y) at these grid points near inflow boundary (i.e., the singular
source-point) are assigned to be 1 in solving the multiplicative factored Eikonal
equation (26) and to be 0 in solving the additive factored Eikonal equation (27).
Different from the previous two approaches (i.e., the Richardson extrapolation
and the inverse Lax-Wendroff), the numerical values at these grid points near
inflow boundary are not fixed and will be updated along with values at all other
grid points, following the suggestion and analysis in [16]. At all other grid points,
if the Godunov numerical Hamiltonian is used, the initial guesses are set as the
solution from the first order Godunov fast sweeping method [36]; if the Lax-
Friedrichs numerical Hamiltonian is utilized, in general big values are used as the
initial guesses, unless otherwise indicated.

2. Iterations: if the Godunov numerical Hamiltonian is used for discretization, up-
date ¢7$" as in (3) and (4); if the Lax-Friedrichs numerical Hamiltonian is used
for discretization, update ¢/’ as in (6). Gauss-Seidel iterations with four alter-
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nating direction sweepings are used for the updates:

(1) i=1:N, j=1:M,;
(2) i=N:1, j=1:M,
3) i=N:1, j=M:1,;
(4) i=1:N, j=M:1.

Here one sweeping is counted as one iteration. Multi-resolution WENO approxi-
mations described in Section 2.1 are computed for the derivative terms in (4) and
(6), using the newest available numerical values in the multi-resolution WENO
schemes’ stencils according to the philosophy of Gauss-Seidel iterations. For both
of the local solvers using either the Godunov numerical Hamiltonian or the Lax-
Friedrichs numerical Hamiltonian, high order extrapolations are applied for the
ghost points when calculating the third order or the fifth order MR-WENO ap-
proximations of derivatives for grid points near or on the outflow boundary of
the computational domain. In this paper, a third order extrapolation is used.

3. Convergence: the iterations stop and the convergence is declared whenever the
iteration residue

167 — ¢, <6,

where || - ||z, denotes the L; norm and § is a specified threshold value.

In simulations of this paper, the convergence threshold value is taken as § = 10712
unless otherwise specified.

3 Numerical Experiments

In this section, We apply the proposed high order multi-resolution WENO fast sweeping
methods to some typical benchmark problems. Both of the local solvers with the
MR-WENOQO3 scheme and the MR-WENO5 scheme are tested to verify the accuracy,
nonlinear stability to resolve non-smooth solutions, and algorithm efficiency. Examples
are shown to demonstrate the absolute convergence of the new fifth order fast sweeping
method and its advantage by comparing with the earlier method in [31]. Following the
approach in [31], a third order extrapolation is applied on the outflow boundary, which
maintains efficient convergence of the fast sweeping iterations and does not affect the
desired fifth order accuracy away from the outflow boundary for the MR-WENOS5
scheme. This is verified by measuring the numerical errors in the inner region of
the computational domain, which is slightly away from the outflow boundary. Note
that in this section, the notation “N” in all numerical tables denotes the number of
computational cells in each of the spatial directions of the domain.

Example 1 We solve the Eikonal equation (2) with

fzyy) = g\/sin2 (m+ g:v) + sin? (7 + gy), (28)
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and the inflow boundary T is the origin point (0,0). The computational domain is
[—1,1]2. The exact solution is a smooth function

¢(x,y) = cos (m + gx) + cos (m + gy) (29)

The Richardson extrapolation procedure is used to treat the inflow boundary, namely
to approximate numerical values at the grid points in the boxes of [—2h,2h]? for the
MR-WENO3 local solver and [—3h,3h]? for the MR-WENO5 local solver. For the
outflow boundary, which is the boundary of the box [—~1,1]?, we use a third order
extrapolation. The numerical error is measured in an inner box [—0.9,0.9]% of the
computational domain, in order to avoid the influence of the outflow boundary. To be
consistent, errors for both of local solvers with the MR-WENOS3 scheme and the MR-
WENOS5 scheme are computed in this way even though the third order extrapolation
does not affect the accuracy of the MR-WENO3 scheme near the outflow boundary.
Since we are using the Godunov numerical Hamiltonian for this problem, the solution
from the first order Godunov fast sweeping method [36] is used as the initial guess for all
the other grid points outside of the neighborhood of the inflow boundary, as described
in the section 2.3. The L; errors, L, errors, their numerical accuracy orders, number
of iterations for the fast sweeping schemes to converge, and total CPU time costs are
reported in Table 1 for both of the MR-WENQO3 fast sweeping scheme and the MR-
WENO?) fast sweeping scheme. It is observed that the desired 3rd order and 5th order
accuracy are obtained for both of fast sweeping schemes respectively. From the number
of iterations for the fast sweeping schemes to converge and the total CPU time costs
on successively refined meshes, the computational complexity of these fast sweeping
schemes is approximately slightly larger than linear, but much less than quadratic.
This is consistent with our observations for the earlier WENO fast sweeping methods
in 35, 31].

Example 2 We solve the Eikonal equation (2) with f(z,y) = 1 and T is a circle
of center (0,0) with radius 0.5. The computational domain is [—1,1]2. The exact
solution is the distance function to the circle I', and has a singularity at the center of
the circle where the characteristics converge. In the simulation, the Godunov numerical
Hamiltonian and the inverse Lax-Wendroff procedure for the inflow boundary are used.
Similar to the previous example, numerical errors are measured 0.15 away from the
singularity of the solution and inside the box of [—0.9,0.9]2, to avoid the influence of
singularity and outflow numerical boundary. Also the numerical errors are measured in
the same domain for both the MR-WENOS fast sweeping method and the MR-WENO5
fast sweeping method to be consistent. The L errors, L., errors, their numerical
accuracy orders, number of iterations for the fast sweeping schemes to converge, and
total CPU time costs are reported in Table 2 for both of the MR-WENQO3 fast sweeping
scheme and the MR-WENOJ fast sweeping scheme. It is observed that the desired 3rd
order and 5th order accuracy are obtained in smooth region of the solution for both of
fast sweeping schemes respectively. As the previous example, the number of iterations
for the fast sweeping schemes to converge and the total CPU time costs reported
in Table 2 show that on refined meshes, the computational complexity of the multi-
resolution WENO fast sweeping schemes is approximately slightly larger than linear,
but much less than quadratic.
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MR-WENOQO3 fast sweeping

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  6.54142e-06 1.12740e-05 104 0.779004
160  7.08282¢-07 3.207 1.23094e-06 3.195 140 3.28049
320 8.60817e-08 3.041 1.49619e-07 3.040 200 13.9968
640 1.07507e-08 3.001 1.86532e-08 3.004 328 66.8125
MR-~WENOS5 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number  CPU(s)
80  1.39497e-07 3.26720e-07 156 0.959227
160  4.75239e-09 4.875 7.35226e-09 5.474 204 4.14169
320 1.53120e-10 4.956 2.28830e-10 5.006 272 18.3607
640 4.85519e-12 4.979 7.24154e-12 4.982 416 94.3821

Table 1: Example 1. T' is a single point and the solution is smooth. L errors, L, errors,
numerical accuracy orders, number of iterations for the schemes to converge, and total
CPU time costs.

MR-~WENOQ3 fast sweeping

N L1 error Ly order Ly error Lo, order Iteration number  CPU(s)
80  2.58729e-06 6.13068e-05 260 0.211494
160 3.73390e-07 2.793 9.79816e-06 2.645 108 0.35854
320 4.89945e-08 2.930 1.28070e-06 2.936 148 1.92983
640 6.27109e-09 2.966 1.61609e-07 2.986 224 11.5815
MR-WENO?5 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number CPU(s)
80 1.03172e-06 2.92456e-05 120 0.187746
160 2.96781e-08 5.120 1.53767e-06 4.249 156 0.967422
320 7.94527e-10 5.223 2.46292e-09 9.286 204 5.01093
640 2.43188e-11 5.030 7.87152e-11 4.968 292 29.0089

Table 2: Example 2. T' is a circle, and the errors are measured in the smooth region 0.15
away from the singularity. Ly errors, L., errors, numerical accuracy orders, number of
iterations for the schemes to converge, and total CPU time costs.
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Example 3 We solve the Eikonal equation (2) with f(z,y) = 1, and T consists
of two circles of radius 0.5 with centers at (—1,0) and (v/1.5, 0) respectively. The
computational domain is [-3,3]2. The exact solution is the distance function to the
circles I', which has singularities at the center of each circle and the line that is of equal
distance to the two circles. In the simulation, the Godunov numerical Hamiltonian
and the inverse Lax-Wendroff procedure for the inflow boundary are used. The L
errors, Lo errors, their numerical accuracy orders, number of iterations for the fast
sweeping schemes to converge, and total CPU time costs are reported in Table 3,
with numerical errors measured 0.15 away from the singularities and inside the box
of [-2.7,2.7)% (away from the outflow boundary). We observe that the desired 3rd
order and 5th order accuracy are obtained in smooth region of the solution for both
methods. From the number of iterations for the fast sweeping schemes to converge
and the total CPU time costs reported in Table 3, we observe that except an outlier
case of simulation on the 161 x 161 mesh by the MR-WENO5 fast sweeping method,
the computational complexity of the multi-resolution WENO fast sweeping schemes
is approximately slightly larger than linear, but much less than quadratic. Numerical
solutions on the 161 x 161 mesh are presented in Fig. 4 for the MR-WENO3 and
the MR-WENOS5 fast sweeping methods. It is observed that the singularities of the
solution are resolved stably for both methods. In Fig. 5, we show the comparison of
the iteration residue history on the 161 x 161 mesh for the fifth order fast sweeping
schemes based on the multi-resolution WENO (MR-WENO5) local solver developed
in this paper and the classical WENO (WENOS5) local solver in [31]. The iteration
residue of the classical WENODJ fast sweeping scheme hangs at the 1078 level, while the
iteration residue of the MR-WENO?J fast sweeping scheme can converge to round-off
error level. The absolute convergence of the new MR-WENOb fast sweeping scheme,
which is an advantage over the classical WENOS5 fast sweeping scheme in [31], is verified
here.

Example 4 The Eikonal equation (2) with f(z,y) = 1 is solved, and T is a sector
of three quarters of a circle centered at (0,0) and the radius 0.5, closed with the x-axis
and y-axis in the first quadrant. It can be described as

= {(z,y) : Va2 +y2=05,if 2 <0ory <0} U{(x,0):0<z<0.5}
U{(0,y): 0 <y <0.5}.

The computational domain is [—2,2]2. The exact solution is the distance function to
I". Singularities at the corners of the sector I' give rise to different scenarios in different
regions, which include both shocks and rarefaction waves. For the inflow boundary
treatment of this problem, the inverse Lax-Wendroff procedure can be used for most
part of T', except the point (0, 0). The point (0, 0) is a singular source-point and here we
present two different approaches to deal with it. The first approach is to follow [35, 31]
and assign exact values of the solution for the grid points in a small neighborhood of
(0,0) in the third quadrant. These assigned exact values are fixed during the iterations.
As discussed in [35], this is one way to avoid the accuracy loss due to singular source-
point, for a high order fast sweeping method. However this approach could be difficult
to be used for complex problems when the exact solution near the singular source-
point is hard to find. The second approach is to use the factored Eikonal approach
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MR-~WENOQO3 fast sweeping

N Lq error Ly order Ly error Lo, order Iteration number  CPU(s)
80  5.83354e-05 8.31336e-04 132 0.114744
160  6.62235e-06 3.139 2.62113e-04 1.665 168 0.563717
320 9.83594e-07 2.751 3.23836e-05 3.017 164 2.21535
640 1.35682e-07 2.858 4.25734e-06 2.927 252 13.2930
MR-WENO?5 fast sweeping
N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  1.32275e-04 5.74845e-04 136 0.239394
160  5.55693e-06 4.573 4.14713e-05 3.793 704 4.34305
320 1.56725e-07 5.148 8.49752e-07 5.609 228 5.83857
640 5.23955e-09 4.903 1.93666e-08 5.455 324 32.6200

Table 3: Example 3. I' consists of two circles, and the errors are measured in the smooth
region 0.15 away from the singularities. L errors, L, errors, numerical accuracy orders,
number of iterations for the schemes to converge, and total CPU time costs.

25 i 25
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Figure 4: Example 3, I' consists of two circles. Numerical solutions on the 161 x 161 mesh,
30 equally spaced contour lines. Left: the MR-WENQO3 fast sweeping scheme; right: the
MR-WENO?5 fast sweeping scheme.
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Figure 5: Example 3, I" consists of two circles. Comparison of the iteration residue history
on the 161 x 161 mesh for the fifth order fast sweeping schemes based on the multi-resolution
WENO (MR-WENO5) local solver and the classical WENO (WENO5) local solver.

discussed in the section 2.2.3 to treat the singular source-point (0,0), which does not
need assignments of exact values of the solution. Here we present the results of both
approaches. Similar to [31], the numerical errors are computed in the smooth region
outside the circle /22 + y2 = 0.5, with < 0 or y < 0, and inside the box [~1.8,1.8]2.

First, we apply the first approach and solve the Eikonal equation (2) directly. For
the initialization step, exact values of the solution are assigned for the grid points in
the third quadrant, whose distances to the singular source-point (0, 0) are less than or
equal to 2h and 3h for the MR-WENO3 fast sweeping method and the MR-WENO5
fast sweeping method respectively, with the inverse Lax-Wendroff procedure applied
to the rest of the inflow boundary I'. The Godunov numerical Hamiltonian is used in
the simulation. The L errors, L., errors, their numerical accuracy orders, number
of iterations for the fast sweeping schemes to converge, and total CPU time costs are
reported in Table 4, with numerical errors measured in the smooth region. As previous
examples, we observe that the desired 3rd order and 5th order accuracy are obtained
in that smooth region of the solution for both methods. Note that correct accuracy
orders and algorithm convergence can be achieved without changing the value of e
in the WENO weights on different meshes for the proposed multi-resolution WENO
fast sweeping schemes, while € has to be adjusted on different meshes for the classical
WENO fast sweeping methods in [31]. This demonstrates an advantage of the new
WENO fast sweeping methods. Also, the number of iterations for the fast sweeping
schemes to converge and the total CPU time costs indicate that the computational com-
plexity of the proposed multi-resolution WENO fast sweeping schemes is approximately
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slightly larger than linear, but much less than quadratic. As a further illustration of
the efficiency of high order fast sweeping method, we compare the MR-WENO5 fast
sweeping method with the time marching approach based on the Godunov numerical
Hamiltonian to solve the steady-state problem, as in [35]. For the time marching ap-
proach, the MR-WENO} spatial discretization and a third order TVD Runge-Kutta
scheme [26] in time direction are used, with the CFL number taken to be 0.6 as in [35].
The other setups such as the initial guesses, boundary treatments, the convergence
threshold value are the same as those in the MR-WENOS5 fast sweeping method. The
numerical errors, accuracy orders, number of iterations and CPU time costs using the
time marching approach are also shown in Table 4. Here we count each time-stepping
of the third order Runge-Kutta scheme, which includes three stages, as three iterations.
Results in Table 4 show that both L, and L, errors of the time marching approach are
almost the same as those of the MR-WENO5 fast sweeping method, up to round-off er-
rors. However, comparisons of the number of iterations and CPU time costs show that
the MR-WENO?b fast sweeping method is much more efficient than the time marching
approach on refined meshes. For example, on the 161 x 161 mesh, the MR-WENO5
fast sweeping method is almost 4 times faster than the time marching approach in
terms of CPU time cost, and it only needs less than 1/3 of the iteration steps to con-
verge to the steady-state solution. On more refined meshes, we see more savings of the
computational time with the MR-WENO5 fast sweeping method. On the 641 x 641
mesh, the MR-WENOb fast sweeping method is more than 6 times faster than the time
marching approach, and it needs about 1/6 of the iteration steps to converge. Contour
plots of the numerical solutions on the 321 x 321 mesh and three dimensional pictures
of the numerical solutions on the 161 x 161 mesh are presented in Fig. 6 and Fig. 7
respectively for the MR-WENQO3 and the MR-WENO5 fast sweeping methods. It is
observed that the singularities of the solution are resolved stably for both methods.
Similar to Example 3, the absolute convergence of the new MR-WENOS5 fast sweeping
scheme, which is an advantage over the classical WENODb fast sweeping scheme in [31],
is verified in this example as well. In Fig. 8, we show the comparison of the iteration
residue history on the 161 x 161 mesh for the MR-WENO5 fast sweeping method and
the classical WENOS5 fast sweeping method in [31]. The iteration residue of the classi-
cal WENO5 fast sweeping scheme hangs at the 1078 ~ 1079 level, while the iteration
residue of the MR-WENOS5 fast sweeping scheme can converge to round-off error level.

Now we solve the problem by the second approach, namely, using the factored
Eikonal approach to treat the singular source-point (0, 0), which does not need assign-
ments of exact values of the solution and is more effective in real applications. The
additive factored Eikonal approach is applied and the factored Eikonal equation (27)
is solved for u(z,y) by the multi-resolution WENO fast sweeping methods with the
Lax-Friedrichs numerical Hamiltonian. We choose fo = 1, so ¢ = /22 + y? which
captures the singularity of the singular source-point (0,0). Different from the first ap-
proach to assign values of the exact solution, based on the suggestion and analysis in
[16], we initialize u(x,y) with the value 0.0 for grid points in the third quadrant, whose
distances to the singular source-point (0, 0) are less than or equal to 2k and 3h for the
MR-~-WENO3 fast sweeping method and the MR-WENO5 fast sweeping method respec-
tively. The numerical values at these grid points are not fixed and will be updated along
with values at all other grid points except that the value at the inflow source-point
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MR-~WENOQO3 fast sweeping

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  1.89771e-05 9.42907e-05 260 0.220134
160  3.30197e-06 2.523 6.31940e-06 3.899 132 0.474460
320 4.79186e-07 2.785 9.04267e-07 2.805 188 2.55406
640 6.37289e-08 2.911 1.20988e-07 2.902 300 15.9044
MR-~WENOS5 fast sweeping
N Lq error Ly order Ly error Lo order Iteration number  CPU(s)
80  1.48005e-04 5.99484e-04 276 0.431125
160  1.88660e-06 6.294 1.19014e-05 5.655 192 1.21731
320 6.56049e-08 4.846 3.83969e-07 4.954 260 6.47989
640 2.47151e-09 4.730 7.96686e-09 5.591 388 38.4895
MR-WENO?5 time marching
N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  1.48005e-04 5.99484e-04 336 0.577057
160  1.88660e-06 6.294 1.19014e-05 5.655 618 4.25032
320 6.56049e-08 4.846 3.83969e-07 4.954 1173 31.9010
640 2.47150e-09 4.730 7.96629¢-09 5.591 2262 252.536

Table 4: Example 4. I' is a sector of three quarters of a circle, and the errors are measured
in a smooth region. Li errors, L, errors, numerical accuracy orders, number of iterations
for the schemes to converge, and total CPU time costs for the MR-WENQO3 fast sweep-
ing scheme, the MR-WENObS fast sweeping scheme, and the MR-WENOS5 time marching

scheme. The Eikonal equation (2) is solved directly, with values of the exact solution
assigned for grid points near the singular source-point (0,0) in the third quadrant.

(0,0) is fixed as u(0,0) = 0. For all other grid points near the inflow boundary T', the
inverse Lax-Wendroff procedure is applied as that described in the section 2.2.2. Table
5 shows the L; errors, L, errors, their numerical accuracy orders, number of itera-
tions for the schemes to converge, and total CPU time costs for the MR-WENOS3 fast
sweeping method and the MR-WENOS5 fast sweeping method respectively, to solve the
Eikonal equation (2) using the factored Eikonal approach. The desired 3rd order and
5th order accuracy are obtained in that smooth region of the solution for both methods.
Note that more iterations are needed for the fast sweeping methods to converge in the
second approach than the first approach since the Lax-Friedrichs numerical Hamilto-
nian is used to solve the factored Eikonal equation whereas the Godunov numerical
Hamiltonian is used in the first approach. In general fast sweeping methods based on
the Lax-Friedrichs numerical Hamiltonian need more iterations to converge than fast
sweeping methods based on the Godunov numerical Hamiltonian, as discussed in [35].
However the factored Eikonal approach is more practically effective since there is no
need to find exact solution of the PDE in the neighborhood of a singular source-point,
which could be difficult for a complex problem in applications.
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Figure 6: Example 4, I" is a sector of three quarters of a circle. Numerical solutions on
the 321 x 321 mesh, 30 equally spaced contour lines. The Eikonal equation (2) is solved
directly, with values of the exact solution assigned for grid points near the singular source-
point (0,0) in the third quadrant. Left: the MR-WENOS3 fast sweeping scheme; right: the
MR-~-WENOS5 fast sweeping scheme.

Figure 7: Example 4, I" is a sector of three quarters of a circle. Numerical solutions on the
161 x 161 mesh, three dimensional plots. The Eikonal equation (2) is solved directly, with
values of the exact solution assigned for grid points near the singular source-point (0, 0) in
the third quadrant. Left: the MR-WENO3 fast sweeping scheme; right: the MR-WENObH
fast sweeping scheme.
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Figure 8: Example 4, I" is a sector of three quarters of a circle. Comparison of the iteration
residue history on the 161 x 161 mesh for the fifth order fast sweeping schemes based on
the multi-resolution WENO (MR-WENOJ) local solver and the classical WENO (WENO5)

local solver.

MR-WENOQO3 fast sweeping

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  6.10408e-04 8.11404e-04 288 0.2703
160 1.16026e-04 2.395 2.52579e-04 1.684 440 1.6396
320 1.27975e-05 3.181 2.63137e-05 3.263 736 10.5743
640 1.26354e-06 3.340 1.97496e-06 3.736 1324 76.6524
MR-~WENOS5 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number CPU(s)
80  2.04002e-04 5.85643e-04 316 0.886523
160 2.34388e-06 6.444 1.02468e-05 5.837 476 5.13529
320 8.49839e-08 4.786 2.01773e-07 5.666 808 33.4467
640 3.32533e-09 4.676 5.77887e-09 5.126 1480 242.74

Table 5: Example 4. I' is a sector of three quarters of a circle, and the errors are measured
in a smooth region. Li errors, L, errors, numerical accuracy orders, number of iterations
for the schemes to converge, and total CPU time costs for the MR-WENO3 fast sweeping
scheme and the MR-WENO5 fast sweeping scheme. The Eikonal equation (2) is solved by
using the factored Eikonal approach to treat the singular source-point (0, 0).
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Example 5 (Shape-from-shading I) We solve a shape-from-shading problem
modeled by the Eikonal equation (2) with

f(z,y) = 2m\/[cos (2mz) sin (27y)]2 + [cos (27y) sin (27x)]2. (30)
The computational domain € is [0, 1]2. The inflow boundary

11,33, ,31,,13 11
r={(-,-),(-,-),(=,=),(=,=), (=, = Q
{(4’4)7(4’4)’(474)7(4’4)’(272)}U8 k)
which consists of a set of five isolated points and the boundary of the domain .
é(x,y) = 0 is prescribed at the boundary of the unit square [0, 1]?. Solution of shape-
from-shading problem is a shape function under vertical lighting [22]. We consider the

following two cases:

solution of this case is a smooth function ¢(z,
Case 2. g(5,7) = 9(3, %) = 9(3, %) = gl
solution of this case is

max (] sin (27z) sin (27y)|, 1 + cos (27x) cos (2my)),
d(x,y) = if |:C+y—1|<%and |x—y|<%; (31)
|sin (27z) sin (27y)|, otherwise,

which is not smooth.

The inverse Lax-Wendroff procedure is applied to the grid points near the inflow
boundary 0€2. However, for the isolated points in T, the inverse Lax-Wendroff proce-
dure cannot be applied. Our numerical simulations also find that in this example, the
Richardson extrapolation procedure and the factored Eikonal approach do not yield
desirable results (e.g. desired accuracy orders or correct convergence) if we apply them
to the isolated points in T'. This is also observed in [31] in which the Richardson
extrapolation procedure is used. The reason could be due to the fact that at these
isolated points, the right hand side function f = 0 and they correspond to multiple
places with co wave-velocity, which gives certain singularity in the PDE. Further in-
vestigation is needed to study this. Here, as in [31, 35|, values of the exact solution
are assigned to the grid points around these isolated points. In this problem, the exact
solution is set to the grid points whose distances to the isolated points are less than
or equal to 3hy where hg = 1/80 is the mesh size of the coarsest mesh in the mesh
refinement study, i.e., in a small box with a length of 6h¢ around the isolated points,
for simulations by using either the 3rd order schemes or the 5th order schemes on all
meshes. In this example, the convergence threshold value is taken as § = 107! to
ensure that it is smaller than the numerical errors of the 5th order schemes on refined
meshes, and for the purpose of consistency, this iteration-stopping criterion § = 10~ !4
is applied to all simulations here. The L; errors, Lo, errors, their numerical accuracy
orders, number of iterations for the MR-WENO fast sweeping schemes to converge,
and total CPU time costs are reported in Table 6, with numerical errors measured on
the whole computational domain. The desired 3rd order and 5th order accuracy of
the corresponding MR-WENO3 and MR-WENOS5 fast sweeping schemes are obtained
for Case 1 which has a smooth solution. For Case 2, since its solution is not smooth,
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reduced orders of accuracy are observed as expected. Again, the number of iterations
and the total CPU time costs in Table 6 indicate that the computational complexity
of the developed MR-WENO fast sweeping schemes is approximately slightly larger
than linear, but much less than quadratic. Contour plots of the numerical solutions on
the 161 x 161 mesh are presented in Fig. 9 for the MR-WENO?5 fast sweeping method,
which shows high resolution of the scheme.

For a further study, we solve this example using the classical WENO3 and WENO5
fast sweeping methods [35, 31] with the same iteration-stopping criterion and boundary
treatments as the MR-WENO fast sweeping methods, then compare their numerical
results. The L; errors, L, errors, their numerical accuracy orders, number of itera-
tions for the classical WENO fast sweeping schemes to converge, and total CPU time
costs are reported in Table 7, with numerical errors also measured on the whole com-
putational domain. The desired accuracy orders of the classical WENO fast sweeping
schemes are obtained. For Case 1 which has a smooth solution, the classical WENO
fast sweeping methods have smaller numerical errors than the MR-WENO fast sweep-
ing methods, while their numerical errors are comparable for Case 2 whose solution is
not smooth. It is observed that in this example, the computational costs (CPU times)
for the classical WENO fast sweeping methods to converge are fewer than those for
the MR-WENO fast sweeping methods. The comparison here shows that although the
MR-WENO fast sweeping methods are often more robust than the classical WENO fast
sweeping methods as verified in previous examples, the classical WENO fast sweeping
methods could be more efficient for some problems.

Similar to Example 4, we compare the MR-WENOS fast sweeping method with the
time marching approach, i.e., the third order TVD Runge-Kutta scheme [26] in time
direction, to solve the steady-state problem. The setup of the time marching approach
is the same as that in Example 4. The iteration-stopping criterion is § = 10~ as well.
The numerical results are reported in Table 8 for both cases of this example, which
show that both L, and L., errors of the time marching approach are almost the same
as those of the MR-WENO5 fast sweeping method, up to round-off errors. However,
similar to what is observed in Example 4, comparisons of the number of iterations
and CPU time costs show that the MR-WENOS fast sweeping method is much more
efficient than the time marching approach. For example, on the 81 x 81 mesh for
Case 1, the MR-WENO5 fast sweeping method is more than 3 times faster than the
time marching approach in terms of CPU time, and it only needs less than 1/3 of the
iteration steps to converge. On more refined meshes, the efficiency advantage of the
MR-WENO?) fast sweeping method is more significant. On the 641 x 641 mesh, the MR-
WENO?) fast sweeping method is more than 6 times faster and only requires around
1/6 of the iteration steps to converge, compared with the time marching approach.
Similar performance is also observed for Case 2.

Example 6 (Shape-from-shading IT) We solve shape-from-shading problems
with different right-hand-side functions: the Eikonal equation (2) with

Casel: f(z,y) = V(1 —[aD)® + (1 — [y (32)
Case2: f(x,y) = 2¢/52(1 — 22)2 + 22(1 — y2)2. (33)
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Case 1, smooth solution, MR-WENQO3 fast sweeping

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  3.08683e-05 1.38099e-04 96 0.059921
160 2.43149e-06 3.666 1.09679¢-05 3.654 128 0.311129
320 2.62701e-07 3.210 1.19099e-06 3.203 176 1.61581
640 3.17336e-08 3.049 1.43670e-07 3.051 280 10.0124
Case 1, smooth solution, MR-WENO5 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number  CPU(s)
80  1.53399e-06 7.08566e-06 148 0.184093
160  4.69073e-08 5.031 2.14102e-07 5.049 180 0.870113
320 1.42293e-09 5.043 6.40063e-09 5.064 244 4.60098
640 4.37295e-11 5.024 1.94897e-10 5.037 360 26.6364
Case 2, non-smooth solution, MR-WENOQO3 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number CPU(s)
80 1.27019e-04 1.74023e-03 88 0.056234
160 2.68242e-05 2.243 6.93377e-04 1.328 108 0.261471
320 5.13732e-06 2.384 2.45814e-04 1.496 156 1.46265
640 8.60095e-07 2.578 8.69836e-05 1.499 244 8.71795
Case 2, non-smooth solution, MR-WENO5 fast sweeping
N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  4.66054e-05 8.07956e-04 132 0.181125
160  8.03202e-06 2.537 2.71909e-04 1.571 160 0.780074
320 1.20487e-06 2.737 9.00918e-05 1.594 216 4.09713
640 1.99342e-07 2.596 2.93939¢-05 1.616 316 23.4165

Table 6: Example 5. Shape-from-shading I. The errors are measured on the whole com-
putational domain. Lq errors, L, errors, numerical accuracy orders, number of iterations
for the schemes to converge, and total CPU time costs for the MR-WENOS3 fast sweeping
scheme and the MR-WENOb5 fast sweeping scheme.
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Case 1, smooth solution, classical WENQOS3 fast sweeping

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  1.59523e-05 7.23288e-05 116 0.039857
160  1.96880e-06 3.018 8.99880e-06 3.001 148 0.201625
320 2.48588e-07 2.985 1.13211e-06 2.991 208 1.10409
640 3.12993e-08 2.990 1.41881e-07 2.996 316 6.64534
Case 1, smooth solution, classical WENO5 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number  CPU(s)
80  4.32432e-08 2.07602e-07 148 0.112989
160  6.69969e-10 6.012 3.28094e-09 5.984 184 0.452352
320 1.93346e-11 5.115 9.50508e-11 5.109 244 2.32526
640 6.04574e-13 4.999 2.96557e-12 5.002 360 13.3898
Case 2, non-smooth solution, classical WENQOS3 fast sweeping
N L1 error Ly order Ly error Lo, order Iteration number CPU(s)
80  1.24434e-04 1.73415e-03 104 0.037573
160 2.67226e-05 2.219 6.93186e-04 1.323 128 0.16807
320 5.13381e-06 2.380 2.45806e-04 1.496 184 0.975041
640 8.59980e-07 2.578 8.69833e-05 1.499 276 5.78431
Case 2, non-smooth solution, classical WENOS fast sweeping
N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  4.84508e-05 8.42811e-04 136 0.102246
160 8.04384e-06 2.591 2.72651e-04 1.628 160 0.395243
320 1.20484e-06 2.739 9.00953e-05 1.598 216 2.03614
640 1.99331e-07 2.596 2.93935e-05 1.616 316 12.0428

Table 7: Example 5. Shape-from-shading I. The errors are measured on the whole compu-
tational domain. L; errors, L, errors, numerical accuracy orders, number of iterations for
the schemes to converge, and total CPU time costs for the classical WENO3 fast sweeping

scheme and the classical WENQObS fast sweeping scheme.
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Case 1, smooth solution, MR-WENOb5 with TVD-RK3

N Lq error Ly order Ly error Lo, order Iteration number  CPU(s)
80  1.53399e-06 7.08566¢e-06 528 0.671747
160 4.69073e-08 5.031 2.14102e-07 5.049 642 3.25205
320 1.42293e-09 5.043 6.40064e-09 5.064 1110 21.9713
640 4.37317e-11 5.024 1.94907e-10 5.037 2058 164.952
Case 2, non-smooth solution, MR-WENO5 with TVD-RK3
N L1 error Ly order Ly error Lo, order Iteration number CPU(s)
80  4.66054e-05 8.07956e-04 429 0.552009
160 8.03202e-06 2.537 2.71909e-04 1.571 531 2.67272
320 1.20487e-06 2.737 9.00918e-05 1.594 948 18.7246
640 1.99342e-07 2.596 2.93939e-05 1.616 1779 142.823

Table 8: Example 5. Shape-from-shading I. The errors are measured on the whole com-
putational domain. Ly errors, L, errors, numerical accuracy orders, number of iterations
for the schemes to converge, and total CPU time costs for the MR-WENOS5 time marching
scheme.
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Figure 9: Example 5. Shape-from-shading I. Numerical solutions of the MR-WENO5 fast
sweeping method on the 161 x 161 mesh, 30 equally spaced contour lines. Left: Case 1;
right: Case 2.
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The computational domain is [—1,1]2. Here the inflow boundary T is the whole bound-
ary of the square domain. The boundary condition ¢(z,y) = 0 is prescribed on I". An
additional boundary condition ¢(0,0) = 1 is also prescribed for Case 2. The exact
solutions for these two cases are

Case 1+ 6(z,9) = (1 Jal)(1 — |yl): (34)
Case?2: ¢(x,y) = (1 — 2?)(1 — y?). (35)

In the simulations, the inverse Lax-Wendroff procedure is used for the inflow bound-
ary treatment. For the extra source-point (0, 0) in Case 2, similar to Example 5, values
of the exact solution need to be assigned to the grid points around it. Here exact values
are assigned to the grid points whose distances to the source-point (0,0) are less than
or equal to 2h and 3h for the MR-WENO3 fast sweeping method and the MR-WENO5
fast sweeping method respectively. The Godunov numerical Hamiltonian is used in this
example. The L, errors, Lo, errors, number of iterations for the fast sweeping schemes
to converge, and total CPU time costs are reported in Table 9, with numerical errors
measured in the whole domain. Note that the exact solution of Case 1 is a piecewise
bi-linear polynomial and the exact solution of Case 2 is a bi-quadratic polynomial, so
the numerical solutions by the third order and the fifth order fast sweeping schemes
are accurate up to round-off errors with refined meshes. The exact solution of Case 1
is simpler than that of Case 2, which makes the fast sweeping iterations of Case 1 (only
four iterations) converge much faster than those of Case 2, and the numerical errors
for Case 1 be smaller than those of Case 2. Convergence behavior of the fast sweeping
iterations for Case 2 is similar to previous examples, i.e., the computational complexity
of the MR-WENO fast sweeping schemes is approximately slightly larger than linear,
but much less than quadratic. For the problem of Case 1, it is also interesting to find
that in [31], € needs to be adjusted to a very small value 107! for obtaining numerical
errors at the round-off level when numerical errors are measured in the whole domain.
However, here for the MR-WENO fast sweeping methods, we are able to obtain sim-
ilar results without any adjustment of parameters in the local solvers. This shows
improvements on the robustness of the new MR-WENO fast sweeping methods over
the previous methods in [31].

Example 7 We use an example with smooth solution from [4, 14] to test the accu-
racy of the developed MR-WENO fast sweeping methods for solving factored Eikonal
equation. Consider the Eikonal equation (2) with

f =12 + 20002 (x — 20) + 9, (v — v0)) (36)

where fy is chosen to be 2.0, (¢z, gy) = (0, —3), and (x¢, yo) = (0.25,0) is the location
of the source-point. The computational domain is [0,0.5] x [—0.25,0.25]. In this case,
the exact solution ¢ is smooth and known to be

3

o=To— (92 +9)% (37)
where
T =53+ 0:(& — 20) + 9,(u — o) (38)
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Case 1, MR-WENOS3 fast sweeping

N Ly error L error  Iteration number CPU(s)
80  4.50844e-17 4.44089e-16 4 0.006206
160 4.29558e-17  4.44089e-16 4 0.024738
320 6.85490e-17 1.11022e-15 4 0.086768
640 1.00931e-16 1.22125e-15 4 0.331557
Case 1, MR-WENO?5 fast sweeping
N Ly error Lo error  Iteration number CPU(s)
80  3.65696e-17 4.44089e-16 4 0.013005
160 4.08243e-17 5.55112e-16 4 0.048206
320 6.77552e-17 1.11022e-15 4 0.174695
640 9.67345e-17 1.22125e-15 4 0.687068
Case 2, MR-WENO3 fast sweeping
N Ly error Lo error  Iteration number CPU(s)
80  2.21797e-09 1.34712e-08 68 0.057293
160 7.68787e-11  4.46730e-10 88 0.294458
320 2.6678be-12  1.10892e-10 132 1.74832
640 3.53976e-13  3.43715e-10 228 12.1515
Case 2, MR-WENO?5 fast sweeping
N Ly error L error  Iteration number CPU(s)
80 2.04941e-11 1.39635e-10 100 0.143326
160 8.88327e-13 2.07816e-11 120 0.734434
320  2.52924e-13 7.32117e-11 168 4.09827
640 2.13078e-13  2.45299e-10 284 27.5583

Table 9: Example 6. Shape-from-shading II. The errors are measured on the whole com-
putational domain. L; errors, L, errors, number of iterations for the schemes to converge,
and total CPU time costs for the MR-WENOS3 fast sweeping scheme and the MR-WENO5

fast sweeping scheme.
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and

\/2 (72 ~ T = @+ 62 (e —w0)? + (y - y0>2>>
o : (39)

\/ 92+ 95

Here we apply the multiplicative factored Eikonal approach and numerically solve
the multiplicative factored Eikonal equation (26) for u(z,y) using the MR-WENO
fast sweeping methods with the Lax-Friedrichs numerical Hamiltonian, and finally
recover the solution to the original Eikonal equation (2) by ¢(x,y) = ¢o(x, y)u(x,y).
By choosing fo = 2.0, the travel-time corresponding to the constant velocity field
1/fo is ¢o = 24/(x — 0.25)2 + y2. As in Example 4, we do not need to assign exact
values of the solution to grid points around the source-point, hence it is an effective
approach to treat a single source-point inflow boundary condition in real applications
since it could be still difficult to find exact solution near the source-point. Based on
the suggestion and analysis in [16], we initialize u(x,y) with the value 1.0 for grid
points whose distances to the source-point (0.25,0) are less than or equal to 2h and
3h for the MR-WENO3 fast sweeping method and the MR-WENOb) fast sweeping
method respectively. The numerical values at these grid points are not fixed and
will be updated along with values at all other grid points except that the value at
the source-point (0.25,0) is fixed as u(0.25,0) = 1.0. Table 10 shows the L; errors,
L errors, their numerical accuracy orders, number of iterations for the schemes to
converge, and total CPU time costs for the MR-WENQO3 fast sweeping method and
the MR-WENO5 fast sweeping method respectively, to solve the Eikonal equation (2)
using the multiplicative factored Eikonal approach. The numerical errors are measured
in the region [0.05, 0.45] x [—0.2,0.2], which is slightly away from the outflow boundary
to avoid its influence as in previous examples. The desired accuracy orders are obtained
for both fast sweeping methods. Here the iteration-stopping criterion is taken to be
§ = 107, so that the iteration residue of the MR-WENO5 fast sweeping method is
smaller than the numerical errors of the scheme on refined meshes. The total CPU
time costs indicate that the computational complexity of the MR-WENO fast sweeping
schemes for solving the factored Eikonal equation is larger than linear, but still much
less than quadratic, which is consistent with the other examples. Contour plots of the
numerical solutions on the 161 x 161 mesh are shown in Fig. 10 for both schemes.

Example 8 (Sinusoidal model) We use an example from [14] to test the ability
of the developed MR-WENO fast sweeping methods with the factored Eikonal ap-
proach to resolve singular source-point and non-smooth solution. Consider the Eikonal
equation (2) with f = 1/v, where the velocity field v is given by

v(z,y) =1+ 0.2sin (0.57y) sin (37 (x + 0.55)). (40)

The computational domain is [—1, 1] x [0, 2] and the singular source-point is located at
(0,0). The multiplicative factored Eikonal approach is used to deal with the singular
source-point. For this example, we choose fy = 1, and the travel-time corresponding
to this constant velocity field 1/fy is ¢g = /22 + y? which captures the singularity
of the source-point. Similar to Example 7, we initialize u(z,y) in the multiplicative
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MR-WENOQO3 fast sweeping

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
20 5.38950e-06 8.49364e-05 220 0.017771
40  1.68396e-07 5.000 5.72833e-06 3.890 440 0.106363
80  1.80136e-09 6.547 2.36721e-08 7.919 900 0.776252
160  2.08869e-10 3.108 6.27122e-10 5.238 1820 6.04344
MR-WENO?5 fast sweeping
N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
20  1.66081e-08 1.79065e-07 252 0.032243
40  3.29611e-10 5.655 5.55895e-09 5.010 520 0.217915
80  1.91853e-12 7.425 5.11886e-11 6.763 1080 1.69737
160  5.23406e-14 5.196 2.11164e-13 7.921 2216 13.8093

Table 10: Example 7. L errors, L., errors, numerical accuracy orders, number of iterations
for the schemes to converge, and total CPU time costs for the MR-WENO3 fast sweeping
scheme and the MR-WENO5 fast sweeping scheme. The Eikonal equation (2) is solved by
using the multiplicative factored Eikonal approach to treat the source-point (0.25,0).
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Figure 10: Example 7. Numerical solutions on the 161 x 161 mesh, 30 equally spaced
contour lines. The Eikonal equation (2) is solved by using the multiplicative factored
Eikonal approach to treat the source-point (0.25,0). Left: the MR-WENO3 fast sweeping
scheme; right: the MR-WENOb5 fast sweeping scheme.
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Figure 11: Example 8, Sinusoidal model. Numerical solutions on the 321 x 321 mesh, 30
equally spaced contour lines. The Eikonal equation (2) is solved by using the multiplicative
factored Eikonal approach to treat the singular source-point (0,0). Left: the MR-WENO3
fast sweeping scheme; right: the MR-WENO} fast sweeping scheme.

factored Eikonal equation (26) with the value 1.0 for grid points whose distances to the
source-point (0, 0) are less than or equal to 2h and 3h for the MR-WENO3 fast sweeping
method and the MR-WENOG fast sweeping method respectively. The numerical values
at these grid points are not fixed and will be updated along with values at all other
grid points except that the value at the source-point (0, 0) is fixed as ©(0,0) = 1.0. The
multiplicative factored Eikonal equation (26) for u(z, y) is solved using the MR-WENO
fast sweeping methods with the Lax-Friedrichs numerical Hamiltonian, and the solution
to the original Eikonal equation (2) is finally recovered by ¢(x,y) = ¢o(z, y)u(z,y). The
numerical solutions of the MR-WENO3 fast sweeping method and the MR-WENO5
fast sweeping method on the 321 x 321 mesh are reported in Fig. 11, which shows that
the singularities in the non-smooth solution are resolved well and stably.

Example 9 (Marmousi model) We solve the Marmousi model in [28]. In
[4, 14], a first order and a third order fast sweeping methods were used to simulate
this model. The Marmousi velocity model is often used in the study of seismic data.
It is the Eikonal equation (2) with the right hand side f = 1/v where the velocity
field v is obtained from an open source data set, i.e., the Marmousi data set [28], and
it demonstrates significant velocity changes. Here the data set has the size 80 x 80.
The velocity data and their locations in the domain are rescaled by a factor of 104,
so that the computational domain is ranging from x = 0.4 to x = 0.7 and y = 0.0 to
y = 0.3. The singular source-point is located at (0.6,0.26). The Marmousi velocity
field is shown in Fig. 12.

The MR-WENO5 fast sweeping method with the multiplicative factored eikonal ap-
proach is applied for dealing with the singular source-point and computing the model’s
corresponding travel-time solution ¢. ¢g is chosen to be the distance function to the
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Figure 12: Example 9, Marmousi model. Left: contour plot of the Marmousi velocity
field, 30 equally spaced contour lines; right: numerical solution of the traveltime by the
MR-WENOS5 fast sweeping method on the 80 x 80 mesh, 30 equally spaced contour lines.
The Eikonal equation (2) is solved by using the multiplicative factored Eikonal approach
to treat the singular source-point (0.6,0.26).

singular source-point (0.6, 0.26) for capturing the singularity of the source-point. Ini-
tialization of u(z,y) in the multiplicative factored Eikonal equation (26) is similar to
the previous examples, i.e., we assign the value 1.0 for the grid points whose distances
to the source-point (0.6,0.26) are less than or equal to 3h. The numerical values at
these grid points are updated along with values at all other grid points by the itera-
tions of the scheme. The multiplicative factored Eikonal equation (26) for u(x,y) is
solved using the MR-WENO5 fast sweeping method with the Lax-Friedrichs numerical
Hamiltonian, and the solution to the original Eikonal equation (2) is finally recovered
by &(z,y) = ¢o(z, y)u(x,y). The numerical solution of the MR-WENOb fast sweeping
method on the 80 x 80 mesh is reported in Fig. 12, which is consistent with the results
in the literature, e.g. [14].

Example 10 (Anisotropic problems) The previous examples are isotropic
Eikonal equation (2). In this example, we apply the developed MR-WENOS5 fast
sweeping method with factored Eikonal approach to anisotropic problems with a sin-
gular source-point, specifically a problem from [15] and its variant case. Consider the
anisotropic Eikonal equation with a source-point boundary condition in the following
form:

{w@c,y)aﬁz = 2(w,y)d00y +b(e,y)03 =1, (2,y) € 2\ {(x0,00)},
#(x0,10) =0,

(41)

where a(z,y),b(z,y), c(z,y) are coeflicients and the source-point is located at (zg,yo)-
Here we use the additive factored Eikonal approach to deal with the singular source-
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point. Namely, with the additive factorization ¢ = ¢ + u substituted into the equa-
tion (41), the factored anisotropic Eikonal equation is obtained:

{a@c, Y2 — 2e(a gty + b, ) + 2us (ale, y)dos — e, y)doy)
1/2
+ 2uy (b(xv y>¢0y - C(Ia y)¢01) + a(a:, y)¢3z - 2C(I5 y)¢01¢0y + b(.I, y)(b(z)y} = 15

(42)

where ¢g(x,y) is the viscosity solution of the simple anisotropic Eikonal equation with
constant coefficients

{\/ao%i — 2co60,. %0, + bodo, = 1, (@,y) € @\ {(z0,90)}, (43)

¢0(x07 yo) = 07

and ag, by, and ¢y are the values of a(z,y),b(z,y), and ¢(x,y) at the source-point
(z0,90). The exact solution of the equation (43) can be found analytically as

do(x,y) = \/bo(x —20)* + 200(1;()2002(2%— Yo) + ao(y — yo)? | ()

which captures the singularity of the source-point.

We solve two specific problems. The first one is a problem in [15] where the com-
putational domain is [0,1]? and the source-point is located at (0.5,0.5). The variable
coefficients in the equation (41) are taken to be

1.0
a(z,y) = 672\/2(%—%0)2Jr2(asfaco)(.vryo)Jr(y*yo)2 ’
b(z,y) = Yoy 2'_0 = —
e z—20)2+2(x—20)(y—yo0)+(¥y—yo)
e(e.y) = 1.0

o—2v/2(z—20)2+2(z—20) (y—y0)+(y—y0)?

Thus, by (44), ¢o(z,y) = \/2(x — 20)2 + 2(x — 20)(y — Yo) + (y — yo)?. The exact so-
lution of this problem is ¢(z,y) = 1 — eV 2(@—20)+2(@—20)(y=y0)+(y=¥0)>  Thig problem
is called “Case 1”7 here. The second problem is to modify Case 1 for a different wave
propagation direction, and is named as “Case 2”. The computational domain and the
source-point are the same as Case 1. The variable coefficients a(z,y), b(z, y), c¢(z, y) in
the equation (41) are set to be

ol y) = 2.0

) = e~ 2V/4(@—20)2~2(z—20)(y—v0) +2(y—v0)?

o) = — e
e w—10)% ~2(2—~20) (y=10) +2(y=y0)

(o) = ~1.0

o—2v/4(z—20)2=2(z—20) (y—y0) +2(y—y0)?
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Hence ¢o(z,y) = \/4(x — 20)2 — 2(x — 20)(y — yo) + 2(y — yo)2. The exact solution of
this problem is ¢(z,y) =1 — e~ VA (@=20)?=2(z—20) (y=y0)+2(y—y0)?

We apply the additive factored Eikonal approach and numerically solve the fac-
tored anisotropic Eikonal equation (42) for u(z,y) using the MR-WENO5 fast sweeping
method with the Lax-Friedrichs numerical Hamiltonian, and finally recover the solu-
tion to the original anisotropic Eikonal equation (41) by é(x,y) = ¢o(z,y) + u(x,y).
As in previous examples of the isotropic Eikonal equations, we do not need to as-
sign exact values of the solution to grid points around the singular source-point to
achieve high order accuracy. Instead, the value at the source-point (0.5,0.5) is fixed
as u(0.5,0.5) = 0. For all other grid points except the source-point (0.5,0.5), we first
perform 10 iterations by the first order fast sweeping method in [8] and use the ob-
tained values as the initial guesses on them for the MR-WENO} fast sweeping method
to continue updating till the MR-WENOGS fast sweeping iterations converge. Different
from the isotropic Eikonal equations, the value of € in the MR-WENOD5 local solver is
taken as € = 108 for solving the anisotropic problems here, since it is found in the
numerical experiments that a smaller € value leads to a better convergence behavior
of the scheme. Table 11 shows the L; errors, L., errors, their numerical accuracy
orders, number of iterations for the scheme to converge, and total CPU time costs
for the MR-WENOH fast sweeping method to solve both Case 1 and Case 2 problems
using the additive factored Eikonal approach. The numerical errors are measured in
the region [0.05,0.95]% which is slightly away from the outflow boundary to avoid its
influence as in previous examples. The desired fifth order accuracy is obtained for both
cases, which have a singular source-point. The total CPU time costs again verify that
the computational complexity of the MR-WENOS5 fast sweeping scheme for solving
the factored anisotropic Eikonal equation is larger than linear, but still much less than
quadratic, which is consistent with the previous examples for the isotropic Eikonal
equations. Contour plots of the numerical solutions on the 321 x 321 mesh are shown
in Fig. 13 for both Case 1 and Case 2.

4 Concluding Remarks

In this paper, high order accuracy multi-resolution WENO fast sweeping methods for
solving static H-J equations, specifically the Eikonal equations, are developed. The
new WENO fast sweeping methods for static H-J equations improve the convergence
behavior of previous WENO fast sweeping methods. The fast sweeping iterations can
achieve the absolute convergence, i.e., iteration residues of a higher order (e.g., the
fifth order) WENO fast sweeping method can settle down to round-off errors. Inflow
boundary conditions are taken care of carefully. For problems with a singular source-
point inflow boundary, the effective factored Eikonal approach is applied to treat the
inflow boundary, and the resulted factored Eikonal equations are solved by the new high
order MR-WENO fast sweeping methods. Extensive numerical experiments, including
solving isotropic and anisotropic Eikonal equations, and the corresponding factored
Eikonal equations for problems with singular source-point, are performed to show the
high order accuracy, stable ability to resolve solution singularities, and high efficiency
of the presented absolutely convergent MR-WENO fast sweeping methods.
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Case 1

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  3.64991e-04 5.50949e-04 732 1.40265
160  6.43508e-06 5.826 9.42713e-06 5.869 836 6.1383

320 2.99602e-07 4.425 4.10299e-07 4.522 1452 42.3065
640 9.46195e-09 4.985 1.29834e-08 4.982 2656 307.856

Case 2

N L4 error Ly order Lo error Lo, order Iteration number CPU(s)
80  3.07649e-06 5.28119e-06 296 0.595044
160 1.63710e-07 4.232 2.61949e-07 4.334 488 3.73127
320 5.31691e-09 4.944 7.98745e-09 5.035 840 25.1933
640 1.63500e-10 5.023 3.50576e-10 4.510 1560 183.118

Table 11: Example 10, Anisotropic problems. Lj errors, L., errors, numerical accuracy
orders, number of iterations to converge, and total CPU time costs for the MR-WENQOb5
fast sweeping scheme. The anisotropic Eikonal equation (41) is solved by using the additive

factored Eikonal approach to treat the singular source-point (0.5,0.5).

Figure 13: Example 10, Anisotropic problems. Numerical solutions of the MR-WENO5 fast
sweeping scheme on the 321 x 321 mesh, 30 equally spaced contour lines. The anisotropic
Eikonal equation (41) is solved by using the additive factored Eikonal approach to treat
the singular source-point (0.5,0.5). Left: contour plot of the numerical solution of Case 1;
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right: contour plot of the numerical solution of Case 2.
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For point-source problems whose inflow boundaries are treated by the Richard-
son extrapolation procedure or the factored Eikonal approach, we focus on one single
source-point inflow boundary in this paper. However, the methods can be extended to
treat inflow boundary with several distinct source points. This is an interesting and
important topic which will be studied in details in our future work. Here we would
like to outline some possible ways for such extension. If the solution is smooth around
these source points, first order fast sweeping computation can be efficiently performed
locally around each source point and the Richardson extrapolation procedure is applied
respectively. For the cases that the characteristics from the source points intersect with
each other near the source points (this may happen, e.g., if some of these source points
are very close to each other), a possible approach is to sufficiently refine the mesh
such that the characteristics from different source points do not intersect in a small
neighborhood of these source points, then the Richardson extrapolation procedure can
be applied. If the solution has singularities at these source points, i.e., they are sin-
gular source-points, a possible way to extend the current method is to first divide the
whole computational domain into regions in which all grid points inside one of the re-
gions are “closest” to one of the source points. This may be implemented by solving a
Voronoi diagram problem [17] by the first order fast sweeping method, and comparing
the obtained numerical solution with the factor functions ¢g(x,y) to determine the cor-
responding region which a grid point belongs to. Then the factored Eikonal approach
is applied to every region and the corresponding factored Eikonal equation based on
the singular source-point of that region will be solved by high order MR-WENO fast
sweeping methods. Detailed implementation of these extensions will be carried out in
the next research.
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